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Emotion Information Processing is a technique that aimed to objectively
evaluate the human emotion by analyzing of text and conducting a com-
prehensive research. The sentiment classification is the technique that
automatically determines whether the human written text is written in
positive way or negative way. It may be thought as negative if it has a
word such as ‘ugly’ in context. Positive or negative word can be used to
the sentiment classification.
　 In order to automatically classify the human written text as positive or
negative, the text classification will use Bag-of-Words approach. Bag-of-
Words approaches use the dimension of the feature space that is equal to
the number of different words in all of the documents. A common example
is the the sentiment classification use the bag-of-words model. The model
is at machine learning approach which uses words in the context as fea-
tures.
　However, It is difficult to increase the accuracy with the bag-of-words
method. In most cases, several words are written in a positive or negative
text which leads difficulty of measuring accuracy of the semantic orienta-
tion. In addition, some word can invert the orientation.
　 For example, the semantic orientation of multiple words namely ‘not
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beautiful’ could be divided into ‘not’ and ‘beautiful’. ‘Beautiful’ is posi-
tive orientation. While ‘not beautiful’ is counted as negative orientation.
Conjunction is one of the important factors of a whole text. Conjunction
is part of parse that around the context. By conjunction, a text takes a
hold to reverse semantic orientation, said to be important for the sentiment
classification.
　 In this paper, we focus on the modification relation on the syntactic
structure. Word of combination, the combination of the semantic orienta-
tion word and specific word, is used in machine learning on the assumption
of reversing semantic orientation word. By learning the word of combina-
tion, the presence or absence of reverse of semantic orientation words could
be known. In addition, by using the differences of the Bag-of-Words models
extracted and the word of combination, it is possible to measure the total
number of words in the original semantic orientation words of the text.
For the text written by the user, by using the Cabocha, to analyze the
syntactic structure of the text. The results of that analysis have been used
to extract a set of the semantic orientation word and specifics word. The
training data was trained by Support Vector Machine learning.Then,this
adapts the text to be used in the sentiment classification, it is possible
to extract the number of semantic orientation words in each reversed text.
The results of acting on the total number of semantic orientation words was
extracted by using Bag-of-Word model. We can assume the total number
of semantic orientation words could be found in the text’s original. And,
the following techniques were used in our experiment. The First technique
is N-gram model. Second is counting the total number of positive and
negative words. The training data was implemented by combining this
total number with N-gram model. Finally, a training data combined with
the total number of semantic orientation words by modification relation
with N-gram model. Support vector machine for these data was used to
execute the classification of semantic orentaions.The sentiment classifica-
tion ware executed using these methods of the reviews. The experimental
results in the method showed high classification accuracy for training data
including a combination of bigram and modification relation. As a results
show it is effective to use modification relation to improve the sentiment
classification.
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