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In fundamental nanomaterial research, quantum state is investigated by
computer simulation. One of the computational approaches is ab-initio
Quantum Monte Carlo (QMC) method. The technique enables to de-
scribe more direct behavior of electrons than the convectional auxiliary
density function theory. Then the characteristic of QMC can be used
for biomolecule and magnetic applications of which simulation was dif-
ficult by the traditional approaches. Since QMC is based on statistical
technique, over 99% parallel performance (with 80,000 cores) has been
achieved. Therefore, its characteristic is considered to suit recent mas-
sively parallel supercomputers and further its applications are expected.
Another advantage of QMC is high reliability since it is an approximation
absence calculation. The result is obtained directly from the multiple vari-
able equation. On the other hands, a huge computation time is recognized
to be an issue for primary electronic structure calculation of solids and
large scale molecules.

Therefor, as a solution of the issues, through put performance enhance-
ment can be achieved if CPU processed bottleneck section is accelerated.
A Hybrid parallelization technique is one of the methods for this. It is the
methods allocating MPI parallelization between nodes and other parallel
implementation such OpenMP or Pthread between CPU cores. OpenMP
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create a process, which is running on a CPU, into many threads and easily
boots bottlenecked part. Hybrid parallelization using the OpenMP is get-
ting popularity in recent parallel scientific computing on supercomputer.
However, the performance improvement of OpenMP is known to be limited
since it only uses CPU cores. For one of the next generation paralleliza-
tion approaches after OpenMP, General Purpose Graphic Processing Unit
(GPGPU) is attracting attentions. GPUs have more operational cores
compared to CPUs’. As a result, floating point performance is very high.
GPU acceleration is recent trend in various fields since GPU structure is
simple and performance tuning is facile. Due to high efficiency, low power
consumption with high computation performance, they are used for super-
computers and clusters.

In this research, the bottleneck section was replaced by GPU accelerated
spline basis set expanded QMC electronic structure calculation of solid.
30.67 times performance improvement was confirmed for TiOs simulation
with 1536 electrons. In QMC, The position of electrons were needed to be
updated over ten million times based on Metropolis algorithms For each
iteration step, one-electron wave functions were required to be recalculated.
According to profiling, to calculate the section attributed to 30% of total
execution time. The functions were expanded by B-Spline basis sets for the
case of solid system Therefore, the recalculation decomposed into matrix
vector multiplication, for which parallelization can be applied, the author
has determined to use GPU.

At the initial implementation stage, only 1.5 times speed up was observed
against the sequential counterpart. However, the degree of GPU paral-
lelization was increased by simultaneous update, the final speed up rate of
30.67% was obtained. In this thesis, GPU replacement of the bottlenecks
and optimization for GPU are explained. Furthermore, from the obtained
result, the single precision effect the result and computation performance
were discussed. In addition, from the result obtained by this research,
further improvement of bottleneck part was discussed. Also the author
suggested further performance tuning techniques and speed up estimation.



