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# Generalized Analysis on Key Collisions of Stream Cipher RC4** 

Jiageng CHEN ${ }^{\dagger \text { a) }}$, Nonmember and Atsuko MIYAJI ${ }^{\dagger *}$, Member


#### Abstract

SUMMARY The fact that the stream cipher RC4 can generate colliding key pairs with hamming distance one was first discovered by Matsui in FSE 2010. This kind of weakness demonstrates that two different secret keys have the same effect on the cipher's encryption and the corresponding decryption procedure. In this paper, we further investigate the property of RC4 key collisions and achieved the following results: 1. We show that RC4 can generate colliding key pairs with various hamming distances, which cannot be generated by Matsui's pattern. We also give concrete examples of colliding key pairs with hamming distances greater than one. 2. We formalize RC4 colliding key pairs into two large patterns, namely, Transitional pattern and Self-Absorbing pattern. All the currently known colliding key pairs can be categorized into either two patterns 3. We analyze both patterns and clarified the relations among the probability of key collision, key length and hamming distances which yield the colliding key pairs. 4. We demonstrate the vulnerability of key collisions by showing collisions of RC4-Hash function proposed in INDOCRYPT 2006. Some concrete experimental results of RC4-Hash collision are also given in this paper. key words: RC4, key collisions, KSA, hamming distance, RC4-Hash


## 1. Introduction

The stream cipher RC4 is one of the most famous ciphers widely used in real world applications such as Microsoft Office, Secure Socket Layer (SSL), Wired Equivalent Privacy (WEP), etc. Due to its popularity and simplicity, RC4 has become a hot cryptanalysis target since its specification was made public on the Internet in 1994 [4]. Various general weaknesses of RC4 have been discovered in some previous works including [5]-[7], etc. Another popular cryptanalysis direction of RC4 is in the WEP environment. Such works include [8]-[11], etc.

This paper specifically investigates the weakness of RC4 key collisions, namely, the existence of secret key pairs that generate the same initial states after the key scheduling algorithm. Needless to say, any secure cipher designs should not have such properties since two different keys will have the same effect on the encryption and the corresponding decryption, and also the key space is reduced which can help improve the brute force attack. The study of "collid-

[^0]ing keys" of RC4 can be dated back to 2000. Grosul and Wallach [1] first pointed out that RC4 can generate near collisions when the key size is close to the full 256 bytes. In [2] first colliding key pairs with hamming distance one were discovered, where hamming distance one means that the two keys differ from each other at one position.

We further investigate this area, and pointed out that RC4 can generate far more colliding key pairs with different properties other than the ones given in [2]. We clarify that all the currently known RC4 colliding key pairs can be organized into two patterns, according to the behavior during the KSA. We analyze these two generalized patterns and formalize the RC4 key collisions. Collision probability is also estimated, and we point out that it is mainly affected by key length and hamming distances between the two keys. We prove this fact in the theorems, and also some concrete results are shown.

The collision patterns demonstrate that the direct use of KSA as a compression function to build the hash function is not secure by showing concrete examples of RC4-Hash [14]. Structure of the paper. In Sect. 2, we briefly describe the RC4 algorithm, followed by some previous works on RC4 key collisions. Sect. 3 shows the formalized RC4 colliding key patterns and how they work. The probability evaluations and the simulations are given in Sect. 4 followed by the vulnerability of key collisions in Sect. 5 with experimental collision results on RC4-Hash. Also concrete RC4 colliding key pairs and a fast searching technique for searching collisions in Self-Absorbing pattern are given in Appendix B and Appendix D.

## 2. Preparation

### 2.1 Description of RC4

The internal state of RC4 consists of a permutation $S$ of the numbers $0, \cdots, N-1$ and two indices $i, j \in\{0, \cdots, N-1\}$. The index $i$ is determined and known to the public, while $j$ and permutation $S$ remain secret. RC4 consists of two algorithms: The Key Scheduling Algorithm (KSA) and the Pseudo Random Generator Algorithm (PRGA). The KSA generates an initial state from a random key $K$ of $k$ bytes as described in Algorithm 1. It starts with an array $\{0,1, \cdots, N-1\}$ where $N=256$ by default. At the end, we obtain the initial state $S_{N-1}$. Once the initial state is created, it is used by PRGA. The purpose of PRGA is to generate a keystream of bytes which will be XORed with the
plaintext to generate the ciphertext. PRGA is described in Algorithm 2.

```
Algorithm 1. KSA
    for \(i=0\) to \(N-1\) do
        \(S[i] \leftarrow i\)
    end for
    \(j \leftarrow 0\)
    for \(i=0\) to \(N-1\) do
        \(j \leftarrow j+S[i]+K[i \bmod k]\)
        \(\operatorname{swap}(S[i], S[j])\)
    end for
```

```
Algorithm 2. PRGA
    \(i \leftarrow 0\)
    \(j \leftarrow 0\)
    loop
        \(i \leftarrow i+1\)
        \(j \leftarrow j+S[i]\)
        \(\operatorname{swap}(S[i], S[j])\)
    keystream byte \(z_{i}=S[S[i]+S[j]]\)
    end loop
```

In this paper, we mainly focus on KSA algorithm.

### 2.2 Previous Research on RC4 Key Collisions

Two important previous studies on RC4 key collisions are [1], [2]. In [1], the authors pointed out that it's possible for two secret keys with length close to 256 bytes to generate similar internal state after KSA, and thus they will generate similar hundred byte output during PRGA. The reason for this is that for two keys $K_{1}, K_{2}$, if we assume $K_{1}[i]=K_{2}[i]$ except when $i=t$, then when $t$ is close to 255 , the two internal states will be substantially similar. However, this idea cannot generate strict key collisions, and this result only works for key lengths close to 256 .

In [2], RC4 key collision was first discovered. The key pattern is almost the same as in [1], namely, two keys differ at only one byte position $\left(K_{1}[i]=K_{2}[i]\right.$ except $\left.i=t\right)$ and the value difference is $1\left(K_{1}[t]=K_{2}[t]-1\right)$. The intuition behind the collision is that from the first time $i$ touches the different position $t$, the pattern ensures that there are always only two differences in the internal state as the key scheduling process continues. The difference is absorbed when $i$ touches $t$ for the last time. Please refer to [2] for the detailed description.

## 3. Generalized RC4 Colliding Key Pairs

We show that RC4 can generate many other colliding key pairs with different key relations, which cannot generated by using the techniques in [2]. We formalize all the currently known colliding key pairs into two patterns. We describe them in the following section by first giving the key relations, and then explaining how the two keys with these relations can achieve collisions.

### 3.1 Notation

- $K_{1}, K_{2}$ : a secret key pair with some differences between them.
- $S_{1, i}, S_{2, i}$ : $S$-Boxes corresponding to the secret key pair at time $i$ before the swap operation.
- $i, j_{1, i}, j_{2, i}$ : internal states of RC4. When $j_{1, i}=j_{2, i}$, we use $j_{i}$ to denote.
- $k$ : the lengths (bytes) of the secret keys.
- $h$ : hamming distances between the two keys (number of different positions where two keys differ from each other).
- $d$ : the first index of the key differences.
- $\Gamma$ : the set of indices at which two keys differ from each other, $|\Gamma|=h, \Gamma=\left\{\gamma_{0}, \cdots, \gamma_{h-1}\right\}$ and $d=\gamma_{0}$.
- $n_{i}$ : the number of times the key difference $\gamma_{i}$ appears during the KSA. $n_{i}=\left\lfloor\frac{256+k-1-\gamma_{i}}{k}\right\rfloor$ for $i=0, \cdots, h-1$.


### 3.2 Transitional Pattern

## Key relations in Transitional pattern:

$$
K_{2}[i]=K_{1}[i]+1, i \in \Gamma
$$

Namely, two keys differ from each other at $h$ places, and the value differences at these positions all equal 1.

Transitional pattern has the property that after the first internal state differences are generated, which is due to the key difference, the internal state differences are transferred to the later indices of the $S$-Box, and these differences exist before the last key difference comes into play during the KSA.

Figure 1 illustrates the case in which the secret keys are short, so they will appear several times during the KSA. When $i$ first touches the key difference, $j$ difference and two $S$-Box differences are generated. Notice that the Transitional pattern requires that one $j$ equal $i$. Thus the two $S$ Box differences generated at the beginning are located next to each other, and meanwhile, we require that $S$-Box value differences also be one. The dotted line area in the figure shows the three internal state differences generated by the first key difference. The next two $j$ return to the same value,


Fig. 1 Transitional pattern.

Table 1 Transitional pattern, $h=3, n=2(k=128)$.

due to the effects of previous $j$ difference ( $\mathbf{\Delta}$ ) and one $S$ Box difference ( $\star$ ). Meanwhile, the $S$-Box difference ( $\star$ ) is transferred to the next key difference index, and this transfer will repeat each time when $i$ touches the next key difference index. The situation for the last appearance of the key is a little bit different. In order to achieve a collision, we require that the two $S$-Box differences $\downarrow, \star$ be in consecutive positions just before the last key difference index. The two $S$-Box differences are absorbed by each other and generate a $j$ difference ( $\mathbf{\Delta}$ ). Finally, the last key difference is there to absorb the previous $j$ difference and the internal states become the same.

The colliding key pairs found in [2] demonstrate a special case of this pattern, where the hamming distance between two keys can only be one $(|\Gamma|=h=1)$. In our generalized Transitional pattern, two keys can have various hamming distances as the probability allows. Table 1 shows an example with concrete numbers on how a 128-byte colliding key pair with hamming distance three can achieve a collision. Two keys differ from each other at indices 1,4 and 8. The $S$-Box in Table 1 denotes the state after the swap operation at each step. Notice that when $i=134$, one of the $S$-Box differences should be swapped to the index 134, but not necessarily from index 1 , as shown in the example. The first $S$-Box difference can be touched by $j$ before 134 , to be swapped to other positions. As long as this $S$-Box difference appears in index 134 when $i=134$, the pattern works.

### 3.3 Self-Absorbing Pattern

In addition to the above Transitional pattern, we investigate that some of the other RC4 colliding key pairs have the following properties: the internal state differences are generated and absorbed within one key appearance, namely, the differences will not be transferred to the later parts of the $S$-Box.

In [12], the authors pointed out that by setting the two keys as

$$
K_{2}[d]=K_{1}[d]+1, K_{2}[d+1]=K_{1}[d+1]-1
$$

collisions might be achieved. [12] assumes that $j_{1, d}=d$, and $j_{1, d+1}=d+1$, then after $i=d+1$, the two $S$-Box becomes the same. However, at step $i=d+1$ after the swap, $j_{1, d+1} \neq j_{2, d+1}$, and two $S$-Box will differ from each other again due to the $j$ difference, thus a collision can not be achieved as they expected. It seems that by adding another key differential $K_{2}[d+2]=K_{1}[d+2]+1$, the $j$ difference will be absorbed and a collision can be achieved. However this is only the case for long keys whose key differential indices don't repeat. For short keys which appear more than once during KSA, collisions can not be achieved.

To explain, let's see the conditions we need to satisfy for the first and second key appearances. According to the key pattern, we need $S_{1, d}[d+1]=S_{1, d}[d]+1\left(S_{2, d}[d+1]=\right.$ $\left.S_{2, d}[d]+1\right)$ and $S_{1, d+k}[d+k+1]=S_{1, d+k}[d+k]+1\left(S_{2, d+k}[d+\right.$ $\left.k+1]=S_{2, d+k}[d+k]+1\right)$. Let's assume $S_{1, d}[d]=S_{2, d}[d]=a$, and $S_{1, d+k}[d+k]=S_{2, d+k}[d+k]=b$. Then in order to achieve a collision according to [12], during the first key appearance, we need $j_{1, d}=d, j_{1, d+1}=d+1$ and $j_{2, d}=d+1, j_{2, d+1}=d$, thus we have:

$$
\begin{aligned}
& j_{1, d+1}=j_{1, d}+a+1+K_{1}[d+1] \Rightarrow K_{1}[d+1]=256-a \\
& j_{2, d+1}=j_{2, d}+a+K_{2}[d+1] \Rightarrow K_{2}[d+1]=255-a
\end{aligned}
$$

For the second key appearance, we will need $j_{1, d+k}=d+$ $k, j_{1, d+k+1}=d+k+1$ and $j_{2, d+k}=d+k+1, j_{2, d+k+1}=d+k$, thus we have:
$j_{1, d+k+1}=j_{1, d+k}+b+1+K_{1}[d+1] \Rightarrow K_{1}[d+1]=256-b$
$j_{2, d+k+1}=j_{2, d+k}+b+K_{2}[d+1] \Rightarrow K_{2}[d+1]=255-b$
Now we can observe a contradiction since it is impossible


Fig. 2 Self absorbing pattern 1.


Fig. 3 Self absorbing pattern 2.
for value $a$ to be at index $d+k$ when $i=d+k$, namely, $a \neq b$.

As we will show later that in order to achieve collisions in Self-Absorbing pattern, the second key differential has to be used to absorb the $j$ difference instead of absorbing the $S$-Box difference in [12]. We point out that Self-Absorbing pattern can be further divided into two sub-patterns, which are shown in Figs. 2 and 3. Due to the self absorbing property, only one key appearance needs to be illustrated, since the others are the same.
Key relations in Self-Absorbing pattern 1:

$$
\begin{aligned}
& K_{2}[d]=K_{1}[d]+t \\
& K_{2}[d+1]=K_{1}[d+1]-t \\
& K_{2}[i]=K_{1}[i]+t, i \in \Gamma \backslash\left\{\gamma_{0}, \gamma_{1}\right\} .
\end{aligned}
$$

The value difference $t \geq 2$ is the same for all $h$ different positions.

Figure 2 illustrates the case of hamming distance 4 $(h=4)$ and $t=2$. The first key difference generates three internal differences (dotted line area). In this illustration, the key value difference is $t=2$, so the interval between two $S$-Box differences is also required to be $t$. The second key difference is there to absorb the previous $j$ difference. The third key difference makes the $S$-Box difference ( $\star$ ) jump to the index just before the last key difference within this key appearance. $S$-Box difference $\downarrow$ should be swapped to the
index two intervals from $\star$ when $i$ touches that index. Then when $i$ touches the $S$-Box difference $\star$, two $S$-Box differences absorb each other and generate a $j$ difference (solid line area). Finally the last key difference is there to absorb the previous $j$ difference, so that the internal states become the same. Table 2 demonstrates one example of 128-byte colliding key pair with hamming distance 4 . Two keys differ from each other at indices 1, 2, 3 and 8.
Key relations in Self-Absorbing pattern 2:

$$
\begin{aligned}
& K_{2}[d]=K_{1}[d]+t \\
& K_{2}[d+1]=K_{1}[d+1]-t \\
& K_{2}[i]=K_{1}[i]+t, i \in \Gamma \backslash\left\{\gamma_{0}, \gamma_{1}, \gamma_{h-2}, \gamma_{h-1}\right\} \\
& K_{2}\left[\gamma_{h-2}\right]=K_{1}\left[\gamma_{h-2}\right]+t^{\prime}, t^{\prime}=\gamma_{2}-\gamma_{h-2} \\
& K_{2}\left[\gamma_{h-1}\right]=K_{1}\left[\gamma_{h-1}\right]+t^{\prime \prime}, t^{\prime \prime}=\gamma_{h-2}-\gamma_{0}
\end{aligned}
$$

For the previous $h-2$ different positions, the value difference $t \geq 2$ is the same. The last two value differences $t^{\prime}$ and $t^{\prime \prime}$, which are determined by the specific $\Gamma$ values, can be different values other than $t$.

Self-Absorbing pattern 2 is almost the same as SelfAbsorbing pattern 1, except that in addition to using $S$-Box differences themselves, it also depends on key differences to absorb the $S$-Box differences (shown in solid line area in Fig. 3) at the final stage. This will allow a more flexible way on how the key value difference can vary, namely, the value difference can choose different values instead of a fixed value, as in the Transitional pattern and Self-Absorbing pattern 1 . The relation between $t^{\prime}, t^{\prime \prime}$ and $\Gamma$ can be easily derived from Fig. 3. At step $i=\gamma_{h-2}$, we have $j_{1, \gamma_{h-2}}=j_{1, \gamma_{h-2}-1}+$ $\gamma_{2}+K_{1}\left[\gamma_{h-2}\right]$ and $j_{2, \gamma_{h-2}}=j_{2, \gamma_{h-2}-1}+\gamma_{0}+K_{2}\left[\gamma_{h-2}\right]$. And a collision requires that $j_{1, \gamma_{h-2}-1}=j_{2, \gamma_{h-2}-1}$ and $j_{1, \gamma_{h-2}}=\gamma_{h-2}$, $j_{2, \gamma_{h-2}}=\gamma_{0}$, thus $K_{2}\left[\gamma_{h-2}\right]=K_{1}\left[\gamma_{h-2}\right]+\left(\gamma_{2}-\gamma_{h-2}\right)$. For step $i=\gamma_{h-1}$, we need the key difference to absorb the previous $j$ difference. We have $j_{1, \gamma_{h-1}}=j_{1, \gamma_{h-2}}+S_{1}\left[\gamma_{h-1}\right]+K_{1}\left[\gamma_{h-1}\right]$, and $j_{2, \gamma_{h-1}}=j_{2, \gamma_{h-2}}+S_{2}\left[\gamma_{h-1}\right]+K_{2}\left[\gamma_{h-1}\right]$, and the collision requires $S_{1}\left[\gamma_{h-1}\right]=S_{2}\left[\gamma_{h-1}\right], j_{1, \gamma_{h-1}}=j_{2, \gamma_{h-1}}, j_{1, \gamma_{h-2}}=\gamma_{h-2}$ and $j_{2, \gamma_{h-2}}=\gamma_{0}$, we derive the relation $K_{2}\left[\gamma_{h-1}\right]=K_{1}\left[\gamma_{h-1}\right]+$ $\left(\gamma_{h-2}-\gamma_{0}\right)$.

Table 3 shows a 128 -byte colliding key pair example with hamming distance 5. The two keys differ from each other at indices $1,2,3,5$ and 6 . The relation between the $t^{\prime}, t^{\prime \prime}$ and $\Gamma$ can be verified by $K_{2}[5]=K_{1}[5]+(3-5)=$ $K_{1}[5]-2$, and $K_{2}[6]=K_{1}[6]+(5-1)=K_{1}[6]+4$, which matches the example in Table 3.

Three concrete colliding key pairs with key length 128 and hamming distances 3, 4 and 5 in Transitional pattern, Self-Absorbing pattern 1 and 2 are given in the Appendix B.

## 4. Probability Evaluation

In this section, we evaluate the existence probabilities of RC4 colliding key pairs, and give approximate statistics on the scale and distribution of these keys.

Table 2 Self-absorbing pattern $1, h=4, n=2(k=128)$.


Table 3 Self-absorbing pattern 2, $h=5, n=2(k=128)$.


### 4.1 Transitional Pattern

For most of the key lengths, they cannot divide 256 except lengths $256,128,64,32,16$ (ignore the rest smaller ones which are not used for practical reasons). Thus part of the key will repeat $\left\lfloor\frac{256}{k}\right\rfloor$ times while the rest part will repeat $\left\lfloor\frac{256}{k}\right\rfloor+1$ times. Due to this phenomenon, the probability
will vary depending on the exact locations of the hamming distances, which brings in a lot of unnecessary parameters. For the simplicity of the description without loosing the rigorous evaluation, we compute the upper bound and lower bound of the colliding key pairs with only two input parameters, namely, the key length $k$ and the hamming distance $h$. The upper bound probability can be computed by chopping the tail part $256-k \times\left\lfloor\frac{256}{k}\right\rfloor$ of the $S$-Box and treat the
key as it repeats only $\left\lfloor\frac{256}{k}\right\rfloor$ times during KSA. The lower bound, on the other hand, can be computed by adding length $k-256+k \times\left\lfloor\frac{256}{k}\right\rfloor$ to the end of the $S$-Box and treat the key as it repeats $\left\lfloor\frac{256}{k}\right\rfloor+1$ times during KSA. Then for a given hamming distance $h$, we can compute the collision probability which is not related to the locations of the hamming distance anymore, and finally we sum up the probability for all cases of the hamming distances. Note that for the key lengths dividing 256, the exact evaluation is given (the upper bound is equal to the lower bound).

From the previous analysis, we know that colliding key pairs have the property that the key value difference is fixed at one, and the hamming distance can vary. We divide the whole process into three phases as shown in Fig. 1, namely, the starting phase (first appearance of the key), the ending phase (last appearance of the key) and the repeating phase (middle repeating parts).

Starting Phase. First, before $i$ touches $\gamma_{0}, j$ can not touch $\gamma_{0}$ or $\gamma_{0}+1$ with probability $\left(\frac{254}{256}\right)^{\gamma_{0}}$. When $i$ touches $\gamma_{0}$, we need $j_{1}=\gamma_{0}$ and $j_{2}=\gamma_{0}+1$ with probability $\frac{1}{256}$. When $i=\gamma_{0}+1$, the $S$-Box difference at index $i$ needs to be swapped to the next key difference index $\gamma_{1}$, namely, $j_{1, \gamma_{0}+1}=j_{2, \gamma_{0}+1}=\gamma_{1}$ with probability $\frac{1}{256}$.

For each of the other key difference indices $\gamma_{n} \in \Gamma$, we will pay the probability $\frac{1}{256}$ each to let the $S$-Box difference at $\gamma_{n \bmod h}$ swap to $\gamma_{n+1} \bmod h$ when $i=\gamma_{n}$. This gives us a total probability $\left(\frac{1}{256}\right)^{h-1}$. When $i$ is between two consecutive key difference indices, the pattern requires that $j$ does not touch the later key difference index, otherwise $i$ will never be able to touch the later $S$-Box difference again. This will add $\left(\frac{255}{256}\right)^{\gamma_{1}-\gamma_{0}-2}\left(\frac{255}{256}\right)^{\gamma_{2}-\gamma_{1}-1} \cdots\left(\frac{255}{256}\right)^{\gamma_{h-1}-\gamma_{h-2}-1}\left(\frac{255}{256}\right)^{k+\gamma_{0}-\gamma_{h-1}-1}=$ $\left(\frac{255}{256}\right)^{k-h-1}$ to the total probability cost. Thus, the total probability in the starting phase is $\left(\frac{1}{256}\right)^{h+1}\left(\frac{254}{256}\right)^{\gamma_{0}}\left(\frac{255}{256}\right)^{k-h-1}$.

Repeating Phase. For upper bound, key will appear $\left\lfloor\frac{256}{k}\right\rfloor-2$ times, and for lower bound, it will appear $\left\lfloor\frac{256}{k}\right\rfloor-1$ times during the repeating phase. For each key appearance, the procedure is as follows. When $i$ touches one key difference index, $\frac{1}{256}$ probability will be paid, $\left(\frac{1}{256}\right)^{h}$ in total. When $i$ is between two difference indices, it is not allowed to touch the later one (same as starting phase), this will add probability $\left(\frac{255}{256}\right)^{k-h}$ in the repeating phase. Thus, the probability that one key appearance must pay is $\left(\frac{1}{256}\right)^{h}\left(\frac{255}{256}\right)^{k-h}$. The total probability is $\left(\left(\frac{1}{256}\right)^{h}\left(\frac{255}{256}\right)^{(k-h)}\right)^{\left\lfloor\frac{256}{k}\right\rfloor-1}$ for the lower bound, and $\left(\left(\frac{1}{256}\right)^{h}\left(\frac{255}{256}\right)^{(k-h)}\right)^{\left\lfloor\frac{256}{k}\right\rfloor-2}$ for the upper bound.

Ending Phase. When $i$ touches $\left\{\gamma_{0}+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor-\right.\right.$ 1), $\left.\cdots, \gamma_{h-3}+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor-1\right)\right\}$ (upper bound), or $\left\{\gamma_{0}+k \times\right.$ $\left.\left(\left\lfloor\frac{256}{k}\right\rfloor\right), \cdots, \gamma_{h-3}+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor\right)\right\}$ (lower bound), with probability $\frac{1}{256}$ each, $j$ will touch the next key difference. When $i=\gamma_{h-2}+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor-1\right)$ (upper bound), or $i=\gamma_{h-2}+$ $k \times\left(\left\lfloor\frac{256}{k}\right\rfloor\right)$ (lower bound), with $\frac{1}{256}, j$ should touch the index $\gamma_{h-1}-1+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor-1\right)$ (upper bound), or $\gamma_{h-1}-1+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor\right)$ (lower bound). When $i=\gamma_{h-1}-2+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor-1\right)$ (up-
per bound), or $i=\gamma_{h-1}-2+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor\right)$ (lower bound), another $S$-Box difference should be swapped to here with probability $\frac{1}{256}$. And when $i=\gamma_{h-1}-1+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor-1\right)$ (upper bound), or $i=\gamma_{h-1}-1+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor\right)$ (lower bound), it is required that $j=\gamma_{h-1}-1+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor-1\right)$ (upper bound), or $j=\gamma_{h-1}-1+k \times\left(\left\lfloor\frac{256}{k}\right\rfloor\right)$ (lower bound). Up to now, this gives us the successful probability $\left(\frac{1}{256}\right)^{h+1}$. And as before, when $i$ is between two key differences, $j$ should not touch the latter key difference index. This will add $\left(\frac{255}{256}\right)^{\gamma_{1}-\gamma_{0}-1} \cdot\left(\frac{255}{256}\right)^{\gamma_{2}-\gamma_{1}-1} \cdots\left(\frac{255}{256}\right)^{\gamma_{h-1}-\gamma_{h-2}-2}=\left(\frac{255}{256}\right)^{\gamma_{h-1}-\gamma_{0}-h}$ to the probability. Thus the probability for the Ending Phase is $\left(\frac{1}{256}\right)^{h+1}\left(\frac{255}{256}\right)^{\gamma_{h-1}-\gamma_{0}-h}$.

By multiplying them together, we have the following theorem.

Theorem 1: Given key length $k$ and hamming distance $h \geq$ 1 , the probability of two keys with relations in Transitional pattern forming a colliding key pair, $P_{T}\left(k, h, \gamma_{h-1}\right)$, can be approximated as follows:

$$
\begin{aligned}
P_{T}\left(k, h, \gamma_{h-1}\right) \in & {\left[\left(\frac{1}{256}\right)^{h \cdot\left(\left[\frac{256}{k}\right\rfloor+1\right)+2} \times\left(\frac{255}{256}\right)^{(k-h) \cdot\left[\frac{256}{k}\right\rfloor+\gamma_{h-1}-2},\right.} \\
& \left.\left(\frac{1}{256}\right)^{h \cdot\left[\frac{256}{k}\right\rfloor+2} \times\left(\frac{255}{256}\right)^{(k-h) \cdot\left(\left[\frac{256}{k}\right\rfloor-1\right)+\gamma_{h-1}-2}\right]
\end{aligned}
$$

In order to give the total number of the colliding key pairs, we need to sum up the probability for all the possible different hamming distance locations, and multiply the total number of the keys $\left(2^{8 \times k}\right)$. Transitional Pattern requires that $\gamma_{1}-\gamma_{0} \geq 2$ and $\gamma_{h-1}-\gamma_{h-2} \geq 3$ when $h \geq 2$. Then for a given key length $k$ and a hamming distance $h$, the legal number of all the possible different hamming distance combinations is $\binom{\gamma_{h-1}-3}{h-1}$. Then we can derive the number of colliding key pairs given $k$ and $h$, which is given in Theorem 2.

Theorem 2: The number of colliding key pairs with key length $k$ and hamming distance $h \geq 1$ can be computed by the following formula:

$$
\begin{aligned}
& \text { Pairs }_{T}(k, h) \\
& \qquad= \begin{cases}2^{8 k} \times \sum_{\gamma_{h-1}=k-1}^{h+2} P_{T}\left(k, h, \gamma_{h-1}\right) \times\binom{\gamma_{h-1}-3}{h-1}, & h \geq 2 \\
2^{8 k} \times \sum_{\gamma_{h-1}=k-1}^{\gamma_{T}} P_{T}\left(k, h, \gamma_{h-1}\right), & h=1\end{cases}
\end{aligned}
$$

Theorem 2 covers all the general cases of the colliding key pairs in Transitional Pattern. For $h=1$, it is the special case shown in [2], and our evaluation matches the data provided in [2] very well.

### 4.2 Self-Absorbing Pattern 1

Compared with the Transitional Pattern, Self-Absorbing patterns have even more parameters, namely, value differences. In order to exploit the relation in a clear way, we again restrict the input parameters to only $k$ and $h$ as in the Transitional Pattern by giving the upper and lower bound of $t$.

We only need to evaluate the probability of one key appearance, because the other parts just repeat the first key appearance procedure. Different from Transitional Pattern,

Self-Absorbing Patterns require all the key differences to repeat the same time during the KSA, otherwise collision cannot be achieved. For any given key length $k$, indices between $\left[0,256-k \times\left\lfloor\frac{256}{k}\right\rfloor-1\right]$ will repeat $\left\lfloor\frac{256}{k}\right\rfloor+1$ times, and indices between [256-k× $\left.2 \frac{256}{k}\right\rfloor, k-1$ ] will repeat themselves $\left\lfloor\frac{256}{k}\right\rfloor$ times. Thus all the key differences can only exist in either of these two internals at the same time.

First we compute the probability for the first key appearance. Before $i$ touches index $d$, we need $S_{d}[d]+t=$ $S_{d}[d+t]$ with probability $\frac{255}{256} \times\left(\frac{254}{256}\right)^{d-1}+\frac{1}{256}$ (Refer to Lemma 1 in the Appendix A for the proof). When $i$ touches $d$, we require $j_{d}=d$ with probability $\frac{1}{256}$. We need one of the differences ( $\star$ in Figure 2) to appear at indices $\left\{\Gamma \bigcup\left\{\gamma_{h-1}-1\right\}\right\} \backslash\left\{\gamma_{0}, \gamma_{1}, \gamma_{h-1}\right\}$ when $i$ touches them, and $j$ cannot touch the later key difference position when $i$ is between the consecutive two of them. The probability can be calculated in the same way as in the repeating phase in Transitional pattern, namely, $\left(\frac{1}{256}\right)^{h-3}\left(\frac{255}{256}\right)^{\gamma_{h-1}-\gamma_{0}-h+1}$. Also we need the $S$-Box difference $(\uparrow)$ to be at position $\gamma_{h-1}-t-1$ and it cannot be touched when $i$ is between $\gamma_{h-1}-t-1$ and $\gamma_{h-1}-1$. So this will give us probability $\frac{1}{256}\left(\frac{255}{256}\right)^{t-1}$. Finally, when $i$ touches index $\gamma_{h-1}-1$, we need $j_{\gamma_{h-1}-1}=$ $\gamma_{h-1}-1$ with probability $\frac{1}{256}$. By multiplying them together, we can derive the probability of one key appearance $\left(\frac{1}{256}\right)^{h}\left(\frac{255}{256}\right)^{\gamma_{h-1}-\gamma_{0}-h+t}\left(\frac{255}{256}\left(\frac{254}{256}\right)^{\gamma_{0}-1}+\frac{1}{256}\right)$, which can be further approximated as $\left(\frac{1}{256}\right)^{h} \times\left(\frac{255}{256}\right)^{\gamma_{h-1}-h+t} . \gamma_{h-1}$ will disappear in the final evaluation formula since we will sum up the probabilities for all the locations. However, $t$ is still not fixed. Since $\left(\frac{1}{256}\right)^{h}$ is the dominant part, one way to approximate is just to eliminate the $t$ parameter. Here in order to be more accurate, we give the upper and lower bound of $t$. According to the pattern, $t \geq 2$. Given $\gamma_{h-1}, h$, the max $t$ can be denoted as $t \leq \gamma_{h-1}-h+2$.

Theorem 3: Given hamming distance $h \geq 3, \gamma_{h-1}$ and $t$, the probability of two keys with relations in Self-Absorbing pattern 1 to achieve collision for one key appearance, $P_{S 1}\left(h, \gamma_{h-1}, t\right)$, can be approximated as follows:

$$
P_{S 1}\left(h, \gamma_{h-1}, t\right)=\left(\frac{1}{256}\right)^{h} \times\left(\frac{255}{256}\right)^{\gamma_{h-1}-h+t}
$$

where $t \in\left[2, \gamma_{h-1}-h+2\right]$.
Next is to compute the combinations of the hamming distances. The rule here is that due to the value $t$, we have $t-1$ positions that key differences cannot be placed, and $\gamma_{1}-\gamma_{0}=1$. For the first interval [0,256-k× $\left.\left.\frac{256}{k}\right\rfloor-1\right]$, $\gamma_{h-1} \in\left[3,256-k \times\left\lfloor\frac{256}{k}\right\rfloor-1\right]$ (make sure that all the hamming distances are inside the interval), we have $\binom{\gamma_{h-1}-t}{h-2}$ different ways to place the $h-2$ key differences (exclude $\gamma_{h-1}$ and $\gamma_{0}$ and $\gamma_{1}$ can be treated as one). For the latter interval, $\gamma_{h-1} \in$ $\left[256-k \times\left\lfloor\frac{256}{k}\right\rfloor+3, k-1\right]$, and we have $\binom{\gamma_{h-1}-t-\left(256-k \times\left\lfloor\frac{256}{k}\right\rfloor\right.}{h-2}$ different ways. Now we are ready to have the following theorem.

Theorem 4: For Self-Absorbing pattern 1, the number of colliding key pairs with key length $k$ and hamming distance
$h \geq 3$ can be computed by the following formula:
$\operatorname{Pairs}_{S 1}(k, h)=$
$2^{8 k} \times\left(\sum_{\gamma_{h-1}=h-1}^{\left.256-k \times \frac{256}{k}\right\rfloor-1}\left(P_{S 1}\left(h, \gamma_{h-1}, t\right)\right)^{\left\lfloor\frac{256}{k}\right\rfloor+1} \times\binom{\gamma_{h-1}-t}{h-2}+\right.$
$\left.\sum_{\gamma_{h-1}=256-k \times\left\lfloor\frac{256}{k}\right\rfloor+h-1}^{k-1}\left(P_{S 1}\left(h, \gamma_{h-1}, t\right)\right)^{\left\lfloor\frac{256}{k}\right\rfloor} \times\left(\begin{array}{c}\gamma_{h-1}-t-\left(256-k \times\left\lfloor\frac{256}{k}\right\rfloor\right\rfloor\end{array}\right)\right)$
for $t \in\left[2, \gamma_{h-1}-h+2\right]$.

### 4.3 Self-Absorbing Pattern 2

The way we evaluate Self-Absorbing Pattern 2 is very similar to Self-Absorbing pattern 1 due to the similarity between the two patterns. We point out the differences here. First, we don't need the S-Box difference ( $\downarrow$ ) to be at position $\gamma_{h-1}-t-1$ any more, since the key difference at index $\gamma_{h-2}$ will adjust to absorb the $S$-Box differences. This will cut the probability $\frac{1}{256}\left(\frac{255}{256}\right)^{t-1}$. Also, the pattern requires one of the $S$-Box difference at index $\gamma_{0}$ remain unchanged until it is swapped to index $\gamma_{h-2}$ at this step. This makes us to add probability $\left(\frac{255}{256}\right)^{\gamma_{h-1}-\gamma_{0}-2}$. To sum up, $P_{S 2}\left(h, \gamma_{h-1}, \gamma_{0}\right)$ can be approximated as

$$
P_{S 2}\left(h, \gamma_{h-1}, \gamma_{0}\right)=\left(\frac{1}{256}\right)^{h-2} \times\left(\frac{255}{256}\right)^{2 \gamma_{h-1}-\gamma_{0}-h-3}
$$

Notice that compared with the Self-Absorbing pattern 1, the dominant part of the probability increases to $\left(\frac{1}{256}\right)^{h-2}$, while we only save one $\frac{1}{256}$ due to the unnecessary $S$-Box swap. This is because Self-Absorbing pattern 2 can be seen as a Self-Absorbing pattern 1 with one extra key differential added to the index $\gamma_{h-1}-1$, and this new added key differential does not contribute to the probability cost. The number of colliding key pairs is shown in Theorem 5.
Theorem 5: For Self-Absorbing pattern 2, the number of colliding key pairs with key length $k$ and hamming distance $h \geq 5$ can be computed by the following formula:

$$
\begin{aligned}
& \text { Pairs } s_{S 2}(k, h)= \\
& 2^{8 k} \times\left(\sum_{\gamma_{h-1}=h-1}^{256-k \times\left\lfloor\frac{256}{k}\right\rfloor-1}\left(P_{S 2}\left(h, \gamma_{h-1}, \gamma_{0}\right)\right)^{\left\lfloor\frac{256}{k}\right\rfloor+1} \times\binom{\gamma_{h-1}-\gamma_{0}-1}{h-2}+\right. \\
& \sum_{\gamma_{h-1}=256-k \times\left\lfloor\frac{256}{k}\right\rfloor+h-1}^{k-1}\left(P_{S 2}\left(h, \gamma_{h-1}, \gamma_{0}\right)\right)^{\left\lfloor\frac{256}{k}\right\rfloor} \\
& \times\left(\gamma_{h-1}-\gamma_{0}-1-\left(256-k \times\left\lfloor\frac{256\rfloor}{k}\right\rfloor\right)\right) \\
& \text { for } \gamma_{0} \in\left[0, \gamma_{h-1}-h+1\right] \text {. }
\end{aligned}
$$

One thing to notice is that from the theoretical evaluation, we can observe that the collision probability (complexity) of Self-Absorbing pattern 1 with hamming distance $h$ is almost equal to the one of Self-Absorbing pattern 2 with hamming distance $h+2$ given the same $k$.

We can conclude that the probabilities of both Transitional pattern and Self-Absorbing patterns are mainly affected by hamming distance $h$ and length of the secret key $k$. The probability decreases as the hamming distance $h$ becomes larger or the key length $k$ becomes shorter ( $n$ becomes larger). Note that to achieve a collision in Transitional pattern, Self-Absorbing pattern 1 and 2, the corresponding hamming distances are required to be $h \geq 1$,


Fig. 4 Colliding key pairs for transitional pattern.


Fig. 5 Colliding key pairs for self-absorbing pattern 1.
$h \geq 3$ and $h \geq 5$, respectively. This can be easily seen from Fig. 1 and Fig. 2 for Transitional pattern and SelfAbsorbing pattern 1. For Self-Absorbing pattern 2, it seems that $h$ could start from 4 . In this case, according to the pattern, we have $j_{1, \gamma_{h-2}}=j_{1, \gamma_{h-2}-1}+\gamma_{h-2}+K_{1}\left[\gamma_{h-2}\right], j_{2, \gamma_{h-2}}=$ $j_{1, \gamma_{h-2}-1}+\gamma_{0}+K_{2}\left[\gamma_{h-2}\right]$ and $j_{1, \gamma_{h-2}-1}=j_{2, \gamma_{h-2}-1}$. And also $j_{1, \gamma_{h-2}}=\gamma_{h-2}, j_{2, \gamma_{h-2}}=\gamma_{0}$. As a result, $K_{1}\left[\gamma_{h-2}\right]=K_{2}\left[\gamma_{h-2}\right]$, namely the key differential at index $\gamma_{h-1}-1$ disappears and it becomes the Self-Absorbing pattern 1 with $h=3$. That's why for Self-Absorbing pattern 2, we require $h \geq 5$.

Figures 4, 5 and 6 give the number of colliding key pairs for different key lengths and hamming distances according to the previous theorems. The data shown in the figures are the averages of the upper and lower bound of the estimation.

### 4.4 Experimental Evaluation

To confirm that our previous theoretical analysis is correct, we give the experimental evaluation here. Our goal is to evaluate the average collision probability for each of the three patterns given some $k$ and $h$. For short key size with large $h$ value, the collision probability is so small that it is impossible to carry out the experiment. For example, for Transitional pattern with $h$ as small as 2, even the key is repeated only twice during KSA such as $k=128$, the estimated probability is about $2^{-48}$ which is too small to evalu-


Fig. 6 Colliding key pairs for self-absorbing pattern 2.
ate the average probability (we can hardly collect sufficient data). Thus we target full length key with $k=256$, and select $h$ such that the estimated probability is around $2^{-32}$ which falls into the practical implementation scope. The theoretical collision probability can be easily computed by taking the average value of $P_{T}\left(k, h, \gamma_{h-1}\right), P_{S 1}\left(h, \gamma_{h-1}, t\right)$ and $P_{S 2}\left(h, \gamma_{h-1}, \gamma_{0}\right)$ for each of the three patterns. And once we confirm the correctness of these three collision probabilities, the number of colliding key pairs $\operatorname{Pairs}_{T}(k, h), \operatorname{Pairs}_{S_{1}}(k, h)$ and $\operatorname{Pairs}_{S_{2}}(k, h)$ can be trivially confirmed since they are derived directly from the collision probabilities. The corresponding theoretical probabilities are shown as follows.

Transitional Pattern ( $k=256, h=2$ ). During the KSA, all the hamming distance will appear once, and the probability is equivalent to the upper bound of the $P_{T}\left(k, h, \gamma_{h-1}\right)$. Thus the theoretical collision probability can be computed by taking the average value of $P_{T}\left(k, h, \gamma_{h-1}\right)$ for each $\gamma_{h-1} \in$ [4,255], which can be denoted as $\operatorname{Ave}\left(P_{T}\left(k, h, \gamma_{h-1}\right)\right)$ as follows:

$$
\begin{aligned}
\operatorname{Ave}\left(P_{T}\left(k, h, \gamma_{h-1}\right)\right) & \approx \frac{\sum_{\gamma_{h-1}=4}^{255}\left(\frac{1}{256}\right)^{4} \times\left(\frac{255}{256}\right)^{\gamma_{h-1}-2}}{252} \\
& =2^{-32.6619}
\end{aligned}
$$

Self-Absorbing Pattern $1(k=256, h=4)$. For $k=256$, all the key differentials locate within the same interval, thus the theoretical probability can be computed by taking the average value of $P_{S 1}\left(h, \gamma_{h-1}, t\right)$ for each $\left(t, \gamma_{h-1}\right) \in\left[2, \gamma_{h-1}-\right.$ $2] \times[3,255]$, which can be denoted as $\operatorname{Ave}\left(P_{S 1}\left(h, \gamma_{h-1}, t\right)\right)$ as follows:

$$
\begin{aligned}
\operatorname{Ave}\left(P_{S 1}\left(h, \gamma_{h-1}, t\right)\right) & \approx \frac{\sum_{\gamma_{h-1}=3}^{255} \sum_{t=2}^{\gamma_{h-1}-2}\left(\frac{1}{256}\right)^{4} \times\left(\frac{255}{256}\right)^{\gamma_{h-1}-4+t}}{31878} \\
& =2^{-33.3234}
\end{aligned}
$$

Self-Absorbing Pattern $2(k=256, h=6)$. Same as SelfAbsorbing pattern 1, all the key differentials locate within the same interval, thus the theoretical probability can be computed by taking the average value of $P_{S 2}\left(h, \gamma_{h-1}, \gamma_{0}\right)$ for each $\left(\gamma_{0}, \gamma_{h-1}\right) \in\left[0, \gamma_{h-1}\right] \times[5,255]$, which can be denoted as $\operatorname{Ave}\left(P_{S 2}\left(h, \gamma_{h-1}, \gamma_{0}\right)\right)$ as follows:


Fig. 7 Experimental result for transitional pattern.


Fig. 8 Experimental result for self-absorbing pattern 1.

Table 4 Collision probability comparison.

| Pattern | $k$ | $h$ | Theoretical Probability | Average Experimental <br> Probability |
| :---: | :---: | :---: | :---: | :---: |
| Tran | 256 | 2 | $2^{-32.6619}$ | $2^{-32.6253}$ |
| Self1 | 256 | 4 | $2^{-33.3234}$ | $2^{-32.9144}$ |
| Self2 | 256 | 6 | $2^{-33.3017}$ | $2^{-33.3571}$ |

$$
\begin{aligned}
\operatorname{Ave}\left(P_{S 2}\left(h, \gamma_{h-1}, \gamma_{0}\right)\right) & \approx \frac{\sum_{\gamma_{h-1}=5}^{255} \sum_{\gamma_{0}=0}^{\gamma_{h-1}-5}\left(\frac{1}{256}\right)^{4} \times\left(\frac{255}{256}\right)^{2 \gamma_{h-1}-\gamma_{0}-9}}{31626} \\
& =2^{-33.3017}
\end{aligned}
$$

For the experiment, we fix the $k$ and $h$ according to the ones we choose previously. Then we randomly generate related key pairs and hamming locations $\Gamma$ according to the three patterns until a collision is found. The experimental collision probability is one over the number of generated related key pairs. 100 experimental results are collected for each of the three patterns on parallel computer SGI Altix4700 with 20 cores used (Dual Core Intel Itanium Series 90001.67 GHz ), which takes around one week time. The simulation results are shown in Figs. 7, 8 and 9, and the comparison between the theoretical and experimental probability is summarized in Table 4, which confirms the correctness of our evaluation.


Fig. 9 Experimental result for self-absorbing pattern 2.

## 5. Vulnerability Inducing by RC4 Key Collision

In this section, we demonstrate how the key collision can influence the security of a hash function using RC4 proposed in INDOCRYPT 2006. The "RC4-Hash" followed the "wide pipe" hash function design principle proposed by Lucks [13] and was claimed to be as efficient as some widely-used hash functions, such as SHA-family and MDfamily, while also ruling out all possible generic attacks against those famous hash functions. First hash collision was found in [16] by exploiting the idea of Finney States [15]. We first briefly describe the RC4-Hash algorithm, and then we give the collision analysis based on RC4 key collision. For a more detailed description of the hash function, please refer to [14].

### 5.1 RC4-Hash

$\{0,1\}^{<^{264}}$ denotes the set of all messages whose length is at most $2^{64}-1$. $l$ is the output length of the RC4 hash function, $16 \leq l \leq 64$. RC4-Hash function can be described as $\{0,1\}^{<^{22^{4}}} \rightarrow\{0,1\}^{8 l}$.
Padding Rule: $\operatorname{pad}(M)=\operatorname{bin}_{8}(l)\|M\| 1 \| 0^{k}| | \operatorname{bin}_{64}(|M|)=$ $M_{1}\|\cdots\| M_{t}$, where $M_{t}$ is the last 512-bit block. $\operatorname{bin}_{64}(|M|)$ is the 64-bit binary representation of the number of bits of $M$. $k$ is the least non-negative integer such that $8+|M|+1+k+$ $64 \equiv 0 \bmod (512)$ and $\left|M_{i}\right|=512$.
Iteration Phase: Let $\left(S_{0}, j_{0}\right)=\left(S^{I V}, 0\right)$ be an initial value. The compression function $C$ is invoked iteratively as follows:

$$
\left(S_{0}, j_{0}\right) \xrightarrow{M_{1}}\left(S_{1}, j_{1}\right) \xrightarrow{M_{2}} \cdots\left(S_{t-1}, j_{t-1}\right) \xrightarrow{M_{t}}\left(S_{t}, j_{t}\right)
$$

where $(S, j) \xrightarrow{X}\left(S^{*}, j^{*}\right)$ denotes $C((S, j), X)=\left(S^{*}, j^{*}\right)$.
Post-Processing: Let $\left(S_{t}, j_{t}\right)$ be the internal state after the classical iteration. Compute $S_{t+1}=S_{0} \circ S_{t}$ and $j_{t+1}=j_{t}$. Then compute $H B G_{l}\left(O W T\left(S_{t+1}, j_{t+1}\right)\right)$.

| $\begin{aligned} & \hline C((S, j), X) \\ & \hline \text { for } i=0 \text { to } 255 \\ & \quad j \leftarrow j+S[i]+X[r(i)] \\ & \operatorname{Swap}(S[\mathrm{i}], S[\mathrm{j}]) ; \\ & \operatorname{Return}(S, \mathrm{j}) \end{aligned}$ |
| :---: |
|  |  |
|  |
| ```Temp1 \(=S\) for \(i=0\) to 511 \(j \leftarrow j+S[i]\) \(\operatorname{Swap}(S[i], S[j])\) Temp2 \(=S\) \(S=\) Temp \(1 \circ\) Temp \(2 \circ\) Temp 1 Return ( \(S, j\) )``` |
| $H B G_{l}((S, j))$ |
| $\begin{array}{cl} \hline \text { for } i=1 \text { to } l \\ j \leftarrow j+S[i] \\ \text { Swap }(S[i], S[j]) \\ \text { Out }=S[S[i]+S[j]] \end{array}$ |

- denotes the composition of the permutations. Function $r:[256] \rightarrow$ [64] reorders the 64-byte message block. There are four $r$ mapping functions $\left(r_{0}, r_{1}, r_{2}, r_{3}\right)$ corresponding to the four iteration processes for each message block. In other words, each message block is reordered three times ( $r_{0}$ is the identity permutation) during one iteration process. Refer to appendices for $S^{I V}$ and $r_{i}$.


### 5.2 Collisions for RC4-Hash Function

Let's look at the iteration phase carefully. After message is padded, it is cut into 64-byte blocks, and each block is processed by the compression function $C$ four times. The compression function $C$ is actually the KSA in RC4, and the input message block can be seen as a 64-byte secret key, except for two differences. First, the message block is reordered by using $r_{i}$ functions three times (instead of using the same 64-byte key which appears 4 times during KSA) and second, instead of the identity permutation used at the beginning of KSA, a shuffled $S$-Box $S^{I V}$ is used as the initial $S$-Box. The similarities between the compression function and the KSA give us the intuition that we can make use of the RC4 key collision to find collisions for RC4-Hash. Now let's take a look at how these two differences can affect the collision search. In both Transitional pattern and Self-Absorbing pattern, when $i$ touches the first different position, we need $S_{d}[d]+t=S_{d}[d+t]$. This is very easy to achieve when the initial $S$-Box is an identity permutation ( $j$ does not touch index $d$ or index $d+t$ before $i$ touches index $d$ ). But still we can make this happen with $S^{I V}$ (Several candidates are available by checking $S^{I V}$ carefully, and we use one of them in the following example). For the transitional pattern, the reordering of the message will not have much effect on finding collisions, because even though the different positions between


Fig. 10 RC4-Hash collision using transitional pattern.
the two messages change three times, we do not have to pay extra probabilities because there are no restrictions among these different message positions. Thus it works just the same as finding key collisions in the Transitional pattern. However, there are strict relations between the different positions in Self-Absorbing pattern (Self-Absorbing pattern 1: $K_{2}[d]=K_{1}[d]+t, K_{2}[d+1]=K_{1}[d+1]-t$ and $K_{2}[i]=K_{1}[i]+t$ for $\left.i \in \Gamma \backslash\left\{\gamma_{1}, \gamma_{2}\right\}\right)$, and the reordering of the message breaks those relations at the later rounds in the compression function, thus making it difficult to find a collision by using this pattern.

Here we give a concrete collision example by making use of the Transitional pattern. Since the initial $S$-Box $S^{I V}$ is not an identity permutation, we need to first make two consecutive indices have the value difference one. There are several candidates we can use, by examining the $S^{I V}$ carefully, we choose to let $S^{I V}[24]=53$ appear in index 27 when $i$ touches it, and $S^{I V}[28]=54$ should not be touched by $j$ before. Then we have two values, 53 and 54 , next to each other at indices 27 and 28 when $i$ touches index 27 . The four iterations of the 64-byte message block during the compression function $C$ can be seen as a KSA procedure with a 64-byte key. Since the message will be reordered three times, we need to check the mapping function $r_{i}$ to identify the different positions. According to the Transitional pattern, in order to achieve a collision, two messages should differ from each other at index 27, and the value difference should be one. According to the $r_{1}, r_{2}$ and $r_{3}$ in the Appendix C, the differences between two messages will appear at indices 125 , 179 and 213. After $i$ touches 213, the two internal states become the same. Figure 10 describes the above collision by using Transitional pattern during one compression function $C$ (63-byte message plus one padded byte).

Several message modifications will help to reduce the collision complexity, which are described as follows, assuming $M_{2}[27]=M_{1}[27]+1$, and $M_{2}[i]=M_{1}[i]$ for $i \neq 27$. In the first round, by modifying message $M_{1}[24]=27-j_{23}-$ $S_{23}[24], M_{1}[27]=230-j_{26}$ and $M[28]=44$, all the first round conditions can be satisfied. We also assume that after two $S$-Box differences are introduced by the message difference at index 27, one of the $S$-Box difference at index 27 is not touched by $j$ until $i=211$. This means $j_{211}=27$, and pattern requires $j_{212}=212=j_{211}+54+M_{1}$ [44], thus we can also set $M_{1}[44]=131$ in the first round, which will guarantee in the last round that $j_{212}=212$ is satisfied with probability 1 as long as $j_{211}=27$ is passed. The rest of the conditions $j_{125}=179, j_{179}=212$ and $j_{211}=27$ are determined in the probabilistic way $\left(2^{8}\right)$. This gives us an approximate complexity at around $2^{24}$. Both our result and [16] (with complexity $2^{9}$ ) can give a practical time collision.

Here suppose we have an piece of input message, which after padding, will result in more than one message block. Collision is achieved for the first message block, and we give the first two input message blocks after padding, and the output intermediate states $S_{1}, j_{1}$. We use $l=16$ and the collision is found on an Intel Core Duo CPU notebook PC within less than one minute.

Message1(Message2): 10 3C 6F 3A 6755 2A 60811073 F0 5E D1 04 F4 C7 77572288 6B F4 3E 7D 28 9F 0C(0D) 2C E3 12 F2 83 CF 5E CB A4 55 F2 A4 94 3B A2 FB 83 F8 83 E4 91 BD 6E 2B 7A A5 4448 CF 43 A3 682422 0E 7C
$\mathbf{S}_{\mathbf{1}}$ : F3 E1 CB 22 3C 1A F7 A2 A6 07 7C A7 BD 4D 0C 02 5D 86043830 D2 5303 FB 21 D1 24 A8 DF 8368 F9 8F 43 D3 B3 C4 B6 D9 F0 3978 0B DD 2623 AE CC E8 4E 3E 8A E7 18 E5 FF 7B A9 4C A4 884192 D5 1482 E0 8C 9861 C5 65 AB 0646 6F EA 4F E9 BB A0 ED 0097 49 D8 F2 63 E6 D7 894548 2D B8 C9 01 3F 59 0A C1 C7 E3 EC 6296 9F AC 52 C3 1672 FD 7E B4 8E 25 5E 2767 A3 B7 CA 0937339957 DC 2E 4269 B 2 CF EF F5 70 A5 1F BA 9458 B9 56 B5 5F 2C 11 EB 3A 2B 9E C0 32 28 7D FE 5C F4 0834 5B F1 64 0F D6 4A 2A 40 C6 BC 71 2F 5010 B0 91 A1 DE D4 FA 901284 5A 3B AD 7A 73 AF 05 9D 87 8B 79 BF C8 D0 FC C2 51 E4 1C 6674 7F 4431550 E 35366 A 9B 7795 6B 8554 DA 81761347 75 8D 15 B1 CD 19 CE DB 20 4B 1E 9317 1D 80 1B 9C 60 F8 AA 6D 0D EE 3D F6 9A E2 6C BE 29 6E $\mathbf{j}_{1}: 8 \mathrm{E}$

### 5.3 Design Principle Discussion

From the above analysis, we can see that the design of the compression function even by modifying the KSA using $S^{I V}$ and mapping function $r_{i}$ cannot eliminate the KSA collision property. Here we propose one method to mitigate the attack that caused by the RC4 key collision property. The repair only requires us to reduce the length of the message block from 512-bit to 128-bit, than the collision can be completed eliminated. This is because after reducing to 128 -bit (16-byte), each message block will be scrambled 16 times, and this has been proved by Theorem 2 that no collision is possible any more under this setting. In other words, we provide, to some degree, a provable-collision-resistance repair to the problem. However, we must point out that the efficiency suffers from this modification and thus leaves space for designing efficient and secure RC4-based compression function as future work.

## 6. Conclusion

In this paper, we have shown that RC 4 has a vulnerability that generates many colliding key pairs with various hamming distances. We analyze the behavior of these colliding key pairs and formalized them into two patterns, which include the newly discovered colliding key pairs we found, and also the ones found in previous research. We further
estimate the numbers for all the RC 4 colliding key pairs, and clarify the relations among the number of colliding key pairs, key length and hamming distances. Finally, we show how the RC4 key collision patterns can be used to find hash collisions for RC4-Hash which was proposed at INDOCRYPT 2006.
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## Appendix A: Probability Proof

Lemma 1: Event A: $S_{d+p k}[d+p k]+t=S_{d+p k}[d+p k+t]$ for $p=0,1, \cdots, n-1$
The probability of Event A is

$$
P\left(A_{d, k, p}\right)=\frac{255}{256} \times\left(\frac{254}{256}\right)^{d+p k-1}+\frac{1}{256} \text { for } p=0, \cdots, n-1
$$

Proof 1: There are two cases that could lead to $S_{d+p k}[d+$ $p k]+t=S_{d+p k}[d+p k+t]$.
Case 1(Event B): $S_{d+p k}[d+p k]$ and $S_{d+p k}[d+p k+t]$ have not been swapped before. The probability for this case(Event B) is $\left(\frac{254}{256}\right)^{d+p k-1}$.
Case 2(Event C): $S_{d+p k}[d+p k]$ and $S_{d+p k}[d+p k+t]$ have been touched before $i$ touches $d+p k$. The probability of Event C is the complement of Event B , namely, $1-\left(\frac{254}{256}\right)^{d+p k-1}$.
According to the law of total probability, we have
$P(A)=P(A \mid B) P(B)+P(A \mid C) P(C)$

$$
\begin{aligned}
& =1 \times\left(\frac{254}{256}\right)^{d+p k-1}+\frac{1}{256} \times\left(1-\left(\frac{254}{256}\right)^{d+p k-1}\right) \\
& =\frac{255}{256} \times\left(\frac{254}{256}\right)^{d+p k-1}+\frac{1}{256}
\end{aligned}
$$

## Appendix B: RC4 Colliding Key Pairs

Transitional Pattern, $\mathrm{h}=3, \mathrm{k}=128 . K_{1}\left(K_{2}\right)$
47 B9(BA) 01 3F C0(C1) CE A1 84 72(73) 0C 4513 A0 7D 2C 4E 1A 77 3B 12 C8 DD 82 D7 9D D0 CD D2 A5 60 63 2C 441192 A1 E3 BC 7B DA AC 9A 6463 5C CD EB 4E B3 080501 8E 73 1F F5 97 AA 8C 8C 68 C6 80 BD 91 A3 2A B2 71 DF 8715 F3 EC 5A 8D 46 4E 6008 C8 08 A1 7B 7039 BE E0 B3 C4 29571869 E7 2954 0C 8B 6B 52 E4 82179426 C4 03 EE A4 02 E9 1629 B6 82 C9 5F D3 8C 0B F8 BD 06 6D 1B 5C 01

Self-Absorbing Pattern 1, $\mathrm{h}=4, \mathrm{k}=128 . K_{1}\left(K_{2}\right)$
29 D7(D9) 3C(3A) C5(C7) 4E A3 5E 9F FD(FF) 4C 54 E4 AE 9F D6 56349218 EB 8262 5B 7517 2C 9B 3788 2E B6 4C 37 C8 1419 AB 3B B8 F0 06 B2 AD 1D 21 7E 31 97 C8 B9 DA DB 3C BC 0E 3133 D7 7B 3A 1A DE 1A 60 B1 0E 0D AF 09 5A 6A B3 39 B7 67 B7 373328 A3 C1 5D BB 97 D1 91 2A 0A 46 A6 B3 88 A6 CE 991564 F1 E2 78 A5 4A 9F 7D 12 0E 4D 97 4F 81 C9 1317 6D 4B 0E 1D 607657 4B E1 1F 1C F8 7E A1 94

Self-Absorbing Pattern 2, $\mathrm{h}=5, \mathrm{k}=128 . K_{1}\left(K_{2}\right)$
DE 22(24) 62(60) 9D(9F) AE 4B(49) E7(EB) 09 DD 9A 87 D7 AF A6 1B 3A 5B E2 FC E1 07 A4 7C C6 4184 DE 84 CD B8 C4 155629 7C 7973 8A 6C 02 1A 8937 E0 2E 5C 6D 3F 0F 9C 6890650329 E0 62 0F B9 C6 98 E2 94 6F 02882345 9F D3 FA 2F 8228 C8 1361 CD FA E2 22 F3 2D 7856 AF 34 9D 91 D6 8A 6B B6 32 F7 1479149028 AC EC 96 4D C4 C8 9E C6 2C CE 49 5A A9 40980152 A3 C0 EB F6 1879 B9 EA 9E 30 C8

## Appendix C: RC4-Hash ( $r_{i}$ Functions and $S^{I V}$ )

r1: 0037 2E 25 1C 13 0A 0138 2F 26 1D 14 0B 023930 27 1E 150 C 03 3A 3128 1F 16 0D 04 3B 32292017 0E 05 3C 33 2A 21180 F 06 3D 34 2B 22191007 3E 35 2C

## 23 1A 1108 3F 36 2D 24 1B 1209

r2: 003932 2B 24 1D 160 OF 0801 3A 33 2C 25 1E 1710 0902 3B 34 2D 26 1F 1811 0A 03 3C 35 2E 27201912 0B 04 3D 36 2F 2821 1A 130 C 05 3E 37302922 1B 14 0D 063 F 3831 2A 23 1C 150 E 07
r3: 00 2F 1E 0D 3C 2B 1A 09382716053423120130 1F 0E 3D 2C 1B 0A 39281706352413023120 0F 3E 2D 1C 0B 3A 29180736251403322110 3F 2E 1D 0C 3B 2A 190837261504332211
$S^{I V}$ :
91398521413153 3D 71 AB 3F 9B 4A 3284 F8 EC DA C0 D9 1724 4F $48 \underline{35}$ D2 26 3B 36 D0 B9 0C E9 BD 9F A9 F0 9C B8 C8 D1 AD 14 FC 60D3 8F 65 2C DF 7601 E8 23 EF 0972 6D A1 B7 5842 DB 4E 9D AE BB C1 C7 63347859 A6 12 4C F1 0D E1 069297 CF B1 67 2D 94 20 1D EA 071013 5B 6C BA 74 3E CB 9E B4 954369 F7 0380 D7 79 7F B3 AF FB 68 F6 62 8C 0B 86 DD 1845 BE 9A FD A8 44 E6 3A 99 BC E0 6481 7C A2 0F 75 E7 96 ED 401698 A5 EB E3 8B C9 54 D5 4D 50 C5 FA 7E CA 2700 5E 2A F3 E4 5752 1B 8D 3C A0 2E 7D 70 B5 F2 A7 5C C6 AC AA 3773 1E 6B 1138 1F 87 E5 28 6F 25 DE B6 19 2B 77 F4 BF 7A 66 15 5D 6183 A4 0A 82 2F B0 EE D4 9029 0E F9 DC 22884730 8E 49 7B CC CE 04 D8 C4 D6 89 FF C3 1A 0833 B2 02 8A FE 5A C2 51 F5 6A 5F 4B 56 A3 CD 46 E2 1C 935505 6E

## Appendix D: Fast Searching Technique for SelfAbsorbing Pattern

The special property of Self-Absorbing pattern allows us to make an efficient colliding key search under this pattern. In order to explain in a simply way, let's assume we want to search for a colliding key pair with parameters $d, t$ and $h=3$ (it can be applied to general case). In the first round, we have to meet $j_{d}=d, j_{d+t}=d+t$ which gives us the equation $t=\sum_{i=d+1}^{d+t} K_{1}[i]+\sum_{i=d+1}^{d+t} S_{i}[i]$. And also we have to satisfy $S_{d}[d+t]-S_{d}[d]=t$. Due to the property of Self-Absorbing pattern, this works exactly the same way for the rest of the rounds. In other words, $\sum_{i=d+1}^{d+t} S_{i}[i]=\cdots=\sum_{i=d+1+n k}^{d+t+n k} S_{i}[i]=t-\sum_{i=d+1}^{d+t} K_{1}[i]$, and $S_{d}[d+t]-S_{d}[d]=\cdots=S_{d+n k}[d+t+n k]-S_{d+n k}[d+n k]=t$. Then we can satisfy these conditions in the first round by swapping the right values to the corresponding locations, and hope they will not be touched by $j$ before $i$ touches them. By using this technique, a 39-byte colliding key pair with $h=3, d=22, t=2$ is found within 5 seconds on an Intel Core Duo CPU notebook PC.
$\mathbf{K}_{\mathbf{1}}\left(\mathbf{K}_{\mathbf{2}}\right)$ : C2 30 B3 5407 D8 A5 D4 DF 25 C7 5B 1B 5927 2F C9 7577 B8 C5 5E 4F(51) C2(C0) 11 0C(0E) 0D C0 0B 0809 BC 0704 D2 EB E1 C8 D1
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