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Chapter 1

Introduction

In real environments, significant features of speech are drastically smeared due to noise
and reverberation. The quality of sound and intelligibility of speech are significantly
reduced. Thus the effects of noise and reverberation must be removed for various speech
signal processing, such as speech emphasis for transmission systems, hearing aid systems
and the preprocesing for automatic speech recognition (ASR) systems.
There have already been some famous methods that can remove the effects of noise or

reverberation in the real environment. There are, for example, the spectral subtraction
method[1], the Kalman filtering method[2], the MMSE-STSA method[3], minimum-phase
inverse filtering method[4] and the MINT method[5]. The first three methods can reduce
the noise well in only noisy environments, while the last two methods can effectively
reduce the effect of reverberation in only reverberant environments. All methods, however,
cannot work well in both noisy and reverberant environment simultaneously because of
different forms in noisy and/or reverberant environments.
Recently, Kinoshita et al proposed a method to restore the speech recorded in the noisy

reverberant environment and this method can be divided into two processes: reducing the
noise with spectral subtraction method for the noisy reverberant speech and use linear
prediction method for dereverberation. Although this is a simple model for reducing the
noise and reverberation, it is believed that the combination of different systems cannot
deal with noise and reverberation simultaneously.
A novel concept of MTF had been proposed by Houtgast and Steeneken[6], to ac-

count for reducing speech intelligibility due to noise and reverberation in the room. A
scheme of dereverberation and denoising based on the MTF-concept has been studied
deeply by Unoki et al.[7] and the method based on MTF concept consists of two parts:
power envelope subtraction and power envelope dereverberation. Although the MTF-
based dereverberation[8] was reasonably designed, the MTF-based noise subtraction[9] is
quite immature. The previous proposed noise subtraction method based on MTF concept
equals to the method of subtracting the average value of noise temporal power envelope,
but the fluctuationss of the noise power envelope still remain. These fluctuations therefore
will be emphasized during dereverberation (inversed MTF).
The goal of our research is to propose a method to remove the fluctuations of the noise

in the power envelope subtraction process and evaluate this method in noisy reverberant
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environment.

1.1 Motivation

The Kalman filter method was proposed by Basu and Paliwal for the enhancement of
speech. This method uses the linear predictive coefficients obtained from the clean speech
signal and the other speech parameters obtained from the nonspeech sections. The ad-
vantages of Kalman filter are listed as follows:

• Kalman filter uses two moments of the noise. The first moment of noise is the mean
value of the noise, the second moment of noise is the variance of the noise.

• Kalman filter can be used for stationary and non-stationary signals.

• Kalman filter can be used in time-variant and time-invariant systems.

• Kalman filter only exploit the current observed value and the most recent estimation
value to estimate the current value.

• Kalman filter can overcome the musical tone problem and obtain the good speech
quality of reducing the processing distortion of speech signal.

• Kalman filter not only takes advantage of the characteristics of the signal and noise,
but also uses the production model of speech, ie, autoregressive model which is an
effective model for human speech production system.

We can get a minimum mean-squared error (MMSE) estimation for the clean signal if the
noise is Gaussian white noise and we can also get the linear minimum mean-square error
estimation when the noise is non-Gaussian white noise. The Kalman filter can reduce the
both the Gaussian white noise and non-Gaussian white noise. Based on these advantages
of Kalman filter, we can consider to use Kalman filter to remove the fluctuations of the
noise for stationary noise and non-stationary noise.

1.2 Thesis goal and outline

Our purpose is to remove the remaining fluctuations of the noise power envelope by
Kalman filter method, after removing these noise fluctuations, MTF-based speech en-
hancement method can be improved greatly to restore the observed speech in both noisy
and reverberant environment.
The rest of the thesis is organised as follows:

• Chapter 2 introduces some classical methods for noise reduction and dereverbera-
tion. Since these method cannot deal with noise and reverberation simultaneously,
we bring forward the concept of MTF which can solve this problem.
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• Chapter 3 presents the previous MTF based method for speech enhancement which
can be divided into two parts: Noise reduction process and dereverberaiton process.
The remaining problem of the noise reduction process is that this method can only
reduce the mean value of the noise.

• Chapter 4 proposes a method based on MTF concept by incorporating the Kalman
filter to improve the noise reduction process of the previous method. In this chap-
ter, we also discuss about the Linear Prediction Method which is used to get the
parameters for the state equation of the Kalman filter and the derivations of the
other parameters in the observation equation.

• Chapter 5 describes the noisy conditions and the noisy reverberant condition for
the experiments. I also talks about the two kinds of evaluation methods: Correlation
and SER. The analysis of the results is also presented.

• Finally, Chapter 6 summarize the contribution and achievements the thesis.
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Chapter 2

Background

2.1 Classical noise reduction method

2.1.1 Spectral subtraction method

The method of acoustic noise suppression using spectral method was proposed by Boll.
This noise suppression method is used for reducing the spectral effects of the additive noise
of the speech. As we know, most of the digital speech processors in real environments
require the subtraction of the noise from the digital waveform, the advantage of the
spectral subtraction method is that it computes more efficiently and is independent on
processor for effective speech analysis. This method suppress the stationary noise from
speech by subtracting the spectral noise bias calculated from the nonspeech frames, then
it subtract the residual noise left after the previous subtraction.
This approach is used to estimate the magnitude frequency spectrum of the clean speech

by subtracting the noise magnitude spectrum from the noisy speech spectrum. This
estimator needs the estimation of the current noise spectrum. It utilize the approximated
average value of the noise magnitude estimated during the nonspeech section rather than
the microphone source[18, 19].
This method can be used as a processor for speech recognition systems, speaker au-

thentication systems and voice communication systems.

2.1.2 Kalman filtering method

The Kalman filtering method was first proposed to be applied to speech enhancement
by Paliwal and Basu, this method uses the speech parameters and linear predictive co-
efficients which are obtained from clean speech and the noise characteristics obtained
form the nonspeech sections. All these methods have to detect the nonspeech sections
for the estimation of noise variance. The Kalman filter can provide the minimum mean-
squared error estimation for the clean signal when the noise is Gaussian white noise and
it can also provide the linear minimum mean-squared error estimation when the noise is
non-Gaussian white noise.
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Since the Klaman filter exploits the model of speech production, it has a better per-
formance compared to the Wiener filter. The Kalman filtering method can improve both
speech quality and speech intelligibility however the Wiener filtering method can only
improve the speech quality.

2.2 Classical dereverberation method

2.2.1 Harmonicity-based blind dereverberation method

The Harmonicity-based dEReverBeration (HERB) method is used to reduce the amount
of reverberation in the signal picked up by a single microphone. The method makes
extensive use of harmonicity, a unique characteristic of speech, in the design of a dere-
verberation filter. In particular, harmonicity enhancement is proposed and demonstrated
as an effective way of estimating a filter that approximates an inverse filter correspond-
ing to the room impulse response. Two specific harmonicity enhancement techniques are
presented and compared; one based on an average transfer function and the other on
the minimization of a mean squared error function. Prototype HERB systems are im-
plemented by introducing several techniques to improve the accuracy of dereverberation
filter estimation, including time warping analysis. Experimental results show that the
proposed methods can achieve high-quality speech dereverberation, when the reverber-
ation time is between 0.1 and 1.0 s, in terms of reverberation energy decay curves and
automatic speech recognition accuracy.

2.2.2 Multiple input/output inverse theorem method

The novel method of inverse filtering of room acoustic was proposed by Miyoshi and
Kaneda to realize the exact inverse filtering of the room impulse response which is based
on the principle of multiple-input/output iverse theorem (MINT). As we know, it is dif-
ficult to get the exact inverse filtering of the room acoustics with the previous methods
because the impulse response has nonminimum phases. However, this propose method
can achieve this goal for the inverse is constructed from the multiple FIR filters by adding
extra acoustic signal-transmission channels produced by the multiple loudspeaker or mi-
crophones and the coefficients of these FIR filters can be obtained from the famous rules
of matrix algebra.
This method only use one acoustic signal-transmission channel and is better than the

previous methods. This method can reproduce and receive the sound without any distor-
tion cause by reflected sounds in a room.

2.3 MTF concept

The MTF concept was proposed by Houtgast and Steeneken[6] to account for the relation
between the degree of modulation of the envelopes of input and output signals and the
characteristics of the enclosure and provide a way to predict the speech transfer index,
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Figure 2.1: Theoretical representations of the MTFs, m(fm), in (a) reverberant environ-
ment, (b) noisy environment, and (c) both noisy and reverberant environments. The bold
solid lines indicate the MTF with TR = 0.5 s and SNR = 10 dB.

which is strongly related to intelligibility [6]. This concept was introduced as a measure
in room acoustics for assessing the effect of the enclosure on intelligibility. They defined
input and output temporal power envelopes as

Input = I2i (1 + cos(2πfmt)), (2.1)

Output = I2o {1 +m(fm) cos(2πfm(t− τ))} , (2.2)

where I2i and I2o are the input and output intensities, fm is the modulation frequency,
and τ is the phase information. The modulation index of the power envelope is m(fm)
and referred to as MTF. We will now explain the MTF in noisy and/or reverberant
environments.

2.3.1 Model concept based on the MTF

We assume the output, the input, the impulse response, and the noise signals to be y(t),
x(t), h(t), and n(t). These are modeled based on the MTF [8, 11, 12] as follows:

y(t) = h(t) ∗ x(t) + n(t), (2.3)

x(t) = ex(t)cx(t), (2.4)

h(t) = eh(t)ch(t) = a exp(−6.9t/TR)ch(t), (2.5)

n(t) = en(t)cn(t), (2.6)

where ex(t), eh(t), and en(t) are the temporal envelopes of x(t), h(t), and n(t). cx(t),
ch(t), and cn(t) are carriers such as random variable. Here, 〈cl(t), cl(t− τ)〉 = δ(τ) and
〈·〉 is an ensemble average operation. TR is the reverberation time. In this model, e2y(t)
can be derived as

〈

y2(t)
〉

=
〈

h2(t) ∗ x2(t)
〉

+
〈

n2(t)
〉

, (2.7)

e2y(t) = e2h(t) ∗ e
2
x(t) + e2n(t). (2.8)

(see [8, 11] for a detailed derivation of Eq. (2.8)). We used the relationship between
temporal power envelopes to restore e2x(t) from the observed e2y(t).
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2.3.2 MTF in reverberant environments

In the reverberant condition, the input and output temporal power envelopes, e2x(t) and
e2y(t), are represented as

e2x(t)=e2x(1 + cos(2πfmt)), (2.9)

e2y(t)=e2x(t) ∗ e
2
h(t) =

e2x
α

{1 +mR(fm) cos(2πfmt)} , (2.10)

where α =
∫∞

0
h2(t)dt and β =

∫∞

0
h2(t) exp(−jωmt)dt. The complex MTF in reverberant

environments is defined as

mR(fm) =

∣

∣

∣

∣

β

α

∣

∣

∣

∣

=

√

1 +

(

2πfm
TR

13.8

)2

(2.11)

The MTF in reverberant environments depends on fm. This means the low-pass charac-
teristics as a function of TR (as shown in Fig. 2.1(a)). In the case of a TR of 0.5 s, m(fm)
at fm = 10 Hz is 0.402.

2.3.3 MTF in noisy environments

Where there is additive noise, e2y(t) is represented as

e2y(t) = e2x(t) + e2n(t) =
(

e2x + e2n

)

{1 +mN (fm) cos(2πfmt)} , (2.12)

where e2n = 1
T

∫ T

0
e2n(t)dt. Here, e2n(t) is assumed to be constant in the time domain and

T is the signal duration. The complex MTF in noisy environments, is defined as

mN (fm) =
e2x

e2x + e2n
=

1

1 + 10−(SNR)/10
, (2.13)

where SNR = 10 log10(e
2
x/e

2
n) in dB. This MTF is independent of fm and reduced as a

function of SNR (Fig. 2.1(b)). In the case of SNR of 10 dB, m(fm) is 0.909.

2.3.4 MTF in noisy and reverberant environments

The MTF in noisy reverberation environments calculated from Eqs. (2.11) and (2.13),
can be represented as

m(fm) = mR(fm) ·mN(fm)

=

√

1 +

(

2πfm
TR

13.8

)2
/

(

1 + 10−
SNR

10

)

. (2.14)

The MTF in noisy reverberant environments depends on fm. This means the low-pass
characteristics resulting from reverberation as a function of TR and the constant attenu-
ation resulting from noise as a function of SNR (Fig. 2.1(c)). In the case of a TR of 0.5
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s and SNR = 10 dB, m(fm) at fm = 10 Hz is 0.365 (= 0.402× 0.909). Hence, the effect
of noise and reverberation can be suppressed by using the inverse filtering of MTF in Eq.
(2.14).
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Chapter 3

Previous proposed scheme

The previous method uses the power envelope restoration based the MTF concept. The
block-diagram of the method is shown in Fig. 3.1. This method consists of (i) power
envelope extraction, (ii) power envelope subtraction, and (iii) power envelope inverse
filtering with parameter estimation. Here, the constant bandwidth filterbank was used to
analyze the signal.

3.1 Power envelope subtraction process

3.1.1 Power envelope extraction

There are many well known methods for signal demodulation in AM transmission. For
example, the low-pass half-wave rectification method[20] and the synchronous demodu-
lation method. Both methods assume that the carrier signal is sinusoidal with a single
frequency. So it cannot precisely extract the e2y(t) if either of the methods is used in
extracting the power envelope from an observed reverberant signal based on the MTF
concept because the carrier is a white-noise signal.
We can use two methods to extract the power envelope in this research. The first

Power envelope

 Extraction

Parameter

 Estimation

Reverberant 

noisy signal Power envelope

Inverse-filtering

Recovered power envelope

Power envelope

 restoration

Power envelope

 restoration
.

.

.

.

.

.
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.

.

.

.

.

.

#k

#K

Analysis

block

(Filterbank)

Power envelope restoration

y(t) ey,k (t)
2

a, TR

ex,k (t)^
2
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2

ex,1 (t)^
2

^ ^

^

^

Power envelope

 subtraction

Figure 3.1: The power envelope restoration method.
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method is called ensemble average method which is a straightforward method base on
Eq.2.3, we assume that the product of each white noise signal becomes the other white
noise signal. Let n̂(t) to be a set of white noise signals composed of a number of white
noise, we assume that ŷ(t) = y(t)n̂(t) as a quasi-set of y(t), we can use Eq. 2.3 to extract
the power envelope from reverberant signal:

êy(t)
2 := LPF[

〈

ŷ(t)2
〉

] = LPF[
〈

(y(t)n̂(t))2
〉

(3.1)

In this equation, we use the low-pass filter to remove the higher frequency components in
the power envelope caused by the estimation of n̂(t).
The second method is composed of the low-pass filtering and the Hilbert transform[21].

The Hilbert transform is widely used in calculating the instantaneous amplitude for sig-
nals. In this method, the carrier should be even or odd functions rather than single
frequency sinusoidal signals. The extraction method of temporal power envelopes is as
follows:

ê2y(t) = LPF
[

∣

∣y(t) + Hilbert{y(t)}
∣

∣

2
]

, (3.2)

where LPF[·] is a low-pass filtering. Hilbert[·] is the hilbert transform. This method is
based on calculation of the instantaneous amplitude of the signal, and used low-pass filter-
ing as post-processing to remove the higher frequency components in the power envelopes.
We use LPF with the cut-off frequency of 20 Hz because the most important modulaiton
region for speech perception[22] and speech recognition is from 1 Hz to 16 Hz[23, 24].

3.1.2 Implementation

This section explains the previous noise suppression method based on the MTF concept.
The modulation index and the averaged power in Eq. (2.13) are affected by noise. We
restore the averaged power levels to suppress the noise effects. Eq. (3.3) is the offset value
of he averaged power, given by

OV =
e2x

e2x + e2n
. (3.3)

Substituting Eq. (3.3) into Eq. (2.13), the following equation can be obtained

e2x + e2x ·m(fm) · cos(2πfmt). (3.4)

By multiplying a second term of Eq. (3.4) by 1/m(fm) for restoring the modulation index.
We obtain the following equation as

ê2x(t) = e2x +
(

e2x ·m(fm) · cos 2πfmt
)

×
1

m(fm)
, (3.5)

= e2x(1 + cos(2πfmt)). (3.6)

Here, the robust VAD method is used to calculate e2n (N) and (e2x+e2n) (SN) in Eq. (2.13)
from the observed e2y(t) in noise duration and signal+noise duration respectively. From
this equation, we can see that this method equals to the method of subtracting the average

14



0

2

4

6
x 10

4

(a)

e x2 (t
)

0

2

4

6
x 10

4

(b)

e y2 (t
)

0 0.25 0.5 0.75 1 1.25 1.5
0

2

4

6
x 10

4

(c)

Time (s)

^ 
e x2 (t

)

Figure 3.2: Example of power envelopes for one channel: (a) clean power envelope, (b)
noisy power envelope, (c) restored power envelope of previous MTF based method

value of noise temporal power envelope form the output temporal power envelope. Figure
3.2 shows the comparison among clean power envelope, noisy power envelope and restored
power envelope of previous method in one channel, we can see the clean power envelope
has one dominant peak and two small peaks, but the restored power envelope has more
than ten peaks after using the previous method. We can conclude that this method can
only reduce the mean value of noise. Therefore, it is necessary to proposed an improved
method to reduce the remaining fluctuations of the noise power envelope.

3.2 Dereverberation process

On the basis of this result, e2x(t) can be recovered by deconvoluting e2y(t) = e2x(t) ∗ e
2
h(t) in

Eq. (2.8) with e2h(t). Here, the transmission functions of power envelopes Ex(z), Eh(z),
and Ey(z) are assumed to be the z-transforms of e2x(t), e

2
h(t), and e2y(t). Thus, the Ex(z)
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can be determined from

Ex(z) =
Ey(z)

a2

{

1− exp

(

−
13.8

TR · fs

)

z−1

}

, (3.7)

where fs is the sampling frequency. The power envelope e2x(t) can then be obtained from
the inverse z-transform of Ex(z). Here, two parameters (TR and a) are obtained as [12]

T̂R = argmin
0≤TR≤TR,max

{

dTP (TR)

dTR

}

, (3.8)

TP (TR) = min

(

argmin
tmin≤t≤tmax

∣

∣êx,n,TR
(t)2 − θ

∣

∣

)

, (3.9)

â =

√

1/

∫ T

0

exp(−13.8t/T̂R)dt. (3.10)

3.3 Example

The example of how the power envelope restoration is related to the MTF concept is shown
in Fig. 3.3. A sinusoidal power envelope as the original e2x(t) (= 0.5(1+ sin(2πfmt))) and
x(t) calculated from e2x(t) and a white noise carrier cx(t) using Eq. (2.4) are shown in
Figs. 3.3(a) and (b); fm was 10 Hz and m(fm) was 1. Figures 3.3(c) and (d) show e2h(t)
with TR = 0.5 s and h(t) of Eq. (2.5). An e2n(t) and an n(t) of Eq. (2.6) with an SNR of
3 dB are shown in Figs. 3.3(e) and (f), and we show e2y(t) (= e2x(t) ∗ e

2
h(t) + e2n(t) and the

observed noisy reverberant signal y(t) (=x(t)∗h(t)+n(t)) in Figs. 3.3(g) and (h). The left
panels ((a), (c), (e), and (g)) show the power envelopes and the right panels ((b), (d), (f),
and (h)) show the corresponding signals. As shown in this figure, m(fm) decreased from
1.0 (in Fig. 3.3(a)) to 0.404 × 0.5 (the maximum deviation of the envelope between the
dotted lines in Fig. 3.3(e) relative to that in Fig. 3.3(a) and the reduction in Fig. 3.3(g)).
The solid line in Fig. 3.3(g) shows the restored power envelope ê2x(t) obtained from the
noisy reverberant power envelope e2y(t) (Fig. 3.3(g)) using Eqs.(3.7) with TR = 0.5 s and
SNR = 3 dB. It is shown that using power envelope restoration can precisely restore the
power envelope from a noisy reverberant signal in terms of its shape and magnitude.
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Figure 3.3: Example of relationship between power envelopes of system based on the MTF
concept: (a) power envelope e2x(t) of (b) original signal x(t), (c) power envelope e2h(t) of
(d) simulated room impulse response h(t) (TR = 0.5 s), (e) power envelope e2n(t) of (f)
noise signal n(t), (g) power envelope e2y(t) derived from e2x(t) ∗ e2h(t) + e2n(t), (h) noisy
reverberant signal y(t) derived from x(t) ∗ h(t) + n(t), and (i) restored power envelope
ê2x(t).
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Chapter 4

Improved proposed scheme

The block-diagram of the improved method is shown in Fig. 4.1. The method consists of:
(i)power envelope extraction, (ii)power envelope subtraction of previous proposed method
and (iii) power envelope subtraction using Kalman filter with linear prediction method.

4.1 Kalman filter based on MTF concept

4.1.1 Kalman filter definition

The Kalman filter, together with its basic variants, are some of the most widely applied
tools in fields related to statistical processing, especially in casual, real-time applications.
The Kalman filter can be used to resolve the problems of residual and musical noise,
and to achieve quite good quality by reducing the distortion. It not only exploits the
statistical characteristics of signal and noise but also utilizes the speech production model.
Therefore, Kalman filter can be used to reduce the fluctuations of the noise. The state and
observation equation are the main equations in Kalman filter and they are represented
as:

X(k) = FX(k − 1) +U(k), (4.1)

Y(k) = HX(k) +V(k), (4.2)

(Filterbank)

Analysis
 blockNoisy reverberant signal Power envelope 

Extraction
Previous MTF based
noise subtraction

Kalman Filter

Noisy reverberant 

power envelope

Linear 

Prediction

A,Q

Powerr envelope
 restoration

Power envelope
 restoration

V A D

Recoverd power
envelope

#1

#c

#C

...

Mean noise reduced

power envelope

Noise reduced 

power envelope

Recoverd power
envelope

Recoverd power
envelope

Power envelope

inverse filtering

Parameter

Estimation

Figure 4.1: Proposed model.
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where X(k) is the system state of time k, Y(k) is the observation value of time k. U(k)
and V(k) are driving noise and observation noise. They are assumed to be white noise.

4.1.2 Kalman filter with MTF concept

We combine the Kalman filter with MTF concept. The state equation of power envelope
based on Kalman filter is defined as:

e
2
x(k) = Aê2

x(k − 1) + ǫ(k), (4.3)

where e
2
x(k) is the state vector of time k, in this research, the sampling frequency is 20

kHz and the k-th sampling point corresponds to the time k. The speech signal can be
modelled with an AR process of order p, the state vector then can be represented as:

e
2
x(k) =

[

ê2x(k − p+ 1), ê2x(k − p+ 2),

ê2x(k − p+ 3), · · · , ė2x(k)
]T

, (4.4)

where ê2x(k) is the power envelope of the optimal estimation of time k and ė2x(k) is the
estimation from the state equation. In this research, we choose p = 6. ê

2
x(k − 1) is the

state vector of time k − 1 as

ê
2
x(k − 1) =

[

ê2x(k − p), ê2x(k − p+ 1),

ê2x(k − p+ 2), · · · , ê2x(k − 1)
]T

. (4.5)

F is transition matrix which can be obtained by linear prediction method. ǫ(k) is assumed
to be white noise and the variance of ǫ(k) is Q.
The observation equation of power envelope based on Kalman filter is defined as:

e2y(k) = He
2
x(k) + (e2n(k)− e2n(k)), (4.6)

where e2y(k) is noisy power envelope of time k, this power envelope is the mean value
of the noise reduced power envelope derived from the previous MTF method. H is the
observation matrix, in this research, H = [0, 0 · · ·1] and (e2n(k)− e2n(k)) is the mean value
of the noise reduced noise power envelope whose mean value is zero and the variance of
the noise power envelope is R which is calculated by the robust VAD method. We need
five steps to calculate the optimal estimations:
Step 1: We set the initial state vector e

2
x(1|1) = (10−12 · · · 10−12) . Then we can

estimate the power envelope of time 2 from initial state vector. Repeat this step, we can
estimate the power envelope of time k from the optimal estimation of time k − 1.

e
2
x(k|k − 1) = Aê2x(k − 1|k − 1). (4.7)

Step 2: Update the covariance of e2x(k|k − 1) form the covariance of ê2x(k − 1|k − 1).
we set the initial P (1|1) = diag(R · · ·R).

P (k|k − 1) = AP (k − 1|k − 1)AT +Q. (4.8)
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Step 3: Estimate the current value and smooth the previous value.

ê
2
x(k|k) = e

2
x(k|k − 1) +G(k)(e2y(k)−He

2
x(k|k − 1)), (4.9)

where G(k) is the Kalman gain and G(k)(e2y(k)−He
2
x(k|k−1)) is called new information.

In this step, it also innovate the value of the previous estimation.
Step 4: Update the Kalman gain.

G(k) = P (k|k − 1)HT/(HP (k|k − 1)HT +R). (4.10)

Step 5: Update the covariance of ê2x(k|k).

P (k|k) = (I −G(k)H)P (k|k − 1), (4.11)

where I is unit matrix.

4.2 Parameter estimation of linear prediction method

Linear predictive coding or LPC analysis is one of the most famous speech analysis meth-
ods. The basic idea of LPC analysis is that each speech sample can be represented by
a linear combination of previous samples. In this section, the linear prediction model
and the most famous two methods for calculating the linear prediction parameters are
introduced.

4.2.1 linear prediction model

We use the linear prediction method to estimate the parameter A in Kalman filter. Assume
that the sampling sequence of clean power envelope is e2x(k), k = 1, 2, · · · , K. We can use
the previous p samples to estimate the current value. The model of linear prediction is
represented as:

ê2x(k) =

p
∑

i=1

αie
2
x(k − i), (4.12)

where ê2x(k) is the optimal estimation of e2x(k) under the principle of MMSE, α1, α2, · · · , αp

are linear prediction coefficients. p is the order. In this research, we choose p = 6.

4.2.2 Estimation of LPC coefficients

There are two famous methods for calculating coefficients of LPC:

• Autocorrelation

• Covariance

Both methods use short-term filter coefficients and the energy of residual signal is mini-
mized. They both use the principle of minimum squared-errors.
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Windowing

Signal analysis assumes that the property of signal relatively slow with time. We can
use short-term analysis of a signal. The signal is divided into continuous segments. The
signal s(n) is multiplied by a fixed length analysis window w(n) to extract a particular
segment of one time. A typical window function called Hamming window is widely used
which has the form of:

w(n) =

{

0.54− 0.46 cos(2π n
Nw−1

), if 0 ≤ n ≤ Nw − 1

0, otherwise
(4.13)

Although the Hamming method provides improved side-lobe behavior, but it will broaden
the main-lobe of the spectral estimator. In order to maintain the resolution properties
that are needed to justify representing the speech spectral properties, the window width
must be more than 2.5 times of the average pitch period.

Covariance method

The covariance method is similar to autocorrelation method. The covariance method
windows the error signal while the autocorrelation method windows the original speech
signal. The energy of windowed error signal is

E =
∞
∑

n=−∞

e2w(n) =
∞
∑

−∞

e2(n)w(n) (4.14)

for 1 ≤ k ≤ p, we have the following p linear equations:

p
∑

k=1

ϕ(i, k)αk = ϕ(i, 0), (4.15)

where ϕ(i, k) is the covariance function of s(n) which is defined as:

ϕ(i, k) =

∞
∑

−∞

w(n)s(n− i)s(n− k) (4.16)

The covariance matrix is symmetric and it may be not invertible, if the LPC filter is
unstable the equations may have no solution.

Autocorrelation method

The speech signal s(n) is windowed by w(n) to get the windowed speech segment sw(n):

sw(n) = w(n)s(n) (4.17)

The residual is defined as:

e =

∞
∑

−∞

e2(n) =

∞
∑

−∞

(

sw(n)−

p
∑

k=1

αksw(n− k)

)2

(4.18)
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If we assume that ∂e
∂αk

= 0, we can get:

p
∑

k=1

αk

∞
∑

n=−∞

sw(n− i)sw(n− k) =

∞
∑

n=−∞

sw(n− i)sw(n), (4.19)

The autocorrelation function of the windowed segment sw(n) is defined as:

R(i) =

Nw−1
∑

n=i

sw(n)sw(n− i), 1 ≤ i ≤ p, (4.20)

where Nw is the length of the window. After substituting the values from equation 4.20
to equation 4.19, we can get:

p
∑

k=1

R(|i− k|)αk = R(i), (4.21)

This allow the linear equations to be calculated by some efficient recursive procedures and
the most famous method is Durbin’s algorithm.
In this research, we use the autocorrelation method to calculate the parameters, the

sampling frequency is 20 kHz, we divide the noisy power envelope into 15 ms frames
and the frame size is 300 samples. The order p is set to be 6, the AR coefficients were
updated for every frame. The data for computing the AR parameters were 600 samples,
i.e. the current noisy frame and the previous enhanced frame. In this process, we use the
Levinson-Durbin method. Then we can get the transition matrix for Kalman filter:

A =















0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
αp αp−1 αp−2 · · · α1















(4.22)

In our research, we use the delayed Kalman filter because the use of estimation of the
clean power envelope of time k-p+1 calculated at time k would result in better perfor-
mance relative to the value that was filtered for the first time (since more information is
incorporated for in calculating this value).
Figure 4.2 shows the comparison among clean power envelope, noisy power envelope and

restored power envelope using proposed method. We use the same clean power envelope
as Fig. 3.2, the restored power envelope has one dominant peak and two small peaks and
they are corresponded to the same time with clean power envelope. We can conclude that
the proposed method can remove the fluctuations of the noise effectively.
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Figure 4.2: Example of power envelopes of improved method: (a) clean power envelope,
(b) noisy power envelope, (c) restored power envelope of the improved MTF based method.
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Chapter 5

Experiments and evaluation

5.1 Database and conditions

5.1.1 Noisy condition

We carried out the following simulations to evaluate the proposed model in noisy environ-
ment. The speech signals were three Japanese sentences (/aikawarazu/,/shinbun/,/joudan/)
uttered by ten speakers (five males and five famales) from ATR database [14]. We used
3 kinds of noise signals n(t): white noise, pink noise and factory noise. Signal to noise
ratios (SNRs) were fixed at 20, 10, 5, 0, and -5 dB. Sampling frequency of signal is 20
kHz. We used filterbank for speech restoration, and divided signal into 100 bands. The
bandwidth of each channel was set to be 100 Hz.

5.1.2 Noisy reverberant condition

We carried out the following simulations to evaluate the proposed method in noisy re-
verberant environment. The speech signals were three Japanese sentences (/aikawarazu/,
/shinbun/, /joudan/) uttered by ten speakers (five males and five females) from the ATR
database [14]. We used 100 artificial impulse responses h(t) and 100 white noise signals
n(t). Five reverberation times (TR = 0.1s, 0.3s, 0.5s, 1s, 2s) were used. Signal to noise
ratios (SNRs) between x(t) and n(t) were fixed at 20, 10, 5, 0 and −5 dB. All reverberant
signals and all noisy signals were generated by convolving x(t) with h(t) and by adding
n(t) to x(t). All noisy reverberant signals y(t) were also used. The sampling frequency of
signal fs is 20 kHz.

5.2 Measurements

SER (where S is the original power envelope and E is the difference between the original
power envelope and the restored power envelope). This is one of the best evaluation mea-
sures for measuring the restoration error between temporal envelopes (with magnitude)
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Figure 5.1: Improvement correlation for white noise in noisy environment: (left) Improve-
ment of previous method, (right) Improvement of improved method .

but cannot be used to judge the similarity between the envelopes (with shape). In or-
der to evaluate both error and similarity of the power envelopes, we use correlation and
SER.The correlation (Corr) and SER can be calculated by the following equations:

Corr(e2x, ê
2
x) =

∫ T

0

(

e2x(t)− e2x

)(

ê2x(t)− ê2x

)

dt
√

{

∫ T

0
(e2x(t)− e2x)dt

}{

∫ T

0
(ê2x(t)− ê2x)dt

}

, (5.1)

SNR(e2x, ê
2
x) = 10 log10

∫ T

0
(e2x(t))

2dt
∫ T

0
(e2x(t)− ê2x(t))

2dt
, (5.2)

where e2x is the average value of e2x(t), ê2x(t) is the restored temporal power envelope.
The improvements in Corr and SNR are calculated from Corr(e2x, ê

2
x)− Corr(e2x, e

2
y), and

SNR(e2x, ê
2
x) − SNR(e2x, e

2
y). Note that the positive values indicate the temporal power

envelope and waveform of speech were restored from the noisy signal to a certain degree.

5.3 Improvement of Corr and SER in noisy environ-

ment

Figure. 5.1 to Figure. 5.9 show the results of the improvements of previous method, the
improved method using Kalman filter and the improvement between these two methods
for white noise, pink noise and factory noise.
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Figure 5.2: Improvement SER for white noise in noisy environment: (left) Improvement
of previous method, (right) Improvement of improved method.
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(left) Correlation improvement, (right) SER improvement.
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Figure 5.4: Improvement correlation for pink noise in noisy environment: (left) Improve-
ment of previous method, (right) Improvement of improved method.
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Figure 5.5: Improvement SER for pink noise in noisy environment: (left) Improvement of
previous method, (right) Improvement of improved method.
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Figure 5.6: Improvement between both methods for pink noise in noisy environment:
(left) Correlation improvement, (right) SER improvement.
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Figure 5.7: Improvement correlation for factory noise in noisy environment: (left) Im-
provement of previous method, (right) Improvement of improved method.
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Figure 5.8: Improvement SER for factory noise in noisy environment: (left) Improvement
of previous method, (right) Improvement of improved mehtod.
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Figure 5.9: Improvement between both methods for factory noise: (left) Correlation
improvement, (right) SER improvement.

29



In these results, the height of bar shows the mean value and the error bar shows the
standard deviation. The improvement of correlation was almost zero by the previous
method but the proposed method had much higher improvement. The proposed method
also had a small improvement of SER in low frequency bands and a large improvement
in high frequency bands. It is because when we add the noise to the clean signal, it has
a characteristic that the higher frequency bands have a lower correlation and SER and
the noisy power envelope have this characteristic for all the stimuli from the experiment
results. The previous method can only reduce the mean value of the noise power enve-
lope, so it almost cannot improve any correlation. The proposed method can remove the
fluctuations of the noise power envelope, so the proposed method can improve much cor-
relation, we know that the high frequency bands have low correlation and SER, so there
are much higher improvements for the high frequency bands. These results showed that
the proposed method could improve much correlation and SER compared to the previous
method in noisy conditions.

5.4 Improvement of Corr and SER in noisy reverber-

ant environment

Figure. 5.10 to Figure. 5.18 show the improvement of correlation and SER for the previous
method and the improved method of the white noise, pink noise and factory noise in noisy
reverberant environment. We can see the improved method can improve much correlation
and a little SER.
In these results, the height of bar shows the mean value. These improvements showed

that the proposed method can be used to get better improvement for the temporal power
envelope from the noisy reverberant signals compared to the previous method. In the
proposed method, we use the same dereverberation method with the previous method,
so the trends of the improvement for the noisy reverberant power envelope is similar to
noisy power envelope.
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Figure 5.10: Improvement in restoration accuracy of the previous method for white noise:
(a) improved Corrs and (b) improved SERs. TR = 0.5 and 2.0 s. SNR = 10 and 0 dB.
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Figure 5.11: Improvement in restoration accuracy of the improved method for white noise:
(a) improved Corrs and (b) improved SERs. TR = 0.5 and 2.0 s. SNR = 10 and 0 dB.
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Figure 5.12: Improvement in restoration accuracy between the improved method and the
previous method for white noise: (a) improved Corrs and (b) improved SERs. TR = 0.5
and 2.0 s. SNR = 10 and 0 dB.
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Figure 5.13: Improvement in restoration accuracy for the previous method for pink noise:
(a) improved Corrs and (b) improved SERs. TR = 0.5 and 2.0 s. SNR = 10 and 0 dB.
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Figure 5.14: Improvement in restoration accuracy for the improved method for pink noise:
(a) improved Corrs and (b) improved SERs. TR = 0.5 and 2.0 s. SNR = 10 and 0 dB.
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Figure 5.15: Improvement in restoration accuracy between the improved method and
previous method for pink noise: (a) improved Corrs and (b) improved SERs. TR = 0.5
and 2.0 s. SNR = 10 and 0 dB.
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Figure 5.16: Improvement in restoration accuracy for the previous method for factory
noise: (a) improved Corrs and (b) improved SERs. TR = 0.5 and 2.0 s. SNR = 10 and 0
dB.
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Figure 5.17: Improvement in restoration accuracy for the improved method for factory
noise: (a) improved Corrs and (b) improved SERs. TR = 0.5 and 2.0 s. SNR = 10 and 0
dB.
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Figure 5.18: Improvement in restoration accuracy between the improved method and
previous method for factory noise: (a) improved Corrs and (b) improved SERs. TR = 0.5
and 2.0 s. SNR = 10 and 0 dB.
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Chapter 6

Conclusion

6.1 Summary

In this thesis, we use the method based on the MTF concept to suppress the noise and re-
verberation simultaneously to improve the intelligibility of the speech. The method based
on MTF concept has been proposed consists of two parts: power envelope subtraction
process and power envelope dereverberation process. The power envelope subtraction
method can only reduce the mean value of noise power envelope,in order to removing the
fluctuations of the noise, we proposed a improved power envelope subtraction method
using the Kalman filter based on the MTF concept and we also apply the linear pre-
diction method to estimate the parameters for the state equation for the Kalman filter.
We have carried out simulations to evaluate the improved proposed method using white
noise, pink noise and factory noise in noisy environment and noisy reverberant environ-
ment. The results showed that the proposed method can achieve the goal of removing
the fluctuations of the noise power envelope and then improve much more correlation and
SER for stationary noise and non-stationary noise in both noisy environment and noisy
reverberant environment compared to the previous MTF based method.

6.2 Future work

In our research, we use the AR model for the state equation of the Kalman filter. We
calculate the parameters of AR model using clean power envelope (non-blind method) and
noisy power envelope by iteration method (blind method) respectively. The parameters
calculated from clean power envelope is the ideal case and the improvement of Corr and
SER are relatively high, although the parameters calculated from noisy power envelope
by iteration method have some improvement, they are much smaller than the ideal case.
The remaining work is to consider a better blind estimation method which has the similar
improvement with the non-blind method.
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6.3 Contribution

The method based on MTF concept does not require the impulse response and noise
conditions in the room acoustics to be measured and it can enhance the noisy reverber-
ant speech simultaneously. We improved the power envelope subtraction process in this
research and it can provide a better input for various kinds of speech processing applica-
tions, such as:speech-emphasis for transmission systems and hearing aid systems, as well
as the preprocessing for speech recognition systems. All of these applications are closely
related to our daily life.
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