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Spectrally Efficient Frame Format–Aided Turbo
Equalization with Channel Estimation

Yasuhiro Takano, Student Member, IEEE, Khoirul Anwar, Member, IEEE, and Tad Matsumoto, Fellow, IEEE

Abstract—Chained turbo equalization (CHATUE) has been
recently recognized as a low-complexity frequency domain turbo
equalization technique that eliminates the necessity of trans-
mitting the cyclic prefix (CP), and hence allows for spectrally
efficient signalling in wireless communications. However, two
issues arise from the original version of CHATUE (referred to
as CHATUE1) as a consequence of eliminating the CP, which
are the noise enhancement and the latency due to the time-
concatenated structure. This paper proposes a new version of
CHATUE (referred to as CHATUE2) to solve the noise enhance-
ment problem. CHATUE2 retrieves the circulant structure of the
channel matrix, originally inherent within the CP-transmission,
by utilizing composite replica signals that combines the received
and the soft reference signals replicated from the log-likelihood
ratio fed back from the decoder. For this purpose, this paper
determines the optimal combining ratio based on the mini-
mum mean-square-error criterion. CHATUE2 is hence able to
achieve an improvement in bit-error-rate (BER) performance
over CHATUE1. In addition, this paper provides a solution to
solving the latency problem by making a practical assumption
on the training sequence (TR) transmission which is required
to perform channel estimation generally, in practical systems.
Furthermore, this paper proposes a new channel estimation
technique, chained turbo estimation (CHATES), which improves
the spectrum efficiency and asymptotically achieves the Cramér-
Rao bound. CHATES assumes that the TR length is exactly equal
to the channel impulse response length, although the conventional
technique requires twice as long as or even longer TR lengths.
Numerical results show that CHATUE2 with CHATES achieves
1 dB gain over conventional turbo equalization with a CP at 10−5

BER in realistic propagation scenarios represented by channel
sounding measurement data as well as in model-based frequency-
selective fading channels.

Index Terms—chained turbo equalization (CHATUE), chained
turbo estimation (CHATES), cyclic prefix, spectrum efficiency,
transmission frame format.

I. INTRODUCTION

CYCLIC prefix (CP) aided block transmission has been
recently gaining popularity in block transmission systems

such as in single carrier frequency division multiple access
(SC-FDMA) and/or orthogonal frequency division multiple
access (OFDMA). One of the benefits of utilizing CP is to
reduce the computational complexity for signal detection while
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keeping the robustness against fading frequency selectivity.
The CP-transmission, on the other hand, imposes an overhead
in the transmission format structure. It is hence preferable to
minimize the length of the CP to improve the transmission
energy- and spectrum-efficiencies. However, it causes seri-
ous degradation in bit-error-rate (BER) performance if the
length of the CP is shorter than the actual length of the
channel impulse response (CIR). Chained turbo equalization
(CHATUE) proposed in [1] provides a solution to this prob-
lem: CHATUE makes it possible to perform the frequency
domain equalization processing, even without a CP, while
requiring the same order of computational complexity as that
of conventional frequency domain turbo equalization with CP
transmission (TEQ-CP) [2]. Since CHATUE requires no CP-
transmission, it provides us with more design flexibility in
terms of energy- and spectral-efficiency tradeoff. In other
words, CHATUE enables us to transmit more information bits
or to use a lower rate code by utilizing the time duration
allocated for a CP. Thereby, CHATUE has a potential to
improve performance over TEQ-CP, as detailed in [3], in terms
of required signal-to-noise power ratio (SNR) or throughput
efficiency. Nevertheless, the original CHATUE (referred to as
CHATUE1) has the following two problems, which are the
consequence of eliminating CP-transmission.

1) Latency: CHATUE algorithms studied so far in [1], [3],
[4] require a processing latency three times that of TEQ-
CP, since it performs iterations over at least three blocks
(past, current and future blocks) to cancel the inter-
block-interference (IBI). On the other hand, TEQ-CP
performs turbo iterations within the current block alone.

2) Noise Enhancement: CHATUE1 utilizes a so called J-
matrix [5] to retrieve the circulant structure of the
channel matrix. However, a part of the signal after the
transformation suffers from noise enhancement because
of the multiplication of the J-matrix, as detailed in Sec-
tion III-D. The SNR at the output of equalization with
CHATUE1, as a consequence, is decreased compared to
that of TEQ-CP.

This paper shows that Problem 1) can be easily solved
under a practical assumption on the training sequence

transmission. For Problem 2), this paper proposes a novel
algorithm, CHATUE version 2 (referred to as CHATUE2).

Furthermore, this paper proposes a new channel estimation
technique, chained turbo estimation (CHATES), that inherits
the CHATUE concept, to pursue further improvement of the
spectrum efficiency. The required length Nt of the training
sequence (TR) is determined according to the length W
of CIR. Conventional least-squares-based techniques requires
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Nt ≥ 2W to achieve accurate channel estimates if the trans-
mission format does not have a guard interval (GI) between the
TR and its neighboring segments. However, CHATES requires
a TR length of only Nt = W , while it achieves the Cramér-
Rao bound (CRB) asymptotically.

In this paper, the performance of the proposed techniques
are verified through computer simulations in realistic propaga-
tion scenarios represented by channel sounding measurement
data as well as in model-based scenarios.

A. Organization of this paper

This paper is organized as follows. Section II describes
the system model assumed in this paper. Section III reviews
CHATUE1, discusses the above-mentioned problems 1) and
2) in detail, and proposes CHATUE2. Section IV proposes the
new turbo channel estimation technique, CHATES. Section V
presents results of computer simulations conducted to verify
the effectiveness of the proposed techniques. This paper is
concluded in Section VI with some concluding remarks.

B. Notations

The bold upper-case X and lower-case x denote a ma-
trix and a vector, respectively. XH denotes the transposed
conjugation of the matrix X. diag(X) is an operator that
forms a vector from the diagonal elements of its argument
matrix X, while DIAG(x) forms a diagonal matrix from its
argument vector x. svd(X) = UDVH is the singular value
decomposition of a matrix X ∈ CM×N , where U ∈ CM×M

and V ∈ CN×N are unitary matrices and D ∈ CM×N is a
rectangular diagonal matrix. X|1:r is a submatrix composed
of the first r column vectors in a matrix X. Similarly, x|i:j is
a subvector of the original vector x which extracts the i-th to
the j-th elements from the vector x.

II. SYSTEM MODEL

The system model assumed in this paper is depicted in
Fig. 1. A binary data information sequence b(i), 1 ≤ i ≤
NBNdRc, is encoded by a rate Rc convolutional code (CC)
with generator polynomials (g1, · · · , g1/Rc

) and is interleaved
by an interleaver (Π). The interleaved coded frame cM (k),
1 ≤ k ≤ NBNd, is divided into NB bursts such that fading
is assumed to be static over each burst. The transmitter trans-
mits Nd binary phase shift keyed (BPSK) symbols1 x(ks; l)
together with a length Nt symbol training sequence and CP,
using single carrier signalling, where l and ks denote the burst
index and the symbol index in a burst, respectively. Fig. 2
shows the structure of the transmission formats assumed in
this paper. Note that the number NCP of CP symbols is set at
zero with the CHATUE algorithms. The length NG1 and NG2

guard intervals, following the TR and Data part respectively,
are also set at zero when we aim at improving the spectrum
efficiency.

The receiver receives the signal y(ks; l) suffering from inter-
symbol-interference (ISI) due to fading frequency selectivity,

1For simplicity of the system model, we assume binary modulation in this
paper. However, extension to higher order modulation is straightforward.

as well as complex additive white Gaussian noise (AWGN).
The maximum ISI length is L = W − 1 symbols under the
assumption that the CIR length is W . The received signal
corresponding to the transmitted signal in the current burst l
can be described in vector form y(l) ∈ CK+L, as

y(l) = H(l)x(l) +H′(l − 1)x′(l − 1)

+H′′(l + 1)x′′(l + 1) + n, (1)

where x(l), x′(l − 1) and x′′(l + 1) denote symbol vectors,
respectively, transmitted in the current, past and future burst
timings, each of which has K = Nt+NG1+NCP +Nd+NG2

symbols. H(l) ∈ C(K+L)×K is a Toeplitz matrix representing
the convolution of the transmitted data symbols with the CIR
in the current block, with

H(l) =



h(1; l)
... h(1; l)

h(W ; l)
...

. . .

h(W ; l)
... h(1; l)

. . .
...

h(W ; l)


. (2)

On the other hand, the (K + L)×K matrices H′(l− 1) and
H′′(l + 1) are, respectively, given as follows.

H′(l − 1) =

[
OL×(K−L) H′

∇(l − 1)
OK×(K−L) OK×L

]
(3)

with

H′
∇(l) =


h(W ; l) h(W − 1; l) · · · h(2; l)

h(W ; l) · · · h(3; l)
. . .

...
0 h(W ; l)

 ,

and

H′′(l + 1) =

[
OK×L OK×(K−L)

H′′
∆(l + 1) OL×(K−L)

]
(4)

with

H′′
∆(l) =


h(1; l) 0
h(2; l) h(1; l)

...
...

. . .
h(L; l) h(L− 1; l) · · · h(1; l)

 .

n is a complex AWGN vector, the elements of which follow
CN (0, σ2

n), where the variance σ2
n is determined according to

the SNR.
As depicted in Fig. 1, the receiver performs channel estima-

tion (EST ) while also obtaining the extrinsic log-likelihood
ratio (LLR) λe

EQU corresponding to the transmitted sequence
x(ks; l) by means of frequency domain soft-cancellation and
minimum mean-square-error (FD/SC-MMSE) turbo equaliza-
tion [2] (EQU ). Using the LLR λa

DEC after interleaving
λe
EQU , the channel decoder (CC−1) performs decoding by

using the Bahl, Cocke, Jelinek and Raviv (BCJR) algorithm
[6] and outputs the a posteriori LLR (λp

DEC) correspond-
ing to c(i) which is used to generate the soft replica of
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Fig. 1. System model: Structure of transmitter and receiver.
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Fig. 2. Structure of burst formats and illustration of input data range for channel estimation.

the transmitted symbols. CC−1 outputs the estimates of the
transmitted sequence b̂ by making a hard decision on the
decoder’s a posteriori LLR λp

DEC corresponding to b(i) after
several iterations. EST and EQU utilize the soft replica of
the transmitted symbols x̂d,EST and x̂d,EQU , respectively.
x̂d,EST is generated from the a priori LLR λa

EST for channel
estimation after interleaving the a posteriori LLR λp

DEC . On
the other hand, x̂d,EQU is generated from the equalizer’s a
priori LLR λa

EQU which is the interleaved version of the
extrinsic LLR λe

DEC = λp
DEC−λa

DEC , according to the turbo
principle.

III. CHATUE ALGORITHMS

This section reviews CHATUE1 and identifies the causes of
the two problems described in Section I, and then proposes a
new version of CHATUE, CHATUE2. First of all, the latency
issue, raised as Problem 1), is discussed in the framework of
the CHATUE algorithm. We observe that Problem 1) can be
solved by adopting a practical and reasonable assumption on
the transmission format structure. The signal model is then
defined under the assumption and the CHATUE1 algorithm
is reviewed. The new algorithm CHATUE2 is proposed in
Section III-E, following the analysis of Problem 2).

A. CHATUE Algorithms and Latency

The time duration which were used for the CP-transmission
in TEQ-CP can be eliminated by the CHATUE algorithms.
CHATUE algorithms hence can enhance either spectrum-
or energy-efficiencies of the system by transmitting more
information bits or utilizing lower rate codes, respectively.
As a consequence of eliminating CP-transmission, the current

data block suffers from IBI due to the neighboring blocks
(past and future) as we can observe from Fig. 2 when
Nt = NCP = NG1 = NG2 = 0. CHATUE algorithms can
cancel the IBI in the current block, by exchanging the LLRs
of transmitted bits between the current and the neighboring
blocks. However, in exchange for the spectrum or energy
efficiency gains, CHATUE algorithms require a latency of at
least three times the conventional TEQ-CP technique because
in addition to the iterations to detect the current block, it also
has to perform iterations with past and future frames.

Nevertheless, the latency can be avoided, or at least re-
duced by introducing the following assumption, which are of
practical importance and hence very reasonable: the TR is
transmitted together with the data part for channel estimation,
and the length of the TR is designed to be longer than the
maximum length of the CIR. As we can observe in Fig. 2,
when Nt > L and NCP = NG1 = NG2 = 0, IBIs occurring
in a data segment in the current burst are caused by TRs in
the current or future burst. Since the TR pattern is known to
the receiver, it is not necessary to exchange the LLR of the
transmitted bits between the current and future blocks to detect
the IBI symbols.

For the complete detection of the current burst, channel
estimation still has to be conducted for the future burst
as well as for the current burst. However, it increases the
latency slightly since we can estimate the CIR with TR alone.
Thereby, the CHATUE algorithms can avoid the necessity
of performing iterations over the bursts neighboring in time.
CHATUE algorithms only require the latency equivalent to
TEQ-CP under an assumption that a TR is transmitted in every
burst.
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This paper assumes each burst is headed by a TR. However,
the algorithms described in Section III-E and IV-B can be
derived similarly if a TR is allocated at the tail of the burst.

B. Signal Model for CHATUE algorithms with TR transmis-
sion

Assuming a TR is transmitted at the head of every burst,
we re-formulate the signal model of the CHATUE algorithms.
Similarly to (1), the received data segment yd(l) ∈ CNd+L for
the transmitted burst in the current burst timing l is described
as

yd(l) = Hd(l)sd(l) +H′
d(l)s

′
d(l)

+H′′
d(l + 1)s′′d(l + 1) + nd, (5)

where the signal vectors, each of which the size is Nd×1, are
defined as sd(l) = xd(l), s′d(l) = [01×(Nd−W ) xt(l)

T ]T and
s′′d(l + 1) = [xt(l + 1)T 01×(Nd−W )]

T . The (Nd + L)×Nd

Toeplitz matrices Hd(l), H′
d(l) and H′′

d(l + 1) are defined in
the same way as (2), (3) and (4), utilizing CIR vectors h(l),
h(l) and h(l+ 1), respectively.2 The Nd × 1 noise vector nd

follows CN (0, σ2
n).

C. Review of CHATUE version 1 (CHATUE1)

According to [4], the equalizer output of CHATUE1 is given
by

z1(l) =
(
INd

+ Γ(l)Ŝ(l)
)−1

·
[
Γ(l)ŝd(l) + FHΦ̂(l)HΩ(l)−1Fr̃d(l)

]
, (6)

where Ŝ(l) = DIAG[||ŝd(l)||2] and

Φ̂(l) = FJĤ(l)FH (7)

is a diagonal matrix. The J-matrix proposed in [5] are defined
as

J =

(
O(Nd−L)×L

INdIL

)
∈ RNd×(Nd+L). (8)

F ∈ CNd×Nd is the DFT matrix whose (r+1, c+1)-element
is defined as

exp
[
−2πrc

√
−1/Nd

]
/
√
Nd

with integer indexes 0 ≤ r, c ≤ Nd − 1. The matrix Ω(l) in
(6) is given by

Ω(l) = FΣ(l)FH , (9)

where

Σ(l) = JĤ(l)Λ(l)(JĤ(l))H

+ JĤ′(l)Λ′(l)(JĤ′(l))H

+ JĤ′′(l + 1)Λ′′(l + 1)(JĤ′′(l + 1))H

+ σ2
nJJ

H (10)

2As we mentioned above, IBIs for a current data are caused by TRs in the
current burst index l or future l + 1 when NCP = NG1 = NG2 = 0 in
Fig. 2. Hence, H′

d(l) is constructed with h(l).

with

Λ(l) = E
[
{ŝd(l)− sd(l)}{ŝd(l)− sd(l)}H

]
,

Λ′(l) = E
[
{ŝ′d(l)− s′d(l)}{ŝ′d(l)− s′d(l)}H

]
and

Λ′′(l + 1) = E [{ŝ′′d(l + 1)− s′′d(l + 1)}
·{ŝ′′d(l + 1)− s′′d(l + 1)}H

]
.

However, taking into account Λ′(l) = Λ′′(l+1) = O, because
ŝ′d(l) and ŝ′′d(l + 1) are the known training sequence, (9) is
reduced to (12):

Ω(l) = F
(
JĤ(l)Λ(l)(JĤ(l))H + σ2

nJJ
H
)
FH (11)

≈ Φ̂(l)∆(l)Φ̂(l)H + σ2
n

Nd + L

Nd
INd

, (12)

with approximations (13) and (14) proposed in [7] and [4],
respectively:

∆(l) =
1

Nd

(
1− E

[
||ŝd(l)||2

])
INd

≈ FΛFH , (13)

σ2
n

Nd + L

Nd
INd

= σ2
n

tr(JJH)

Nd
INd

≈ σ2
nFJJ

HFH . (14)

Similarly, Γ(l) ∈ CNd×Nd is approximated by (16).

Γ(l) = diag
[
(JĤ(l))HΣ(l)−1JĤ(l)

]
(15)

≈ 1

Nd
tr
[
Φ̂(l)HΩ(l)−1Φ̂(l)

]
INd

. (16)

The residual r̃d(l) ∈ CNd is

r̃d(l) = rd(l)− r̂d(l) (17)
= Jyd(l)− Jŷd(l), (18)

where

ŷd(l) = Ĥ(l)ŝd(l) + Ĥ′(l)ŝ′d(l) + Ĥ′′(l + 1)ŝ′′d(l + 1).

We assume the final output of CHATUE1 z1(l) can be ap-
proximated as an equivalent Gaussian channel output [8], [9]
having input sd(l), as

z1(l) = µz1(l)sd(l) + nz1(l), (19)

where

µz1(l) =
1

Nd
tr
{
E[z1(l)s

H
d (l)]

}
(20)

=
1

Nd
tr
{
(INd

+ Γ(l)Ŝ(l))−1Γ(l)
}
E[∥sd(l)∥2]

(21)

and nz1(l) ∼ CN (0, σ2
z1(l)) with

σ2
z1(l) = µz1(l)(1− µz1(l)). (22)

We finally convert the equalizer output z1(l) into its corre-
sponding extrinsic LLR, as

λe
EQU (l) =

4R(z1(l))

1− µz1(l)
, (23)

where R(z1(l)) denotes the real part of the complex vector
z1(l).
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D. Noise Enhancement with CHATUE1

By utilizing the J-matrix, CHATUE1 has the potential to
improve the spectral- and/or energy-efficiencies while keeping
the computational complexity order equivalent to that of TEQ-
CP. However, CHATUE1 inevitably incurs a noise enhance-
ment problem, as shown in this subsection.

After enough iterations, we can assume E[||ŝ(l)||2] → 1 at
a certain SNR.3 The mean (21) converges to

µz1 → Nd

Nd + (Nd + L)σ2
n

, (24)

as described in Appendix. The variance of the equivalent
Gaussian channel output (22) also converges into

σ2
z1 → Nd(Nd + L)σ2

n

{Nd + (Nd + L)σ2
n}2

. (25)

According to [2], the mean µz,CP and the variance σ2
z,CP of

the output of TEQ-CP converge into:

µz,CP → 1

1 + σ2
n

, (26)

σ2
z,CP → σ2

n

{1 + σ2
n}2

, (27)

respectively, when E[||ŝd(l)||2] → 1.
The asymptotic SNR, SNRz1, of the equalizer output with

CHATUE1 is reduced to

SNRz1 =
µ2
z1

σ2
z1

→ Nd

(Nd + L)σ2
n

. (28)

Similarly, the asymptotic SNR, SNRz,CP, of the equalizer
output with TEQ-CP is reduced to

SNRz,CP =
µ2
z,CP

σ2
z,CP

→ 1

σ2
n

. (29)

The SNR ratio at the equalizer output of CHATUE1 to that of
TEQ-CP is, hence,

1

2
≤ SNRz1

SNRz,CP
=

Nd

Nd + L
≤ 1. (30)

The inequality (30) is because Nd ≥ L ≥ 0. The final output
(6) of CHATUE1, thereby, suffers from the noise enhancement
of up to 3 dB over TEQ-CP as the IBI length L increases.

E. CHATUE version 2 (CHATUE2)

A motivation of utilizing the J-matrix in CHATUE1 is to
reduce the computational complexity by restoring the circulant
structure of the channel matrix. Although H ∈ C(Nd+L)×Nd

is a Toepliz matrix, JH ∈ CNd×Nd becomes a circulant
matrix. Thereby, it is possible to reduce the complexity by
exploiting frequency domain processing, since FJHFH is a
diagonal matrix. On the other hand, CHATUE1 incurs the
noise enhancement problem due to the exploitation of the J-
matrix, as detailed in Section III-D. To cope with the noise

3The required SNR falls into the issue of matching between the equalizer
and decoder’s EXIT curves. However, it is out of the scope of this paper.

enhancement problem, we propose CHATUE2 by introducing
a new circulant property restoration method, as follows.

rd(l) ≈ r̄d(l)
∆
= JL(1− β)yd(l) +GL(β)ŷd(l) (31)

=



yd(L+ 1; l)
...

yd(Nd; l)
yd(1; l) + ȳd(Nd + 1; l, β)

...
yd(L; l) + ȳd(Nd + L; l, β)


, (32)

where Nd × (Nd + L) matrices JL and GL are respectively
defined as

JL(1− β) =

(
O(Nd−L)×L

INd(1− β)IL

)
, (33)

GL(β) =

(
ONd

O(Nd−L)×L

βIL

)
. (34)

Note that the original J-matrix (8) is identical to JL(1). The
composite replica ȳ(k; l, β) is defined as

ȳ(k; l, β) = (1− β)yd(k; l) + βŷd(k; l). (35)

We define the factor β such that the mean-square-error (MSE)
between ȳ(k; l, β) and cd(l) = Hd(l)sd(l) + H′

d(l)s
′
d(l) +

H′′
d(l)s

′′
d(l) is minimized, which can be formulated as,

β = arg min
β

E
[
||cd(l)− ȳd(l, β)||2

]
, (36)

where ȳd(l, β) is the vector version of (35), defined as
ȳd(l, β) = (1 − β)yd(l) + βŷd(l). By taking into account
that E

[
||cd(l)− ȳd(l, β)||2

]
≥ 0, the problem (36) can be

reduced by solving

∂

∂β
E
[
||cd(l)− ȳd(l, β)||2

]
= 0. (37)

Since cd(l) = yd(l)− nd, the solution to (36) is, therefore,

β =
σ2
n

E [||yd(l)− ŷd(l)||2]
. (38)

Accordingly, we rewrite (12) as,

Ω(l) = F
{
JL(1)Ĥ(l)Λ(l)(JL(1)Ĥ(l))H

+ σ2
nJL(1− β)JL(1− β)H

}
FH (39)

≈ Φ̂(l)∆(l)Φ̂(l)H + σ2
n

Nd + (1− β)L

Nd
INd

. (40)

The proposed CHATUE2 using (31) and (40) is expected
to have the following advantageous points: At the first it-
eration, (31) is totally equivalent to the original rd(l) =
JL(1)yd(l) and CHATUE2 works exactly in the same way
as in CHATUE1. After enough iterations are performed, it is
expected to satisfy both β → 1 and E

[
||h(l)− ĥ(l)||2

]
<

ϵ + MSECRB with an arbitrary small positive value ϵ. The
lower bound of the estimation accuracy MSECRB (64) is
described in Section V-B. The channel matrix in r̄d approaches
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a matrix having a circulant structure when the estimate ĥ is
accurate:

JL(1− β)H+GL(β)Ĥ
β→1
=

h(W ) · · · h(2) h(1)
. . .

... h(2) h(1)

h(W )
... h(2)

. . .

h(W )
...

. . . h(1)

ĥ(1) h(W ) h(2)
...

. . . . . .
...

ĥ(L) · · · ĥ(1) h(W )


, (41)

where the burst index l is omitted for the sake of simplicity.
The convergence β → 1 contributes to reducing the noise
variance (22), through (16), (21) and (40). The mean µz2

and the variance σ2
z2 of the equalizer output with CHATUE2,

respectively, converge into:

µz2 → Nd

Nd + (Nd + (1− β)L)σ2
n

, (42)

σ2
z2 → Nd(Nd + (1− β)L)σ2

n

{Nd + (Nd + (1− β)L)σ2
n}2

, (43)

when E[||ŝ(l)||2] → 1. Thereby, CHATUE2 improves the
signal to noise power ratio SNRz2 at the final equalizer output
and it approaches that with TEQ-CP when β → 1, as

SNRz2 =
µ2
z2

σ2
z2

(44)

→ Nd

{Nd + (1− β)L}σ2
n

β→1−→ 1

σ2
n

= SNRz,CP.

IV. CHANNEL ESTIMATION

This section, first of all, reviews the conventional channel
estimation techniques [10] briefly. The conventional channel
estimation techniques assume Nt ≥ 2W when NG1 = NG2 =
0, such that the input signal to the estimator does not suffer
from IBI, as we can observe from input data range-A for
channel estimation as shown in Fig. 2. Obviously, the longer
the training sequence we employ, the lower the spectrum
efficiency we have. To improve the spectrum efficiency, we
propose a new channel estimation technique, chained turbo
estimation (CHATES), which requires Nt = W only. It should
be emphasized that the proposed technique is expected to
improve the spectrum efficiency without sacrificing the esti-
mation accuracy, and can be applied to CHATUE1, CHATUE2
and TEQ-CP. Note that from the result of the technique
described in the previous sections, the chained structure may
well be eliminated, and hence the latency problem vanishes.
However, the chained structure plays key role when CHATUE
algorithms perform sequence and channel estimation jointly.

A. Review of Channel Estimation Techniques

1) Single Burst ML Channel Estimation: With (46) and
(47), single burst maximum likelihood (ML) channel estima-

tion (SB ML) [10] for the i-th iteration is reduced to:

ĥ
[i]
SB(l) = R

[i]
XX(l)−1 R

[i]
XY(l), (45)

R
[i]
XX(l) = Xt(l)

H Xt(l) + γ[i−1](l) X̂
[i−1]
d (l)H X̂

[i−1]
d (l),

(46)

R
[i]
XY(l) = Xt(l)

H yt(l) + γ[i−1](l) X̂
[i−1]
d (l)H yd(l). (47)

Xt(l) ∈ C(Nt−W+1)×W and X̂
[i−1]
d (l) ∈ C(Nd−W+1)×W

are Toeplitz matrices for the training sequence and the soft
replicas of the data symbols, whose first column vectors
are xt(l)|W :Nt and x̂

[i−1]
d,EST (l)|W :Nd

, respectively. The soft
replica symbol vector x̂

[i−1]
d,EST is generated with the LLR of

the transmitted data information fed back from the decoder.
We define x̂

[i−1]
d,EST (l) = 0 for the first iteration (i = 1).

γ[i−1](l) = σ2
n/(σ

2
n + ∆σ

[i−1]
d (l)2) with ∆σ

[i−1]
d (l)2 = 1 −

E[∥x̂[i−1]
d (l)∥2]. yt(l) and yd(l) are respectively defined as

yt(l) = [y(W ; l), · · · , y(Nt; l)]
T ∈ CNt−W+1 and yd(l) =

[y(D0 + W ; l), · · · , y(D0 + Nd; l)]
T ∈ CNd−W+1, where

D0 = Nt + NCP + NG1 is the timing offset, in symbols,
of the data section.

2) Multi Burst ML Channel Estimation: It is well-known
that multi-burst ML channel estimation (MB ML) [10] im-
proves the estimation accuracy. MB ML uses a subspace
projection technique, and can be approximated by (48) under
the assumption that the transmitted symbols are random and
long enough:

ĥ
[i]
MB(l) ≈ P̂[i](l) · ĥ[i]

SB(l) . (48)

The projection matrix is given by P̂[i](l) = U
[i]
r (l) ·U[i]

r (l)H .
The matrix U

[i]
r (l) is composed of the first r dominant eigen

vectors in C
[i]

ĥ
(l), referred to as the sample covariance matrix

of ĥ for the last LMB bursts, as detailed in [10]:

C
[i]

ĥ
(l) =

1

LMB

{
ĥ
[i]
SB(l) ĥ

[i]
SB(l)

H

+

l−1∑
j=l−LMB+1

ĥ
[NI ]
SB (j) · ĥ[NI ]

SB (j)H
}
, (49)

where NI denotes the maximum number of iterations. The
number r of dominant eigen vectors may be determined using
the minimum description length (MDL) [11] for the singular
values of C[i]

ĥ
(l).

UDVH = svd
(
C

[i]

ĥ
(l)
)
, (50)

r̂ = arg min
r≤W

MDL {diag(D)|1:r} . (51)

B. Chained Turbo Estimation (CHATES)

Turbo channel estimation can estimate the CIR accurately
even though the TR length is short, since it extends the refer-
ence signal by utilizing the LLR of the transmitted data, fed
back from the decoder. Obviously, a shorter TR is preferable
from the viewpoint of the spectrum efficiency. In practice, the
TR length is designed such that Nt ≥ W to estimate a length
W CIR. With Nt = W , however, the estimation accuracy
is degraded because the input signal to the estimator suffers
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from IBI, as we can observe from the input data range-B as
shown in Fig. 2 when NG1 = NG2 = 0. It should be noted
that we have to use the input data range-B because we can
not estimate the length W CIR with the input data range-
A as shown in Fig. 2, since MEST

t < W when Nt = W ,
where MEST

t denotes the length of the input signal to the
channel estimation with TR. To cope with this problem, we
propose a new turbo channel estimation technique, CHATES,
which performs IBI cancellation for channel estimation. The
proposed technique is based on the concept of CHATUE
and improves the spectrum efficiency without sacrificing the
estimation accuracy. It should be noted, however, the CHATES
can be applied to the transmission format with a CP as well.

The received training sequence in the current burst yt(l) ∈
CNt+W−1 can be described in the same way as that in (1),
as:

yt(l) = Ht(l)st(l) +H′
t(l − 1)s′t(l − 1)

+H′′
t (l)s

′′
t (l) + nt, (52)

where

st(l) = xt(l) ∈ CNt , (53)
s′t(l − 1) = xd(l − 1)|(Nd−Nt+1):Nd

∈ CNt , (54)

and

s′′t (l) = xd(l)|1:Nt ∈ CNt (55)

if NCP = 0. Otherwise, s′′t (l) indicates the data portion
including the CP in the current burst,4 as

s′′t (l) =

[
xd(l)|(Nd−W+1):Nd

xd(l)|1:(Nd−W )

]
∈ CNt . (56)

The matrices Ht(l), H′
t(l − 1) and H′′

t (l) ∈ C(Nt+W−1)×Nt

are defined in the same way as (2), (3) and (4), utilizing CIR
vectors h(l), h(l−1) and h(l), respectively. The noise vector
nt ∈ CNt+W−1 follows CN (0, σ2

n).
We define an IBI cancelled version of the received training

sequence ỹ
[i]
t ∈ CNt+W−1 for the current burst l at i-th

iteration as follows:

ỹ
[i]
t (l) = yt(l)−

{
Ĥ

′[i−1]
t (l − 1) ŝ

′[i−1]
t (l − 1)

+ Ĥ
′′[i−1]
t (l) ŝ

′′[i−1]
t (l)

}
, (57)

where Ĥ
′[i−1]
t (l− 1), ŝ′[i−1]

t (l− 1), Ĥ′′[i−1]
t (l) and ŝ

′′[i−1]
t (l)

are obtained as the result of the (i − 1)−th iteration. We
initialize Ĥ

′[i−1]
t (l−1) = Ĥ

′′[i−1]
t (l) = O and ŝ

′[i−1]
t (l−1) =

ŝ
′′[i−1]
t (l) = 0 for the first iteration (i = 1). For the burst

located at the head of the frame, we may exploit the result ob-
tained at the final NI -th iteration in the previous frame. That is,
Ĥ

′[i−1]
t (l−1) = Ĥ

′[NI ]
t (l−1) and ŝ

′[i−1]
t (l−1) = ŝ

′[NI ]
t (l−1),

for any i when l = 1 + (f − 1)NB with f being the frame
number. It is expected that CHATES with the single burst

4In the case of Nd = W , s′′t (l) is defined as the CP section only: s′′t (l) =
xd(l)|(Nd−W+1):Nd

.

channel estimation (58) using (57), (59) and (60) improves
the estimation accuracy:

ˆ̃
h
[i]
SB(l) = R̃

[i]
XX(l)−1 R̃

[i]
XY(l), (58)

R̃
[i]
XX(l) = X̃t(l)

H X̃t(l) + γ[i−1](l) X̂
[i−1]
d (l)H X̂

[i−1]
d (l),

(59)

R̃
[i]
XY(l) = X̃t(l)

H ỹ
[i]
t (l) + γ[i−1](l) X̂

[i−1]
d (l)H yd(l),

(60)

where X̃t(l) ∈ C(Nt+W−1)×W is a Toeplitz matrix whose first
column vector is [xT

t (l), 01×W−1]
T . CHATES with multi-

burst channel estimation can be also implemented with the
length of training sequence Nt = W .

The CHATES differs from the conventional channel esti-
mation techniques in the sense that CHATES performs IBI
cancellation (57) while the conventional techniques [10] do
not. It should be noted that the computational complexity
order of CHATES is equivalent to that of the counterpart
of the conventional technique. Because IBI cancellation (57)
requires O(W 2 + WNt) which is less than the complexity
order O(NdW

2) for the channel estimation part of (58). On
the other hand, the conventional technique (45) also requires
the complexity order O(NdW

2). Therefore, the computational
order for (58) is, dominated by the channel estimation part,
O(NdW

2) which is equivalent to that of (45), when W =
Nt ≪ Nd.

V. SIMULATIONS

This section describes results of computer simulations
conducted to verify the feasibility and effectiveness of the
proposed techniques. To make fair comparison, account is
taken of the spectrum efficiency η of the structure of the burst
format, with which the average SNR used in the simulations is
connected to the average energy per bit to noise density ratio
(Eb/N0), as

SNR = η · Eb/N0, (61)

η = Rc ·Mb ·
Nd

K
, (62)

where the modulation multiplicity Mb = 1 for BPSK.
The parameters used in the following simulations are de-

tailed in Table I. The Burst Format 1 is used for both
CHATUE1 and CHATUE2, whereas Burst Format 2 is used for
TEQ-CP. In the CHATUE algorithms, a data frame encoded
by a convolutional code (g1, g2) = (7, 5)8 with code rate
Rc = 1/2 was divided into NB = 10 bursts. The information
bits in TEQ-CP, the length of which is the same as the one in
CHATUE, is encoded with a code with rate Rc = 2/3 derived
from a half rate mother convolutional code (g1, g2) = (7, 5)8
by puncturing with a puncturing matrix of

Px =

[
1 1
1 0

]
. (63)

It should be noted the spectrum efficiency is η = 0.4 in both
Burst Format 1 for CHATUE algorithms and Burst Format 2
for TEQ-CP. Thereby, the following comparisons are fair.
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TABLE I
BURST FORMATS.

Format No. Nt NG1 NCP Nd NG2 Rc η
1 64 0 0 256 0 1/2 0.4
2 64 0 64 192 0 2/3 0.4
3 64 64 0 256 64 1/2 0.29

A. EXIT Analysis

This subsection shows the results of convergence prop-
erty analysis of CHATUE2 using EXIT charts. Burst Format
1 described in Table I was used for both CHATUE1 and
CHATUE2, whereas Burst Format 2 was used for TEQ-CP.

Fig. 3 shows EXIT curves of CHATUE1 and CHATUE2 as
well as TEQ-CP. The equalizer’s EXIT curves were obtained,
in all the system setups tested, for a 64-path frequency
selective Rayleigh fading channel realization with average
SNR = 2.4 dB. Ideal channel estimation is assumed. The
mutual information (MI) IeEQU between the LLR λe

EQU (23)
and the coded bits input to the symbol mapper cM is defined
by

IeEQU = I(λe
EQU ; cM )

=
1

2

∑
m=±1

∫ +∞

−∞
Pr(λe

EQU |m) log2
Pr(λe

EQU |m)

Pr(λe
EQU )

dλe
EQU ,

where Pr(λe
EQU |m) is the conditional probability density of

λe
EQU given m = 1− 2cM [9].
It is found from Fig. 3 that the equalizer’s EXIT curve of

CHATUE1 is located below the TEQ-CP’s EXIT curve over
entire value range of a priori mutual information IaEQU . This is
because of the noise enhancement described in Section III-D.
In contrast, CHATUE2 improves IeEQU and achieves almost the
same point as that with TEQ-CP when IaEQU = 1, although
its left most point at IaEQU = 0 is almost the same as that of
CHATUE1. This observation verifies the asymptotic perfect
elimination of the noise enhancement with the CHATUE2
algorithm.

A trajectory of turbo equalization with CHATUE2 is also
presented in Fig. 3. The trajectory reaches a point very close
to IeDEC = 1 without intersection in the channel realization
used and hence the MI between the a posteriori LLR of
decoder λp

DEC and the binary source information approaches
1. This is because of two reasons: 1) CHATUE2 improves
the equalizer’s EXIT curve by eliminating the noise enhance-
ment; 2) CHATUE algorithms allows us to use a lower rate
code by utilizing the time duration allocated for CP. On the
other hand, the EXIT curves of CHATUE1 and TEQ-CP has
the intersection at (0.98, 0.8) and (0.92, 0.85), respectively.
Thereby the trajectories of CHATUE1 and TEQ-CP can rarely
approach points very close to IeDEC = 1 for a SNR of 2.4 dB,
although they are not presented in Fig. 3 to avoid too dense
a representation. This is because CHATUE1 incurs the noise
enhancement at the equalizer output or TEQ-CP can not use
a lower rate code with the same spectrum efficiency due to
CP-transmission.
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Fig. 3. EXIT charts and trajectory of iterative processing over a 64-path
Rayleigh fading at average SNR = 2.4 dB.

B. Performance of CHATES

This subsection presents results of simulations conducted to
verify the channel estimation accuracy improvement achieved
by the proposed joint IBI cancellation and channel estimation
technique, CHATES. The two transmission formats, Burst
Format 1 and 3 described in Table I were assumed because of
the reasons as follows: Burst Format 1, which can cause IBI in
the TR section, is used to verify the proposed IBI cancellation
technique; Burst Format 3 has guard intervals on both the
sides in time of TR such that the TR section does not suffer
from IBI due to the neighboring data sections. The reason
for presenting the simulation result with Burst Format 3 is
to provide a basis for the performance comparison of the IBI
cancellation, although its spectrum efficiency is less than that
of Burst Format 1. The parameter LMB of MB ML was set
at 300.

Fig. 4 shows the MSE of the channel estimate with
CHATUE2 in a six path fading channel realization based on
the pedestrian-B model [12] with a 3 km/h (PB3) mobility
assumption. The path positions are at {0, 3, 12, 18, 34.5, 55.5}
symbol timings assuming that a transmission bandwidth of 15
MHz. We have −4 dB ≤ SNR ≤ 16 dB which corresponds
to 0 dB ≤ Eb/N0 ≤ 20 dB with Burst Format 1. It is found
that CHATES, with six iterations, asymptotically achieves the
equivalent MSE to the analytical accuracy bound of MB ML
with LMB → ∞ [10], given by

MSECRB(σn) =
r

Mest
t +Mest

d

σ2
n, (64)

where r is the number of dominant paths. Mest
t and Mest

d

indicate the length of the input data to MB ML for the training
and the data section, respectively. Note that the bound (64) is
equivalent to the CRB as described in [10]. Without the IBI
cancellation technique, the estimation accuracy degrades due
to IBI even after six iterations are performed.



9

� � � � � �� �� �� �� �������������������������

����������	
� ��
�

�
�
�
��
�
�
��
	



�������
�������
������

��������
�������
������

���������������	
��
������

�����	



��������������������	
��

���
������ ���	�
 ���� ���	�
����� ���	�

Fig. 5. BER for 1-path static AWGN vs. Average BER in PB3 with 6 iterations: The spectrum efficiency is fixed to η = 0.4. CHATUE1 and CHATUE2
use Burst Format 1, whereas TEQ-CP uses Burst Format 2.

� � �� ��
��

��
��

��
��

��
��

��
��

�

�����	�
��

����

�
�
�
��
�
�
��

	



�����
������
��
������
��
�� �!

�����
������
��
��"��"�#�"�$
�� �!

�����
������
%�
��"��"�#�"�$
�� �!

Fig. 4. Average MSE of ĥ in PB3 with 6 iterations.

C. BER performance

This subsection presents the BER performance of
CHATUE2, in comparison to CHATUE1 and TEQ-CP. Burst
Format 1 described in Table I was used for both CHATUE1
and 2, whereas Burst Format 2 was used for TEQ-CP.

In Fig. 5, the BER performance of turbo equalization for a
single path static AWGN channel are presented, even though
equalization is not needed in single path channels. This is
because the purpose of showing the BER performance with
the known channel is to make a baseline comparison of the
techniques: CHATUE1, 2 and TEQ-CP. For reference, the
BER performance of BCJR decoders with the parameters
mentioned above are also presented. The BER with TEQ-
CP is the same as that with a) BCJR decoder (Rc = 2/3)
used in TEQ-CP, as shown in Fig. 5. However, the BER
with CHATUE1 is degraded compared to c) BCJR decoder
(Rc = 1/2) due to the noise enhancement described in Section
III-D. The BER with CHATUE1 is identical to that with b)
BCJR decoder (Rc = 1/2) with the noise enhancement to its
input before interleaving.5 The noise enhancement localized
in the L symbols is not uniformly distributed over a frame
even after interleaving and hence it degrades the performance
of a BCJR decoder more than expected (0.97 dB), as shown
in (30). The BER with CHATUE2, on the other hand, achieves
exactly the same as that with c) BCJR decoder (Rc = 1/2),
in the same way as for TEQ-CP. It should be noted that the

5The noise power of input signal to the BCJR decoder b) is intentionally
enhanced to reproduce the noise enhancement problem incurred by CHATUE1.
The noise power of the input signal to the BCJR decoder b) is increased to
2σ2

n for the first L bits. The BCJR decoder b) decodes the noise enhanced
input signal following interleaving. The BCJR decoder b) itself is the same
as BCJR decoder c).
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proposed CHATUE2 can fully exploit the time duration made
available by eliminating the CP, which allows for the use of
a lower rate code (Rc = 1/2) when the channel estimate is
accurate enough.

Fig. 5 also shows the BER performance of turbo equaliza-
tion for PB3 with CHATES using MB ML and ideal channel
estimation. CHATUE2 with ideal channel estimation improves
the BER over CHATUE1 by 0.5 dB at BER = 10−5 since the
proposed technique with the composite replica improves the
SNR at the equalizer output. CHATUE2 with ideal channel
estimation achieves a gain of about 1.5 dB over TEQ-CP at
BER = 10−5 because the CHATUE algorithms allows for the
use of lower rate codes.

To verify the applicability of the proposed technique in
realistic scenarios, we then present results of verification
simulations conducted using channel sounding measurement
data. The measurement campaign took place at the court yard
of Technical University of Ilmenau in Germany. The RUSK
channel sounder [13] was used for the measurement campaign.
The channel impulse response data shows, as observed in
[14], that the peak position varies quite frequently, which,
does not happen with the model-based simulations such as
the PB3 channel model. The channel obtained in the field
measurement has up to 45 symbols of ISI. Average power
control was assumed. The sounder’s transmitter moved at
a pedestrian speed. Fig. 6 shows the BER performance in
this propagation scenario. The parameters related to the burst
format and the receiver’s algorithm were set at the same values
as that in the verification in PB3. CHATUE2 with ideal channel
estimation achieves a gain of 0.5 dB over CHATUE1, and a
gain of at least 1 dB than TEQ-CP at BER = 10−5. With
CHATES using MB ML, CHATUE2 outperforms CHATUE1
and requires 1 dB lower Eb/N0 to achieve BER = 10−5 than
TEQ-CP. It should be noted that the approximation (31) does
not cause any numerical instability, even with estimated CIR,
as we identified in Figs. 5 and 6.

VI. CONCLUSIONS

The primary objective of this paper has been to provide
solutions to the problems inherent in chained turbo equaliza-
tion techniques, which are: 1) the latency due to the time-
concatenation of equalization, and 2) the noise enhancement
at the equalizer output. This paper showed that Problem 1) can
easily be solved with a practical and reasonable assumption
that the training sequence is transmitted in every burst. To
cope with Problem 2), this paper proposed chained turbo
equalization version 2, CHATUE2. Since CHATUE2 utilizes
the composite replica to retrieve the circulant structure of the
channel matrix in the received signal, CHATUE2 improves the
equalizer output SNR to the same level as that with TEQ-CP.

Furthermore, this paper proposed a new IBI cancellation
technique for channel estimation, chained turbo estimation
(CHATES), that improves spectrum efficiency without sac-
rificing estimation accuracy. CHATES can be applied to
CHATUE1, CHATUE2 and TEQ-CP, although CHATES inher-
its the CHATUE concept in the sense that the cancellation of
IBI occurring in the TR section utilizes the LLR of transmitted
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Fig. 6. Average BER using Measurement Data with 6 iterations: The
spectrum efficiency is fixed to η = 0.4. CHATUE1 and CHATUE2 use Burst
Format 1, whereas TEQ-CP uses Burst Format 2.

data, fed back from the decoder, not only in the current but
also in the past bursts.

The results of computer simulations showed that CHATES
achieves asymptotically equivalent estimation accuracy to the
CRB with a short training sequence, the length of which is
equal to the length of channel impulse response. Results of
BER simulations were also presented in this paper to demon-
strate the effectiveness of the proposed technique in realistic
scenarios based on measurement data, as well as in model-
based frequency selective fading channels. The simulation
results showed that CHATUE2 further improves the BER over
CHATUE1 and achieves a gain of more than 1 dB over TEQ-
CP at BER = 10−5, when the same spectrum efficiency is
assumed for the equalization techniques.

APPENDIX

A. Derivation of the asymptotic mean (24)

Assuming that E[||ŝ(l)||2] → 1 after enough iterations, the
noise covariance matrix (12) converges to

Ω(l) → σ2
n

Nd + L

Nd
INd

. (65)

Hence, the equation (16) converges to

Γ(l) → Nd

(Nd + L)σ2
n

INd
, (66)

under the assumption E[||ĥ(l)||2] = E[||h(l)||2] = 1. The
asymptotic mean (24) is reduced by substituting (65), (66)
and Ŝ(l) → INd

into (21).
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