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Abstract—Data inherently including memory can be com-
pressed using either equal or variable length coding. This paper
proposes a novel method to compress the data with memory
by using equal length code words while maintaining the error
correction capability. The main drawback of variable length
coding (VLC) is that because of the boundary problem, it is very
sensitive to errors, which results in many cases in long burst
errors due to error propagation. However, VLC is optimal in
the sense of minimizing the expected length of the codeword.
To reduce the compression rate using equal length code, a
technique called multiple label mapping (MLM) is employed in
this paper. Furthermore, MLM is extended with a fine tuning
block to achieve compression rates as close to the Shannon
limit as possible. Simulation results for symbol error rate (SER)
evaluation as well as EXIT analysis indicate that the proposed
technique can achieve compression rates very close to the VLC
performance while maintaining the error correction capability.
Furthermore, it is shown that the SER performance of the
proposed joint source-channel coding scheme is very close to
the Shannon limit.

I. INTRODUCTION

Lossless source codes, e.g., Huffman codes [1] or arithmetic
codes [2], can compress data very efficiently, and reach very
close to the theoretical limit of the compression rate, i.e.,
the entropy of the source. However, Huffman and arithmetic
codes utilizes the appearance probabilities of the symbols
to be encoded, and thereby the code words have different
lengths, depending on the appearance probabilities of the
source symbols. The codes of this category is referred to as
variable length entropy encoding. However, the main drawback
of variable length coding (VLC) is that because of boundary
problems, it is very sensitive to the bit errors happening in the
channel, which results in many cases in long burst errors due
to error propagation.

Shannon’s source-channel separation theorem states that as
long as the entropy of the source is less than the channel
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capacity, there exists a separable source and channel coding
(SCC) scheme which allows transmission over the channel
with an arbitrarily low probability of error. However, this
theorem assumes that the source can be treated as a stationary
stochastic process which satisfies the asymptotic equipartition
property (AEP). Moreover, Shannon’s source compression
limit assumes the use of infinitely long sequences.

The mobile access of multimedia data, such as video and
audio, is one of the key applications in the current and future
generation wireless communications. In such applications,
source compression is usually performed using well estab-
lished techniques, which, in order to achieve high compres-
sion gains, often employ VLC. In delay- and/or complexity-
constrained transmission scenarios, joint optimization of SCC
techniques are often more advantageous than the classical
separation based source and channel encoding techniques.
Hence, joint SCC (JSCC) schemes has been a core issue during
the past several decades [3], [4].

In many approaches to JSCC, the implicit residual source
redundancy after source encoding is additionally used for
error protection in the decoder. This is useful to reduce the
bandwidth and latency for the overall transmission system
because very powerful forward error correction coding (FEC),
requiring heavy computational burden for decoding, is not
necessary [5]. Hagenauer [3] proposes JSCC by combining the
trellis diagrams of the source model and the channel code for
Viterbi decoding. In [6], [7], residual redundancy of the source
is used in JSCC by exploiting the memory structure of hidden
Markov models (HMMs). Recently, a technique called over-
complete source-mapping is proposed for joint optimization
of iterative source and channel decoding (SCD) in [8]. VLC
is employed on JSCC in [5], [9]. A combined utilization of
JSCC and SCD for multiple correlated sources is investigated
in [10]-[12].

Conventional source coding under a distortion constraint
and channel coding under resource constraints of the chan-
nels, such as power and/or spectrum availability, have long
been considered as information-theoretic duals of each other,
starting from Shannon’s 1959 paper [13]. In [14], an exact



characterization of the Shannon duality between data trans-
mission and compression through Lagrange duality in convex
optimization is provided. This suggests that excellent channel
codes may also be excellent source codes. Garcia-Frias et al.
proposes the use of punctured turbo codes for compression
of binary sources in [15]. Since then, a lot of work has been
conducted related to the utilization of channel codes in source
compression. For example in [16]-[22] channel codes are
applied in source compression by puncturing, i.e., eliminating
bits after the channel encoder.

In this paper, a novel method to remove the error propaga-
tion problem in source coding without imposing information
loss is proposed. The idea of multiple label mapping (MLM)
[23] is extended by introducing a fine tuning (FT) block, which
allows the proposed technique to achieve compression rates
arbitrarily close to the limit. FT consists of variable nodes
[24], which enable redundancy increment, and check nodes
[24], which enable redundancy decrement. Furthermore, an
accumulator (ACC), i.e., rate one recursive convolutional code
[25] with polynomial 1/(1 4+ D), is employed before MLM
to make the binary bit appearance probabilities equal. The bit
appearance has to be equiprobable in order to produce entropy
achieving equal length codes. In this paper, the combined
block of ACC, FT and MLM is referred to as FI-MLM
for notational convenience. Usually, entropy achieving source
codes employ VLC, but in contrast to the previous work, FT-
MLM uses equal length code words, and hence no code word
boundary problem occurs. FI-MLM is actually a form of joint
source-channel coding because it can tolerate and even correct
errors by utilizing the memory structure of the source in the
joint decoding process.

Determining the labeling map of MLM has a crucial role
on the performance of the proposed scheme. Adaptive binary
switching algorithm (ABSA) [26] is employed for finding
the most suitable mapping rule for MLM. It utilizes binary
switching algorithm (BSA) [27] with constraints on extrinsic
mutual information provided by outer decoder representing
the memory structure of the source. The outer decoder in this
paper is BCJR decoder [28] of the source, which allows the
exploitation of the correlation of a Markov source.

The rest of this paper is organized as follows. The whole
system model as well as detailed description of FI-MLM is
presented in Section II. In Section III, a cost function for
ABSA is derived for finding the most suitable mapping rule
for MLM. Numerical results are given in Section IV. Section
V concludes the paper with some concluding statements.

II. SYSTEM MODEL

Fig. 1 presents a block diagram of the system considered in
this paper. A binary transition emitting Markov (TEM) source
is assumed in this paper, however, extension to non-binary
TEM within the same theoretical framework is straightforward.
In Fig. 1, source parameters p and g are the state transition
probabilities; the state changes from Sy to S; with probability
p and from S; to Sy with probability g. At every state
transition, the source emits a symbol comprised of two bits.
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Fig. 1. The block diagram of the system model.

The bit sequence c; emitted from the Markov source is
passed through the random interleaver II;, which shuffles the
bits randomly and breaks the memory of the TEM source.
After II; the corresponding bit sequence uo 1,u22,...,Us, L,
is compressed by FT-MLM, resulting in compressed sequence
€2,1,C€2,2,---,C2 R,1, Where R is the compression rate of the
FT-MLM algorithm. The compressed sequence is modulated
with binary phase shift keying (BPSK), resulting a symbol
sequence e and sent through an additive white Gaussian noise
(AWGN) channel. The receiver receives the noisy bit sequence
g; = €j +n;, j =1,2...,RL, where e; € {—1,1} is
the transmitted sequence and n; € R is zero mean AWGN
component with variance 2. In the receiver, the channel
values are converted to LLRs and the inverse operation of
FT-MLM, referred as De-FT-MLM is performed. De-FT-
MLM produces extrinsic LLR sequence FE(us), which is
deinterleaved and provided to the BCJR source decoder as
a priori information A(cq). The BCIR decoder exploits the
memory structure of the source and produces the extrinsic
LLRs F(cy), which are interleaved and fed back to De-FT-
MLM as a priori information A(us). Since iterative structure
is employed, matching of the mutual information transfer
characteristics between the constituent soft input / soft output
(SISO) decoders plays crucial roles to achieve arbitrary low
SER as well as to minimize the bit rate after compression.

A. Fine Tuned Multiple Label Mapping

The block diagram of FT-MLM is shown in Fig. 2. First,
the incoming bit sequence uy is passed through ACC which
makes the bit appearance probabilities equal and hence, allows
us to design entropy achieving equal length codes. Proof for
equal bit appearance probabilities after ACC is given in [29].
ACC produces a bit sequence ¢4 which is interleaved and
compressed by using MLM with a compression rate RM-M,
This is defined as

RY™ = arg (éggg),{l(RE“M)’ — R}, e
where (RY™)" e {(R™™)}}, j = 1,2,...,0, are the
compression rates achieved with MLM' and R, is the final
target compression rate of the system. In (1), we just take the
(RMIM)’“which is closest to a given Rs. MLM produces a bit

I'To achieve all compression rates with MLM one needs to determine infinite
number of mapping schemes, such as it used in extended mapping [23]. For
practical purposes we can choose fixed number of compression rates in the
range from O to 1.
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Fig. 2. Block diagram of FT-MLM.

sequence c¥™ which is followed by interleaver II3 resulting

in a bit sequence ub’, which is input to the FT block.

After MLM, the data may still have some redundancy, or the
rate after the compression may be excessively low compared
with the target compression rate Rs. FT is used to make the
subtle adjustment of the rate such that the compression rate,
as a whole, becomes as close to the entropy as possible:
on one hand, when incremental redundancy is needed, FT
works as a variable node encoder (VNE) [24] with the average
variable node degree dy; on the other hand, when the objective
is to decrease the redundancy, FT works as a check node
encoder (CNE) [24] with the average check node degree d..
The compression rate of the FT block is now given by

Ry

FT __
R = T )

If RFT < 1 FT is CNE and d, = % The check node degrees
are specified as follows: let D, be the number of different
check node degrees, and denote their degrees by d.;, 1 =

1,...,D.. The average check node degree is calculated as
[24]
Dc
de =" acde, 3)

where a.; is the fraction of nodes having degree qu Since
some of the check nodes has to have degree 1 [30], let czc,l =
1. Otherwise, the convergence does not start, because there is
zero a priori information to be provided to the De-MLM. The
fraction a.1 € [0,1] can be chosen arbitrarily, however, it is
reasonable to set a.; at a relatively small value because it only
determines the left-most point in the EXIT curve of FT. Given
dc,1 and ac 1, one has to choose D, > 3 in order to achieve
arbitrary compression rate. In order to keep the complexity
smallest, we choose D. = 3. Moreover, czc,g is chosen to be
the smallest integer satisfying ac 1 + (1 — ac71)d073 >d., ie.,

3 Ec - WY
dew = [T, )
— Qc,1
where [-] indicates the smallest integer larger than its argu-
ment. To achieve a desired value of d., let dc» = dc 3 — 1.
With (3) and 37 ac; =1,
Gc2 = Ac,1 + (1 - ac,l)czc,?) - Ec; )
and
Gc,3 = 1- Qe 1 — Q¢ 2- (6)

have to be satisfied.

If RFT > 1 FT is VNE and d, = RIT. The procedure
for choosing the check node degrees and their distribution can
also be used in determining the variable node degrees and their

distribution. It should be noticed that if the equality RFT =1
holds, there is no need to use FT.

III. MAPPING RULE OPTIMIZATION

Determining the labeling map of MLM has a significant
impact on the performance of the proposed scheme. We use
ABSA to determine the labeling map. Initially, BSA was
introduced for index optimization in vector quantization [27].
In [31], BSA was applied for finding the most suitable index
assignments to arbitrary, high order signal constellations. How-
ever, BSA aims to find the optimal mapping pattern assuming
that full a priori information is available. ABSA extends the
BSA’s optimization criterion such that a priori information
is partially available. Moreover, it introduces a weight vector
that takes into account which part of the demapper EXIT
curve should be modified to achieve the desired result. EXIT
constrained BSA (EBSA) [32] further extends the idea by
introducing a constraint € which controls the gap between the
two EXIT curves. Fundamental difference between EBSA and
ABSA is that EBSA aims to minimize the gap between the
two EXIT curves while ABSA only aims to push upwards the
demapper EXIT curve. Hence, ABSA makes the convergence
to the target MI point possible, given the decoder curve. In
EBSA, code parameter optimization follows the BSA process,
which means that the both decoder and demapper curves are
changed wit the aim of rate loss minimization. In this paper,
fixed decoder curve is assumed and hence, ABSA is used for
labeling optimization.

Let lmap denote the length of the labeling map and let
the cost of the labeling be denoted by Z;,, where l,, =
0,1,...,lnap — 1 is the number of known bits. Let u; € U,
i = 1,2,...,2 be the input binary vector and s; € S,
i =1,2,...,n be the code word in MLM. The length of a
binary code word is m = log, n. Let Prob(s, — §,) denote
the pair-wise probability that the code word §, is chosen
instead of the transmitted code word s,. In order to calculate
the Euclidean distance between the code words, the following
transformation is performed:

Vi = N(Sk,i) = 25k, — 1, @)

Vi=1,2,...,m and Vk = 1,2,...,n, where s ; is the i*"
element of the code word s;. Now -y is located in the n-
dimensional space V, of which coordinates are the elements
of 7. The labeling cost can now be expressed as

1

Zy, = Olinap—1Qlumap—lap— 1

ap

lmap
lmap

ST ST eap(—SNReln(s) — n(3)[3). )

v=1 s|u,=0§|h,=1

where the function 7)(s) returns the point « in the space V
and v denotes the v*"* bit of an input word for MLM. SN Rgr
denotes the signal to noise power ratio (SNR) after FT decoder.
If RIT > 1,

SNRgr = dy - SN R, )



where SN Ry, is the channel SNR. If RIT < 1, the standard
deviation of the LLRs provided by the channel is calculated

as
Och — \/4~SNRCh. (10)

The extrinsic information provided by check node decoder
(CND) can be calculated as [24]

Ipgy =1-J (\/E- J(1 - JA(g))) .

where 1 4(g) is the MI provided by the channel and J(-) is the
so called J-function detailed for example in [33]. In this paper
the J-function and its inverse J~! is calculated according to
[34]. Now, the SNR after FT can be written as

(" (Up(us)))?
7 :

Mapping rule which enables the convergence can be found by
performing ABSA with the cost function (8).

SN Rpr = 12)

IV. SIMULATION RESULTS

In this section, the performance of the proposed method is
evaluated through simulations. For FT, a.; = 0.1 was used in
the simulations. The block length was set at L = 18000 for
convergence property evaluations through EXIT analysis, and
L = 250000 for the trajectory and SER simulations.

We use the ABSA algorithm with a cost function derived
in Section III to enable the convergence of the system. An
example is shown in Fig. 3. If the labeling is optimized
only with full a priori information the EXIT curves intersect.
However, ABSA lifts up the parts of the De-FI-MLM curve
under the BCJR curve, and thereby the intersection can be
avoided.

SER results for the same parameters as in Fig. 3 is presented
in Fig. 4. The labeling pattern is optimized for Ey, /Ny = —1.5
dB. It can be seen that our technique achieves SER< 10~
about 2.9 dB away in Ej,/Ny from the Shannon limit.

Fig. 5 shows the EXIT behavior of the system with a
parameter set p = 0.1549, ¢ = 0.9121, Ry = 0.4970, and
lmap = 4 optimized for E,/Ny = —2.4 dB. It can be seen
that the trajectory cannot reach the convergence point when
Ey /Ny = —2.4 dB due to the too small gap between the EXIT
curves. However, as it can be seen in Fig. 6 the convergence
threshold is between -2.1 dB and -2 dB.

V. CONCLUSIONS

In this paper a near capacity achieving joint source-channel
coding (JSCC) scheme by using iterative decoding has been
proposed for binary Markov source. A new compression tech-
nique, fine tuned multiple label mapping (FT-MLM) technique,
was proposed which produces equal length code words. This
completely avoids the error propagation problem which, with
VLC, is likely to happen due to code word synchronization
error.

A conclusion of [23] was that in theory the MLM can
achieve the entropy of the source, if probability grouping is
performed so that the appearance probability of each code
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Rs = 0.4970, and lmap = 4 optimized for Ey/No = —2.4 dB.

word after MLM is equal. In this paper, accumulator (ACC)
is used to equalize the appearance probabilities of the code
words. It was also indicated in [23] that the most crucial
process of MLM is to find the best grouping of the source
alphabet for a given source model. This problem has been
solved in this paper by using the adaptive binary switching
algorithm (ABSA). MLM can also be applied for quantization
which is, however, left as future study.
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