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# How to Enhance the Security on the Least Significant Bit 

Atsuko Miyaji ${ }^{\star}$ and Yiren Mo<br>Japan Advanced Institute of Science and Technology<br>miyaji@jaist.ac.jp


#### Abstract

Scalar multiplication, which computes $d P$ for a given point $P$ and a scalar $d$, is the dominant computation part of Elliptic Curve Cryptosystems (ECC). Recently, Side Channel Attacks (SCA) on scalar multiplication have become real threats. This is why secure and efficient scalar multiplication is important for ECC, and many countermeasures have been proposed so far. The Montgomery Ladder and the Regular right-toleft algorithm are the simplest and the most elegant algorithms. However, they are vulnerable to an SCA on the Least Significant Bit (LSB). In this paper, we investigate how to enhance the LSB security without spoiling the original features of simplicity. Our elegant techniques make the previous schemes secure against the SCA on LSB, while maintaining original performances.
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## 1 Introduction

The Elliptic Curve Cryptosystem (ECC), which uses a group of rational points of an elliptic curve over a finite field, was independently proposed by Miller and Koblitz in the mid 1980s. The security of ECC is based on the Elliptic Curve Discrete Logarithm Problem (ECDLP) and the scalar multiplication, which computes $d P$ for a given point $P$ and a scalar $d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>0)$, is the dominant computation part of ECC. The simplest scalar multiplication is the so-called binary algorithm. The ECC has been attracting the attention of various applications on small devices because the ECC yield security with a compact memory and little computational cost. Especially, for the use of smart card, the ECC needs to be resistant to side channel attacks on scalar multiplication, such as Simple Power Analysis (SPA)[16], Differential Power Analysis (DPA)[16], Zero-value Point Attack (ZPA)[1], Refined Power Analysis (RPA)[7], Safe-Error Attack (SEA)[25], and etc.; and must still work with a compact memory and little computational cost. To address these two issues, many scalar multiplications have been proposed so far. However, there is still room for improvement from the viewpoint of security, memory amount, and computational cost.

[^0]Let us review some previous results on right-to-left algorithms. The regular right-to-left algorithm [12] is secure against both SPA and SEA, while it works without extra computation and just repeats both doubling and additions. This is a simple and elegant algorithm. However, it unfortunately does not work regularly for an arbitrary scalar, and needs a special treatment to force the parity of $d$, that is, $d_{0}$ to be an odd number. In fact, not only the right-to-left algorithm but also other right-to-left algorithms (Algorithms 1 and 3 in [11]) do not work regularly for an arbitrary scalar. Two other right-to-left algorithms (Algorithms $1^{\prime}$ and 2 in [11]) work for an arbitrary $d$, but they are vulnerable to SEA. In a sense, those right-to-left algorithms fail to achieve the security on the Least Significant Bit (LSB), which is called LSB security in this paper. The typical special treatments are: computing $\left(d-d_{0}+1\right) P$ and subtracting $P$ at the end; or adding an appropriate multiple of ord $(P)$ to $d$. The former method needs one additional subtraction at the end, and the latter method is useful for only scalars $d \ll \operatorname{ord}(P)$. Those special treatments seem to be rather exaggerated and spoil the simplicity of regular right-to-left algorithm. The problem is just on the LSB security, but is nevertheless unavoidable to execute any $d$.

On the other hand, from the viewpoint of countermeasure to ZPA, a Random-Initial-Point algorithm (RIP), which works regularly in the right-to-left way, was proposed in [10]. It is called IIT-RIP in this paper. RIP in the left-to-right way was proposed in [19], which is called MMM-RIP in this paper. Both algorithms enhance the security by just repeating both doubling and additions, without extra computation. In a sense, both IIT-RIP and MMM-RIP are also elegant and simple. Compared with MMM-RIP resistant to both SEA and ZPA, IITRIP, however, is vulnerable to SEA and needs one more register of points than MMM-RIP, although it is secure against ZPA. In order to enhance the security to SEA, error detection steps are introduced in $[2,13]$. These, however, need additional steps, and, thus, spoils the original simplicity.

Next, let us review some previous results on left-to-right algorithms. The Montgomery Ladder [23] works regularly in the right-to-left way with only 2 registers of points. However, it is vulnerable to SEA, and leaks LSB (See Alg. 7 in Section 2.5). The signed-digit algorithm proposed in [9] can also work regularly in the left-and-right way with only 2 registers of points in the same way as the Montgomery Ladder. The signed-digit algorithm is secure against SEA, but it is not available for even $d$. There is room for improvement for both the Montgomery Ladder and the signed-digit algorithm from the viewpoint of security and availability.

In this paper, we improve the right-to-left and left-to-right algorithms from the viewpoint of security, memory amount, computational cost, and availability. First, we improve Joye's regular right-to-left algorithm to work for an arbitrary scalar $d$, while maintaining the same memory amount as the original. In this paper, our improved algorithm is called the subtracting-doubling algorithm. Next, we improve the IIT-RIP from the viewpoint of security and memory amount. Our improved algorithm can reduce one register of points from the IIT-RIP, and security is further enhanced. Then, we improve the Montgomery

Ladder to be secure against SEA for an arbitrary scalar $d$, while maintaining the same memory amount as the original algorithm. Finally, we improve the signed-digit algorithm to work for an arbitrary scalar $d$ with only 2 registers of points in the same way as the original.

This paper consists of 6 sections. Section 2 describes some known side channel attacks and the previous right-to-left and left-to-right algorithms. Section 3 presents two new right-to-left algorithms, which improve the IIT-RIP or Joye's regular right-to-left algorithms. Section 4 presents two new left-to-right algorithms, which improve the Montgomery Ladder or the signed-digit algorithm. Section 5 compares our proposed algorithms with the previous algorithms [10, $12,23,9]$. Section 6 concludes this paper.

## 2 Previous Results

### 2.1 Elliptic curve, coordinate system, and scalar multiplication

We can use several different coordinate systems to represent an elliptic curve. In this work, we assume that an elliptic curve $E$ is defined over $\mathbb{F}_{p}$ with $p>3$, and choose the Jacobian coordinate. Then, an elliptic curve is given by $E: y^{2}=$ $x^{3}+a x+b\left(a, b \in \mathbb{F}_{p}\right)$. The Jacobian coordinate and its variants are described in [5], whose doubling and addition can be slightly improved by changing multiplication to square such as $2 Z_{1} Z_{2}=\left(Z_{1}+Z_{2}\right)^{2}-Z_{1}^{2}-Z_{2}^{2}$. The latest addition and doubling formulae are available from [5], and the latest iterated doubling formulae are presented in [22]. The co-Z addition, ZADDU, deals with points having the same Z-coordinate [21], where $(R, P) \leftarrow \operatorname{ZADDU}(P, Q)$ is defined as: $R \leftarrow P+Q=\left(X_{3}: Y_{3}: Z_{3}\right)$ and $P \leftarrow\left(\lambda^{2} X_{1}: \lambda^{3} Y_{1}: Z_{3}\right)$ with $Z_{3}=\lambda Z_{1}$ for input of $P \leftarrow\left(X_{1}: Y_{1}: Z\right)$ and $Q \leftarrow\left(X_{2}: Y_{2}: Z\right)$. The conjugate addition, which outputs $(P+Q, P-Q)$ from $P$ and $Q[18]$, is further improved to ZADDC by combining the $\operatorname{co}-\mathrm{Z}$ [8], where $(R, S) \leftarrow \operatorname{ZADDC}(P, Q)$ is defined as $R \leftarrow P+Q=\left(X_{3}: Y_{3}: Z_{3}\right)$ and $S \leftarrow\left(\overline{X_{3}}: \overline{Y_{3}}: Z_{3}\right)$ for input of $P \leftarrow\left(X_{1}: Y_{1}: Z\right)$ and $Q \leftarrow\left(X_{2}: Y_{2}: Z\right)$.

Let us summarize the computational cost of the formulae. Here we denote the computational cost of multiplication, square, and inversion over a definition field by $M, S$ and $I$. Then, the costs of the EC point addition, doubling, $k$-iterated doublings, and conjugate addition in Jacobian coordinate are $11 M+5 S, 2 M+8 S$, $(3 k-1) M+(5 k+3) S$ and $12 M+6 S$, respectively. Note that $k$-iterated doublings are used in right-to-left algorithms, and the conjugate addition is used in both right-to-left and left-to-right algorithms. We also give the left-to-right and the right-to-left binary algorithms.

Addition formula (Jacobian coord.)
$U_{1}=X_{1} Z_{2}^{2}, U_{2}=X_{2} Z_{1}^{2}, S_{1}=Y_{1} Z_{2}^{3}, S_{2}=Y_{2} Z_{1}^{3}$
$H=U_{2}-U_{1}, I=(2 H)^{2}, J=H I$,
$R=2\left(S_{2}-S_{1}\right), V=U_{1} I$
$X_{3}=R^{2}-J-2 V, Y_{3}=R\left(V-X_{3}\right)-2 S_{1} J$,
$Z_{3}=\left(\left(Z_{1}+Z_{2}\right)^{2}-Z_{1}^{2}-Z_{2}^{2}\right) H$

Doubling formula (Jacobian coord.)
$S=2\left(\left(X_{1}+Y_{1}^{2}\right)^{2}-X_{1}^{2}-Y_{1}^{4}\right)$,
$M=3 X_{1}^{2}+a Z_{1}^{4}$,
$X_{3}=M^{2}-2 S$,
$Y_{3}=M\left(S-X_{3}\right)-8 Y_{1}^{4}$,
$Z_{3}=\left(Y_{1}+Z_{1}\right)^{2}-Y_{1}^{2}-Z_{1}^{2}$

Iterated Doubling Formulae to compute $2^{k} P$ in Jacobian Coordinate

```
\(Y_{0}^{\prime}=2 Y_{0}, W_{0}=a Z_{0}^{4}, T_{0}=Y_{0}^{\prime 4}, S=\left(\left(X_{0}+Y_{0}^{\prime 2}\right)^{2}-X_{0}^{2}-T_{0}\right), M=3 X_{0}^{2}+W_{0}\)
\(X_{1}=M^{2}-2 S, Y_{1}^{\prime}=2 M\left(S-X_{1}\right)-T_{0}, Z_{1}=\left(\left(Y_{0}^{\prime}+Z_{0}\right)^{2}-Y_{0}^{\prime 2}-Z_{0}^{2}\right) / 2\)
For \(i=1\) to \(k-1:\{\)
    \(W_{i}=W_{i-1} T_{i-1}, T_{i}=Y_{i}^{\prime 4}, S=\left(\left(X_{i}+Y_{i}^{\prime 2}\right)^{2}-X_{i}^{2}-T_{i}\right), M=3 X_{i}^{2}+W_{i}\)
    \(X_{i+1}=M^{2}-2 S, Y_{i+1}^{\prime}=2 M\left(S-X_{i+1}\right)-T_{i}, Z_{i+1}=Y_{i}^{\prime} Z_{i}\)
\}
\(Y_{k}=Y_{k}^{\prime} / 2\)
Conjugate Addition Formulae in Jacobian Coordinate
\(P=\left(X_{1}, Y_{1}, Z_{1}\right), Q=\left(X_{2}, Y_{2}, Z_{2}\right), P+Q=\left(X_{3}, Y_{3}, Z_{3}\right), P-Q=\left(X_{4}, Y_{4}, Z_{4}\right)\)
\(X_{3}=A^{2}-\left(4 B^{3}+8 Z_{2}^{2} X_{1} B^{2}\right), Y_{3}=A\left(Z_{2}^{2} X_{1} B^{2}-X_{3}\right)-Z_{2}^{3} Y_{1} B^{3}, Z_{3}=D B\)
\(X_{4}=C^{2}-\left(4 B^{2}+8 Z_{2}^{2} X_{1} B^{2}\right), Y_{4}=C\left(Z_{2}^{2} X_{1} B^{2}-X_{4}\right)-Z_{2}^{3} Y_{1} B^{3}, Z_{4}=Z_{3}\)
\(A=2\left(Z_{1}^{3} Y_{2}-Z_{2}^{3} Y_{1}\right), B=Z_{1}^{2} X_{2}-Z_{2}^{2} X_{1}, C=-2\left(Z_{1}^{3} Y_{2}+Z_{2}^{3} Y_{1}\right), D=\left(Z_{1}+Z_{2}\right)^{2}-Z_{1}^{2}-Z_{2}^{2}\)
```

```
Algorithm 1 Left-to-Right Binary Alg.
Input: \(P\) and \(d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}=\)
\(d_{\ell-1} d_{\ell-2} \ldots d_{0}\)
Output: \(d P\)
    \(R[0] \leftarrow O, R[1] \leftarrow P\)
    for \(i=\ell-1\) to 0 do
        \(R[0] \leftarrow 2 R[0]\)
        if \(d_{i}=1\) then
            \(R[0] \leftarrow R[0]+R[1]\)
        end if
    end for
    return \(R[0]\)
```

```
Algorithm 2 Right-to-Left Binary Alg.
Input: \(P\) and \(d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}=\)
\(d_{\ell-1} d_{\ell-2} \ldots d_{0}\)
Output: \(d P\)
    \(R[0] \leftarrow O, R[1] \leftarrow P\)
    for \(i=0\) to \(\ell-1\) do
        if \(d_{i}=1\) then
            \(R[0] \leftarrow R[0]+R[1]\)
        end if
        \(R[1] \leftarrow 2 R[1]\)
    end for
    return \(R[0]\)
```


### 2.2 Side Channel Attacks

Side Channel Attacks (SCA) are a type of attack which uses information taken from the physical implementation, such as Timing Analysis Attack [15], Simple Power Analysis (SPA) [16] and Differential Power Analysis (DPA) [16]. These are explained in [4]. Here, we summarize SPA and DPA. SPA observes a suitable side channel, such as the power consumption or electromagnetic emanations, and recovers secret information from the leaked information. In DPA, an attacker not only observes but also statistically analyzes the power consumption of a cryptosystem.

In addition to these attacks, the Doubling Attack, which works only in left-to-right algorithms, is proposed in [24], called DblA in this paper. This is because left-to-right algorithms usually execute in such a way that a return value is doubled and added $P$ when $d_{i}=1$, where $d=\sum_{i=0}^{\ell} 2^{i} d_{i}$ is represented by $d_{\ell-1} d_{\ell-2} \ldots d_{0}$, and $d_{i}$ is the current bit. Right-to-left algorithms usually execute in such a way that $2^{i} P$ is added to a return value when $d_{i}=1$. Here, let us explain how DblA works in left-to-right algorithms. DblA computes $d P$ and $d(2 P)$. If $d_{i}=0$, then the $i^{\text {th }}$-round $R[0]$ in the computation of $d P$ is the same
as the $(i-1)^{\mathrm{th}}$-round $R[0]$ in the computation of $d(2 P)$. In the $(i+1)^{\mathrm{th}}$ round of $d P$ and $i^{\text {th }}$ round of $d(2 P)$, each round executes a doubling. It is possible for an attacker to check whether result values of two doubling operations are the same.

Safe-Error Attack (SEA) timely induces a fault during the execution of an instruction [25], and, deduces whether a target instruction is dummy or not, because an induced error will be a safe-error when the corresponding operation is dummy. Let us explain SEA by taking the double-and-add always algorithm (Algorithm 3) as an example. Suppose that $R[1]$ in Step 4 for $i=i_{0}\left(\ell-1 \leq i_{0} \leq 1\right)$ is attacked. Let $(R[0], R[1], R[2])=(a, b, c)$ in the beginning of Step $i_{0}$. In the case of $\left(d_{i_{0}}, d_{i_{0}-1}\right)=(0, *)$, Algorithm 3 works as Table 1, where N/A means that the value is wrong: $R[1]$ has an error in $i=i_{0}$, while there is no error in either $R[0]$ or $R[2]$. However, the error in $R[1]$ will disappear in Step 4 for $i=i_{0}-1$ by inputting $R[1] \leftarrow R[0]+R[2]$. This is why the error of $R[1]$ for $i=i_{0}$ is a safe-error. In the case of $\left(d_{i_{0}}, d_{i_{0}-1}\right)=(1, *)$, Algorithm 3 works as Table 2: $R$ [1] has an error, where the error in $R[1]$ is copied into $R[0]$ by $R[0] \leftarrow R[1]$ in Step 5 for $i=i_{0}$; and, finally, both $R[0]$ and $R[1]$ have errors in Step 4 for $i=i_{0}-1$. This is why the error of $R[1]$ for $i=i_{0}$ is a real-error. Thus, we can detect $d_{i_{0}}=0$ or 1 ( $\ell-1 \geq i_{0} \geq 1$ ) by using the fact of whether the output value is correct.

Table 1. Safe-Error

| $(i$, Step $)$ | Instruction | Value |
| :--- | :--- | :--- |
| $\left(i_{0}, 3\right)$ | $R[0] \leftarrow 2 R[0]$ | $R[0]=2 a$ |
| $\left(i_{0}, 4\right)$ | $R[1] \leftarrow R[0]+R[2] R[1]=N / A$ |  |
| $\left(i_{0}, 5\right)$ | $R[0] \leftarrow R[0]$ | $R[0]=2 a$ |
| $\left(i_{0}-1,3\right)$ | $R[0] \leftarrow 2 R[0]$ | $R[0]=4 a$ |
| $\left(i_{0}-1,4\right)$ | $R[1] \leftarrow R[0]+R[2]$ | $R[1]=4 a+c$ |
| $\left(i_{0}-1,5\right)$ | $R[*] \leftarrow R[1]$ | $R[0]=4 a$ or $4 a+c$ |

Table 2. Real-Error

| $(i$, Step $)$ | Instruction | Value |
| :--- | :--- | :--- |
| $\left(i_{0}, 3\right)$ | $R[0] \leftarrow 2 R[0]$ | $R[0]=2 a$ |
| $\left(i_{0}, 4\right)$ | $R[1] \leftarrow R[0]+R[2]$ | $R[1]=N / A$ |
| $\left(i_{0}, 5\right)$ | $R[0] \leftarrow R[1]$ | $R[0]=N / A$ |
| $\left(i_{0}-1,3\right) R[0] \leftarrow 2 R[0]$ | $R[0]=N / A$ |  |
| $\left(i_{0}-1,4\right) R[1] \leftarrow R[0]+R[2]$ | $R[1]=N / A$ |  |
| $\left(i_{0}-1,5\right) R[*] \leftarrow R[1]$ | $R[0]=N / A$ |  |

### 2.3 Highly Regular Right-to-Left Scalar Multiplication Algorithm

Joye proposed a highly regular powering ladder [12], whose idea is to use a representation of $d-1$ instead of $d$. The representation of $d-1$ for the binary expansion of $d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}\left(d_{\ell-1}=1\right)$ is given as follows: $d-1=\sum_{i=0}^{\ell-2}\left(d_{i}+1\right) 2^{i}$. This follows easily by regarding -1 as $\overline{1} 11 \ldots 11$. Algorithm 4 shows his regular
right-to-left scalar multiplication algorithm.

```
Algorithm 3 DBL-and-ADD always alg. (L-
R)[6]
Input: \(P\) and \(d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>0)\)
Output: \(d P\)
    \(R[0] \leftarrow P, R[2] \leftarrow P\)
    for \(i=\ell-1\) to 0 do
        \(R[0] \leftarrow 2 R[0]\)
        \(R[1] \leftarrow R[0]+R[2]\)
        \(R[0] \leftarrow R\left[d_{i}\right]\)
    end for
    return \(R[0]\)
```

```
```

Algorithm 4 Regular Right-to-Left alg. [12]

```
```

Algorithm 4 Regular Right-to-Left alg. [12]
Input: $P$ and $d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>1)$
Input: $P$ and $d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>1)$
Output: $d P$
Output: $d P$
$R[1] \leftarrow d_{0} P, R[2] \leftarrow P, R[0] \leftarrow R[2]$
$R[1] \leftarrow d_{0} P, R[2] \leftarrow P, R[0] \leftarrow R[2]$
for $i=1$ to $\ell-2$ do
for $i=1$ to $\ell-2$ do
$R[0] \leftarrow 2 R[0]$
$R[0] \leftarrow 2 R[0]$
$R\left[1+d_{i}\right] \leftarrow R\left[1+d_{i}\right]+R[0]$
$R\left[1+d_{i}\right] \leftarrow R\left[1+d_{i}\right]+R[0]$
end for
end for
$R[0] \leftarrow R[1]+2 R[2]$
$R[0] \leftarrow R[1]+2 R[2]$
return $R[0]$

```
```

    return \(R[0]\)
    ```
```

We should note that if $d_{0}=0$, this algorithm induces an addition to $O$ in the first $i \geq 1$ with $d_{i}=0: R[1] \leftarrow O+R[0]$ in Step 4 , since $R[1]=O$ until the $i$. Thus, Algorithm 4 itself can securely execute only for an odd $d$. In order to enhance the LSB security of $d$, some special treatment, as described in $[12,11]$, is needed to force the parity of $d$ to 1 such as: computing $\left(d-d_{0}+1\right) P$ and subtracting $P$ at the end; or adding an appropriate multiple of $\operatorname{ord}(P)$ to $d$. The former method needs one additional subtraction at the end, and the latter method is useful for only scalars $d \ll \operatorname{ord}(P)$. Those special treatments seem to be rather exaggerated and spoil the simplicity of Algorithm 4. The problem exists only in the LSB, but it is nevertheless unavoidable to execute any $d$. We'll propose a simple method to enhance the LSB security, which does not need any additional computation, and works for any ord $(P)$.

Here, we investigate the LSB security of previous right-to-left scalar multiplication algorithms in [12,11]. Not only Algorithms 4, but also other right-to-left scalar multiplication algorithms (Algorithms 1 and 3 in [11]) have an initial value of $O$ in spite of $d_{0}=0$ or 1 . As a result, these algorithms also need a special treatment in order to work on an arbitrary $d$. Two other right-to-left algorithms (Algorithms $1^{\prime}$ and 2 in [11]) work for both even and odd $d$, since they have no initial value with $O$. They are, however, vulnerable to SEA in the last step: if $k_{0}=1$, then an error induced on $R[b] \leftarrow R[b]-P$ will be a safe error, because a return value is $R[0]$, and the error is in $R[1]$. Therefore, those previous right-toleft algorithms in $[12,11]$ leak LSB of the scalar, need a special treatment for an arbitrary $d$, or are vulnerable to SEA.

### 2.4 Left-to-Right and Right-to-Left RIP Algorithms

There are several countermeasures against DPA attacks, such as the Randomized Projective coordinate method (RPC)[6], the Randomized Curve method (RC) [14], the Exponent Splitting method (ES)[3] and the Random Initial Point method (RIP)[19,10]. Both RPC and RC are vulnerable to both the Refined Power Analysis (RPA) and the Zero-value Point Attack (ZPA). ES and RIP are resistant to both RPA and ZPA. There are two algorithms of RIP. Algorithm 5
is the left-to-right RIP [19], called MMM-RIP in this paper, although it is called BRIP in the original paper. Algorithm 6 is the right-to-left RIP algorithm [10], called IIT-RIP, although it is called ADA and RIP in the original paper.

```
Algorithm 5 MMM-RIP[19, 20]
Input: \(P\) and \(d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>1)\)
Output: \(d P\)
    \(R \leftarrow\) randompoint ()
    \(R[0] \leftarrow R ; R[1] \leftarrow-R[0]\)
    \(R[2] \leftarrow P-R[0]\)
    for \(i=\ell-1\) to 0 do
        \(R[0] \leftarrow 2 R[0]+R\left[1+d_{i}\right]\)
    end for
    \(R[0] \leftarrow R[0]+R[1]\)
    return \(R[0]\)
```

```
Algorithm 6 IIT-RIP[10]
Input: \(P\) and \(d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>1)\)
Output: \(d P\)
    \(R=\) randompoint ()
    \(R[0] \leftarrow R ; R[2] \leftarrow P ; R[3] \leftarrow R[0]\)
    for \(i=0\) up to \(\ell-1\) do
        \(R[1] \leftarrow R[0]+R[2]\)
        \(R[2] \leftarrow 2 R[2] ; R[0] \leftarrow R\left[d_{i}\right]\)
    end for
    \(R[0] \leftarrow R[0]-R[3]\)
    return \(R[0]\)
```

Let us investigate differences between Algorithms 5 and 6 from the viewpoint of security, computational cost and memory amount. As for security, Algorithm 6 is vulnerable to SEA: an error in step 4 will be a safe error when $d_{i}=0$. It, however, is secure against SPA, DPA, RPA, ZPA, and DblA described in Section 2.2. On the other hand, Algorithm 5 is secure against SEA, SPA, DPA, RPA, ZPA, and DblA. As for the computational cost, we assume the Jacobian coordinate. Algorithm 6 can use the iterated doubling formulae presented in Section 2.1 in the same way as other right-to-left algorithms, which can reduce the computational cost of each $2^{i} P$. The computational cost for $\ell$ doublings, $2 \ell M+8 \ell S$, is reduced to $(3 \ell-1) M+(5 \ell+3) S$ in total. However, it needs to keep an intermediate point ( $X_{i}, Y_{i}^{\prime}, Z_{i}$ ) for the next computation, as well as outputs $\left(X_{i}, Y_{i}, Z_{i}\right)$ in each round $1 \leqslant i \leqslant \ell-1$. On the other hand, Algorithm 5 cannot use the iterated doubling formulae but the doubling add algorithm [17], which can compute directly both double and add with a cost of $14 M+9 S$. The doubling add algorithm reduces the computational cost of ordinary computations of double and add $(13 M+13 S)$ by $4 S-M$, but increases the memory amount by 2 more registers. So, there is no difference in the computational cost between Algorithms 5 and 6, under the ordinary addition formulae without increasing memory amount. As for the memory amount, Algorithm 5 needs 3-point registers, while Algorithm 6 needs one more register to keep $R$ until Step 8, and thus, it needs 4-point registers in total.

In summary, Algorithm 5 can execute with a smaller memory amount and is secure against SEA, SPA, DPA, RPA, ZPA, and DblA, while Algorithm 6 needs more registers and is not secure against SEA. Section 3 will present an elegant technique to improve Algorithm 6.

### 2.5 Highly Regular Left-to-Right Scalar Multiplication Montgomery Ladder

The Montgomery Ladder [23] is described in Algorithm 7. In order to reduce the computational cost, the co-Z coordinate can be applied in Algorithm 8, where $(R, P) \leftarrow \operatorname{DBLU}(P)$ in Step 1 is defined as: $R \leftarrow 2 P=\left(X_{2}: Y_{2}: Z_{2}\right)$ and $P \leftarrow\left(\lambda^{2} X_{1}: \lambda^{3} Y_{1}: \lambda\right)$ with $\lambda=Z_{2}$ [9]; and $\operatorname{ZACAU}\left(R\left[d_{i}\right], R\left[1-d_{i}\right]\right)$, that is a combination of ZADDC and ZADDU, and can work in $9 M+7 S$ with an extra register of $C=\left(X_{1}-X_{2}\right)^{2}$ in addition to two points $R\left[d_{i}\right]=\left(X_{1}, Y_{1}, Z\right)$ and $R\left[1-d_{i}\right]=\left(X_{2}, Y_{2}, Z\right)$.

The Montgomery Ladder can work regularly in the left-and-right way with only 2 registers of points. However, we notice that an operation on $R[1]$ of for-loop for the last round, i.e. $i=0$, becomes a dummy operation because both $R[0]$ and $R[1]$ are executed in the last round, but only $R[0]$ is returned at Step 6. This is why the Montgomery Ladder is vulnerable to SEA, and leaks LSB. One possible countermeasure is to check the coherency between $R[0]$ and $R[1]$ to detect some fault attack. However, it is rather exaggerated and spoils the simplicity of the Montgomery Ladder. We will present a simple method to enhance the LSB security in Section 4.1.

```
Algorithm 7 Montgomery Ladder[23]
Input: \(P, d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>0)\)
Output: \(d P\)
    \(R[0] \leftarrow P ; R[1] \leftarrow 2 P\)
    for \(i=\ell-2\) to 0 do
        \(R\left[1-d_{i}\right] \leftarrow R[0]+R[1]\)
        \(R\left[d_{i}\right] \leftarrow 2 R\left[d_{i}\right]\)
    end for
    return \(R[0]\)
```

```
Algorithm 8 Montgomery Ladder (co-Z)[8]
Input: \(P, d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>0)\)
Output: \(d P\)
    \((R[1], R[0]) \leftarrow \operatorname{DBLU}(P)\)
    for \(i=\ell-2\) to 0 do
        \(\left(R\left[d_{i}\right], R\left[1-d_{i}\right]\right) \leftarrow \operatorname{ZACAU}\left(R\left[d_{i}\right], R\left[1-d_{i}\right]\right)\)
    end for
    return \(R[0]\)
```


## Signed-digit Algorithm

Signed-digit algorithms, both left-to-right and right-to-left, are proposed in [9] by using the fact that any $w$-bit binary expansion $00 \cdots 01$ is equal to a $w$-bit signed-digit expansion $1 \overline{1} \cdots \overline{1} \overline{1}$. Here $\overline{1}$ means -1 . In fact, any odd binaryexpansion number $d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}\left(d_{\ell-1}, d_{0}=1\right)$ can be written in a non-zero form, called ZSD expansion, as $d=\sum_{i=0}^{\ell-1} \delta_{i} 2^{i}$, where $\delta_{i}=(-1)^{1+d_{i+1}}(0 \leqslant i \leqslant \ell-2)$ and $\delta_{\ell-1}=1$. Here, we focus on only the left-to-right algorithm, which is presented in Algorithm 9. Remarkably, the ZSD expansion can be obtained on the fly, as we will see in Algorithm 9. In order to reduce the computational cost, the co-Z coordinate can be applied in Algorithm 10, where $(R, P) \leftarrow \mathrm{TPLU}(P)$ in Step 1 is defined as: $R \leftarrow 3 P=\left(X_{3}: Y_{3}: Z_{3}\right)$ and $P \leftarrow\left(\lambda^{2} X_{1}: \lambda^{3} Y_{1}: \lambda\right)$ with $\lambda=Z_{3}$ [9]; and $\mathrm{ZDAU}\left(R[0],(-1)^{1+d_{i}} R[1]\right)$ is a direct computation of ZADDU and ZADDC, which can work in $9 M+7 S$.

Note that, in the same way as the Montgomery Ladder, the signed-digit algorithm can work regularly in the left-and-right way with only 2 registers of points and is secure against SEA. However, it works for only odd d. Section 4.2
will present an elegant method to let the signed-digit algorithm work for any $d$.

```
Algorithm 9 Signed-digit Alg. [9]
Input: \(P, d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}\left(d_{0}=1\right)\)
Output: \(d P\)
    \(R[0] \leftarrow P ; R[1] \leftarrow P\)
    for \(i=\ell-1\) to 1 do
        \(R[0] \leftarrow 2 R[0]+(-1)^{1+d_{i}} R[1]\)
    end for
    return \(R[0]\)
```

```
Algorithm 10 Signed-digit Alg. (co-Z)[9]
Input: \(P, d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}\left(d_{0}=1, d \geq 3\right)\)
Output: \(d P\)
    \((R[0], R[1]) \leftarrow \operatorname{TPLU}(P)\)
    for \(i=\ell-2\) to 1 do
        \((R[0], R[1]) \leftarrow \operatorname{ZDAU}\left(R[0],(-1)^{\left.1+d_{i} R[1]\right)}\right.\)
        \(R[1] \leftarrow(-1)^{1+d_{i}} R[1]\)
    end for
    return \(R[0]\)
```


## 3 Enhance the LSB Security of Right-to-Left Algorithms

First, we improve Algorithm 4 to Algorithm 11, which works for any scalar $d$ and is resistant to SEA and SPA, while maintaining the performance of Algorithm 4. Next, we improve Algorithm 6 from the point of view of security and memory amount, which is presented in Algorithm 12.

### 3.1 Subtract-doubling algorithm

Let us explain Algorithm 1 in detail. To enhance the LSB security, Algorithm 11 transforms an $\ell$-bit binary-expansion $d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}$ into an $\ell$-bit $\{\overline{1}, \overline{2}\}$-expansion with MSB equal to $3=d_{\ell-1}+2$ by changing $d$ to $d+2$ on the $f l y$, and, then computes $(d+2) P-2 P$ by regarding 2 as $2 \overline{2} \overline{2} \ldots \overline{2} \overline{2}$ for $\overline{2}=-2$. The idea is an extension of Joye's algorithm that regards -1 as $\overline{1} 11 \ldots 11$ for $\overline{1}=-1$. Thus, Algorithm 11 naturally changes $d_{0}$ to " -2 " and " -1 ", and repeats subtraction and doubling. This is why Algorithm 11 is called the subtract-doubling algorithm. To further enhance the security of $d_{1}$ (next to LSB), Algorithm 11 treats $d_{1}$ separately from a for-loop. Theorem 1 proves the correctness of Algorithm 11 and also shows that the final subtraction of $2 P$ is executed naturally by setting $R[2]=d_{0} P-2 P$ in Step 1.
Theorem 1. Algorithm 11 computes dP correctly.
Proof: The initial values of $(R[0], R[1], R[2])$ in Step 1 are: $(R[0], R[1], R[2])=$ $\left(2 P,-P, d_{0} P-2 P\right)$. Thus, the final subtraction of $2 P$, that is, $(d+2) P-2 P$ is implemented in the beginning. From the simple discussion, the values of $R[0], R[1], R[2]$ right after the for-loop satisfies the equations: $R[0]=2^{\ell-1} P$, and $2 R[1]+R[2]=$ $\sum_{i=0}^{\ell-2}\left(d_{i}-2\right) 2^{i} P-2 P$. Thus, $d P$ is correctly returned as follow:

$$
R[0]+2(R[0]+R[1])+R[2]=\left(d_{\ell-1}+2\right) 2^{\ell-1} P+\sum_{i=0}^{\ell-2}\left(d_{i}-2\right) 2^{i} P-2 P=d P .
$$

As for security, Algorithm 11 works in a highly-regular right-to-left way, and executes the same operations in each iteration of for-loop without any dummy operation. This is why Algorithm 11 is resistant to SPA, DblA, and SEA.

### 3.2 Modified IIT-RIP

Algorithm 6 uses a register of $R[3]$ to store a random initial point $R$ which is used only in Steps 2 and 8. Our algorithm 12 can execute without this register (See in Steps 2 and 10 of algorithm 12). Let us explain in detail. Algorithm 12 embeds a random initial point $2 R$ into Algorithm 4 elegantly, where Algorithm 4 computes $(d-1) P+P$ by setting $(R[0], R[1], R[2])=\left(P, d_{0} P, P\right)$ in the beginning, repeating doubling and addition, and finally returning $R[1]+2 R[2]$, which includes the final addition to $P$ in $(d-1) P+P$ implicitly. We apply this idea to compute $((d-1) P+2 R)+(P-2 R)$ as follows: set $(R[0], R[1], R[2])=\left(P, d_{0} P+2 R, P-R\right)$ in the beginning, repeat doubling and addition, and finally return $R[1]+2 R[2]$, which includes the addition to $P-2 R$ in $((d-1) P+2 R)+(P-2 R)$ implicitly. Furthermore, the register $R[0]$ is well re-used in the initialization, which avoids increasing one more register. By using these elegant ideas, no extra register is needed to store the random initial point. Note that the conjugate addition in Section 2 can be applied to Step 3, which can reduce the computational cost. The correctness of Algorithm 12 will be shown in Theorem 2.

As for security, Algorithm 12 works in a highly-regular right-to-left way, executes the same operations in each iteration of for-loop without any dummy operation, and applies the RIP countermeasure at the same time. This is why Algorithm 12 is resistant to SPA, DblA, SEA, RPA, ZPA and DPA.

```
Algorithm 11 Subtract-Doubling Alg.
Input: \(P\) and \(d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>3)\)
Output: \(d P\)
    \(R[0] \leftarrow 2 P ; R[1] \leftarrow-P\)
    \(R[2] \leftarrow(-1)^{d_{0}+1} R\left[d_{0}\right]\)
    \(R\left[1+d_{1} \& d_{0}\right] \leftarrow(-1)^{d_{1} \& d_{0}} R[1]-R[0]\)
    \(R[0] \leftarrow 2 R[0]\)
    \(R[2] \leftarrow(-1)^{d_{1} \& \overline{\bar{d}_{0}}} R\left[1+(-1)^{d_{1} \& \overline{d_{0}}}\right]\)
    for \(i=2\) to \(\ell-2\) do
        \(R\left[d_{i}+1\right] \leftarrow R\left[d_{i}+1\right]-R[0]\)
        \(R[0] \leftarrow 2 R[0]\)
    end for
    \(R[0] \leftarrow R[0]+2(R[0]+R[1])+R[2]\)
    return \(R[0]\)
    means the complement of \(d_{0}\).)
```

```
Algorithm 12 Modified IIT-RIP
Input: \(P\) and \(d=\sum_{i=0}^{\ell-1} d_{i} i^{i}(d>1)\)
Output: \(d P\)
    \(R=\) RandomPoint ()
    \(R[0] \leftarrow R ; R[2] \leftarrow P\)
    \(R[1] \leftarrow R[2]+R[0]\)
    \(R[2] \leftarrow R[2]-R[0]\)
    \(R[1] \leftarrow R[1]+(-1)^{1+d_{0}} R\left[1-(-1)^{1+d_{0}}\right]\)
    \(R[0] \leftarrow R[0]+R[2]\)
    for \(i=1\) to \(\ell-2\) do
        \(R[0] \leftarrow 2 R[0]\)
        \(R\left[1+d_{i}\right] \leftarrow R\left[1+d_{i}\right]+R[0]\)
    end for
    \(R[0] \leftarrow R[1]+2 R[2]\)
    return \(R[0]\)
```

Theorem 2. Algorithm 12 computes dP correctly.
Proof:
Values of $(R[0], R[1], R[2])$ before Step 6 are $^{1}:(R[0], R[1], R[2])=\left(P, d_{0} P+\right.$ $2 R, P-R)$. From the simple discussion, the values of $(R[1], R[2])$ right after the

[^1]for-loop are: $R[2]=P-R+\sum_{i=1}^{\ell-2} d_{i} 2^{i} P$ and $R[1]=d_{0} P+2 R+\sum_{i=1}^{\ell-2} \overline{d_{i}} 2^{i} P$, where $\overline{d_{i}}$ means the complement of $d_{i}$. Thus, $d P$ is correctly returned as follows:
$$
2 R[2]+R[1]=\sum_{i=0}^{\ell-2}\left(d_{i}+1\right) 2^{i} P+P=(d-1) P+P=d P . \rrbracket
$$

## 4 Enhance the LSB Security of Left-to-Right Algorithms

First, we improve the Montgomery Ladder (Algorithms 7 and 8) such that it is resistant to SEA. It is called the Modified Montgomery Ladder (Algorithms 13 and 14). We also improve the signed-digit algorithm such that it is available for any scalar. It is called the extended signed-digit algorithm (Algorithms 15 and 16).

### 4.1 Modified Montgomery Ladder

An operation on $R[1]$ in $i=0$ of the for-loop in Algorithm 7 is a dummy operation, mentioned in Section 2.5. Let us explain steps in $i=0$ of the for-loop and Step 6 of Algorithm 7 in detail. A returned value $R[0]$ in Step 6 can be represented by using $\left(r_{0}, r_{1}\right)=(R[0], R[1])$ in $i=1$ of the for-loop:

$$
R[0]=\left\{\begin{array}{cc}
2 r_{0} & \text { if } d_{0}=0 \\
r_{0}+r_{1} & \text { if } d_{0}=1
\end{array}\right.
$$

We modify steps in $i=0$ of the for-loop to use both registers by changing to: compute $R\left[d_{0}\right]=2 r_{0}+r_{1}$ and $R\left[d_{0}\right]=R\left[d_{0}\right]-R\left[1-d_{0}\right]$, and return $R\left[d_{0}\right]$. Then, the returned value is the same as Algorithm 7, seen below:

$$
R\left[d_{0}\right]=\left\{\begin{array}{lr}
2 r_{0} & \text { if } d_{0}=0, \\
r_{0}+r_{1} \text { if } d_{0}=1
\end{array}\right.
$$

Our Algorithm 13 actually uses both two registers until Step 8. Thus, our algorithm is resistant to SEA. Furthermore, Algorithm 13 executes the same operations in each iteration of the for-loop, and, thus is resistant to SPA in the same way as Algorithm 7. As for the memory amount, it uses registers of 2 points, which is the same as in the case of Algorithm 7.

As for the computational cost, Algorithm 13 has the same for-loop as Algorithm 7. The difference exists only in steps for $i=0$, where it is in the for-loop in Algorithm 7, while it is out of the for-loop in Algorithm 13. For a further reduction of the computational cost, the co- $Z$ coordinate can be applied in the same way as Algorithm 7, which is described in Algorithm 14. The difference is that ZACAU in $i=0$ of the for-loop in Algorithm 8 is changed to ZDAU and ZADDU in Steps 5 and 6 in Algorithm 14.

```
Algorithm 13 Modified Montgomery
Ladder
Input: \(P, d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>0)\)
Output: \(d P\)
    \(R[0] \leftarrow P ; R[1] \leftarrow 2 P\)
    for \(i=\ell-2\) to 1 do
        \(R\left[1-d_{i}\right] \leftarrow R[0]+R[1]\)
        \(R\left[d_{i}\right] \leftarrow 2 R\left[d_{i}\right]\)
    end for
    \(R\left[d_{0}\right] \leftarrow 2 R[0]+R[1]\)
    \(R\left[d_{0}\right] \leftarrow R\left[d_{0}\right]-R\left[1-d_{0}\right]\)
    return \(R\left[d_{0}\right]\)
```

```
Algorithm 14 Modified Montgomery Ladder (co-Z)
Input: \(P, d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}(d>0)\)
Output: \(d P\)
    \((R[1], R[0]) \leftarrow \operatorname{DBLU}(P)\)
    for \(i=\ell-2\) to 1 do
        \(\left(R\left[d_{i}\right], R\left[1-d_{i}\right]\right) \leftarrow \operatorname{ZACAU}\left(R\left[d_{i}\right], R\left[1-d_{i}\right]\right)\)
    end for
    \(\left(R\left[d_{0}\right], R\left[1-d_{0}\right]\right) \leftarrow \operatorname{ZDAU}(R[0], R[1])\)
    \(\left(R\left[d_{0}\right], R\left[1-d_{0}\right]\right) \leftarrow \operatorname{ZADDU}\left(-R\left[1-d_{0}\right], R\left[d_{0}\right]\right)\)
    return \(R\left[d_{0}\right]\)
```


### 4.2 Extended Signed-digit Algorithm

Algorithm 9 is only available for an odd scalar, as mentioned in Section 2.5, while Algorithm 7 can work for any $d$ although it reveals LSB. Both algorithms 7 and 9 have an important similarity such that both work with two registers of points. We will change the last steps of Algorithm 9 in the same way as Algorithm 7 to work for any $d$.

Let us compare these two algorithms. Let $\left(R[0]_{i}, R[1]_{i}\right)$ be values of $(R[0], R[1])$ at the end of the for-loop for $1<i<\ell-2$. Then, by using the feature that $R[1]-R[0]=P$ holds in Algorithm 7, the next equations hold.

$$
\begin{align*}
R\left[1-d_{i}\right]_{i} & =R[0]_{i+1}+R[1]_{i+1}=2 R[0]_{i+1}+P=2 R[1]_{i+1}-P \text { (Step 3, Alg. 7), }  \tag{1}\\
R\left[d_{i}\right]_{i} & =2 R\left[d_{i}\right]_{i+1}=R\left[1-d_{i}\right]_{i}+(-1)^{1+d_{i}} P(\text { Step 4, Alg. 7), } \tag{2}
\end{align*}
$$

where Eq. (1) is represented by using $d_{i+1}$ as follows:

$$
\begin{equation*}
R\left[1-d_{i}\right]_{i}=2 R\left[1-d_{i+1}\right]_{i+1}+(-1)^{1+d_{i+1}} P(\text { Step 3, Algorithm 7) } \tag{3}
\end{equation*}
$$

This is easily derived from: $R\left[1-d_{i}\right]_{i}=2 R[0]_{i+1}+P=2 R\left[1-d_{i+1}\right]_{i+1}+(-1)^{1+d_{i+1}} P$ if $d_{i+1}=1$, and $R\left[1-d_{i}\right]_{i}=2 R[1]_{i+1}-P=2 R\left[1-d_{i+1}\right]_{i+1}+(-1)^{1+d_{i+1}} P$ if $d_{i+1}=0$. On the other hand,

$$
\begin{equation*}
R[0]_{i}=2 R[0]_{i+1}+(-1)^{1+d_{i}} P \quad(\text { Step 3, Algorithm } 9) \tag{4}
\end{equation*}
$$

Then, the following theorem holds.
Theorem 3. Let $\left(R[0]_{i}, R[1]_{i}\right)$ be values of $(R[0], R[1])$ at the end of the for-loop for $1<i<\ell-2$ in each Algorithms 7 and 9 . Then, for the same scalar $d$ and $\ell-2>i>1$,

$$
R\left[1-d_{i}\right]_{i}(\text { Alg. } 7)=R[0]_{i+1}(\text { Alg. 9) }
$$

Proof: The statement follows by induction on $i$. When $i=\ell-2$,

$$
\begin{aligned}
R\left[1-d_{\ell-2}\right]_{\ell-2} & =2 R\left[1-d_{\ell-1}\right]_{\ell-1}+(-1)^{1+d_{\ell-1}} P=2 R[0]+P=3 P(\text { Alg. 7) } \\
R[0]_{\ell-1} & =2 R[0]_{\ell}+(-1)^{1+d_{\ell-1}} P=2 P+P=3 P(\text { Alg. } 9)
\end{aligned}
$$

follows. Assume that $R\left[1-d_{i}\right]_{i}($ Alg. 7$)=R[0]_{i+1}($ Alg. 9) holds for $i$. Then,

$$
\begin{aligned}
R\left[1-d_{i-1}\right]_{i-1} & \left.=2 R\left[1-d_{i}\right]_{i}+(-1)^{1+d_{i}} P \text { (Alg. } 7\right) \\
R[0]_{i} & \left.=2 R[0]_{i+1}+(-1)^{1+d_{i}} P \text { (Alg. } 9\right)
\end{aligned}
$$

holds for $i-1$, and, thus statements follows. I
A simple example between Algorithms 7 and 9 in Table 3 makes Theorem 3 more clear, where underlined points show the relation.

Table 3. Transit of $(R[0], R[1])$ in Alg. 7 and $9\left(d=45=(101101)_{2}\right)$

| Algorithm | Initial Value | $i=5$ | 4 | 3 | 2 | 1 | 0 | Return |  |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Alg. 7 | $R[0]$ | $P$ | - | $2 P$ | $\frac{5 P}{}$ | $\frac{11 P}{12 P}$ | $22 P$ | $45 P$ | $45 P$ |
|  | $R[1]$ | $2 P$ | - | $\frac{3 P}{6 P}$ | $\frac{23 P}{12 P}$ | $46 P$ |  |  |  |
| Alg. 9 | $R[0]$ | $P$ | $\frac{3 P}{P}$ | $\frac{5 P}{P}$ | $\frac{11 P}{P}$ | $\frac{23 P}{P}$ | $\overline{45 P}$ | - | $45 P$ |
|  | $R[1]$ | $P$ | $P$ | - |  |  |  |  |  |

Our algorithm is presented in Algorithm 15: for-loop is the same as that of Algorithm 9; and Step 6 changes $(R[0], R[1])$ to those in $i=1$ of for-loop of Algorithm 7; and Steps 7 and 8 are the same as Steps 6 and 7 in Algorithm 13 in order to be secure against SEA on LSB. Tables 4,5,6, and 7 describe all patterns in Algorithm 15.

```
Algorithm 15 Extended Signed-digit
Alg.
Input: \(P, d=\sum_{i=0}^{\ell-1} d_{i} 2^{i}\) with \(d>1\)
Output: \(d P\)
    \(R[1] \leftarrow P ; R[0] \leftarrow P\)
    for \(i=\ell-1\) to 2 do
        \(R[0] \leftarrow 2 R[0]+(-1)^{1+d_{i}} R[1]\)
    end for
    \(\triangleright\) Finalization
    \(b=\overline{d_{1} \oplus d_{0}}\)
    \(R[1]=R[0]+(-1)^{1+d_{1}} R[1]\)
    \(R[b]=2 R\left[1-d_{1}\right]+R\left[d_{1}\right]\)
    \(R[b]=R[b]-R[1-b]\)
    return \(R[b]\)
```

```
Algorithm 16 Extended Signed-digit Alg. (co-Z)
Input: \(P, d=\sum_{i=0}^{\ell-1} d_{i} i^{i}\) with \(d_{0}=1\) and \(d \geq 3\)
Output: \(d P\)
    \((R[0], R[1]) \leftarrow \mathrm{TPLU}(P)\)
    for \(i=\ell-2\) to 2 do
        \((R[0], R[1]) \leftarrow \operatorname{ZDAU}\left(R[0],(-1)^{1+d_{i}} R[1]\right)\)
        \(R[1] \leftarrow(-1)^{1+d_{i}} R[1]\)
    end for
    \(\triangleright\) Finalization
    \(b=\overline{d_{1} \oplus d_{0}}\)
    \((R[1], R[0]) \leftarrow \operatorname{ZADDU}\left(R[0],(-1)^{1+d_{1}} R[1]\right)\)
    \((R[b], R[1-b]) \leftarrow \operatorname{ZDAU}\left(R\left[1-d_{1}\right], R\left[d_{1}\right]\right)\)
    \((R[b], R[1-b]) \leftarrow \operatorname{ZADDU}(R[b],-R[1-b])\)
    return \(R[b]\)
```

Thus, our Algorithm 15 can work for any d. As for security, Algorithm 15 executes the same operations in each iteration of the for-loop, and is thus secure against SPA. Algorithm 15 is also secure against SEA without revealing LSB using the same idea as in Algorithm 13. As for the memory amount, it uses registers of 2 points, which is the same as that of Algorithm 9. As for the computational cost, Algorithm 15 has the same for-loop as Algorithm 9. The differences exist only in steps for $i=1$, where it is in the for-loop in Algorithm 9,

Table 4. Transit of $(R[0], R[1])$ in Alg. $15\left(d=44=(101100)_{2}\right)$

| Initial Value | For-loop $(5 \geqslant i \geqslant 2)$ |  |  |  | Finalization |  |  | Return |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 | 4 | 3 | 2 | Step 6 | Step 7\|Step 8 |  |  |  |
| $R[0]$ | $P$ | $3 P$ | $5 P$ | $11 P$ | $23 P$ | $23 P$ | $23 P$ | $23 P$ |  |
| $R[1]$ | $P$ | $P$ | $P$ | $P$ | $P$ | $22 P$ | $67 P$ | $44 P$ | $44 P$ |

Table 5. Transit of $(R[0], R[1])$ in Alg. $15\left(d=45=(101101)_{2}\right)$

| Initial Value |  |  |  |  | Ror-loop $(5 \geqslant i \geqslant 2)$ |  |  | Finalization |  |  | Return |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 | 4 | 3 | 2 | Step 6 | Step 7\|Step 8 |  |  |  |  |  |
| $R[0]$ | $P$ | $3 P$ | $5 P$ | $11 P$ | $23 P$ | $23 P$ | $67 P$ | $45 P$ |  |  |  |
| $R[1]$ | $P$ | $P$ | $P$ | $P$ | $P$ | $22 P$ | $22 P$ | $22 P$ |  |  |  |

Table 6. Transit of $(R[0], R[1])$ in Alg. $15\left(d=46=(101110)_{2}\right)$

| Initial Value |  |  |  |  | Ror-loop $(5 \geqslant i \geqslant 2)$ |  |  | Finalization |  |  | Return |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 | 4 | 3 | 2 | Step 6 | Step 7\|Step 8 |  |  |  |  |  |
| $R[0]$ | $P$ | $3 P$ | $5 P$ | $11 P$ | $23 P$ | $23 P$ | $70 P$ | $46 P$ | $46 P$ |  |  |
| $R[1]$ | $P$ | $P$ | $P$ | $P$ | $P$ | $24 P$ | $24 P$ | $24 P$ |  |  |  |

Table 7. Transit of $(R[0], R[1])$ in Alg. $15\left(d=47=(101111)_{2}\right)$

| Initial Value | 年-loop $(5 \geqslant i \geqslant 2)$ |  |  |  | Finalization |  |  | Return |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5 | 4 | 4 | 2 | Step 6 | Step 7 | Step 8 |  |  |
| $R[0]$ | $P$ | $3 P$ | $5 P$ | $11 P$ | $23 P$ | $23 P$ | $23 P$ | $23 P$ |  |
| $R[1]$ | $P$ | $P$ | $P$ | $P$ | $P$ | $24 P$ | $70 P$ | $47 P$ | $47 P$ |

while it is out of the for-loop in Algorithm 15. For a further reduction of the computational cost, the co-Z coordinate can be applied in the same way as Algorithm 9, which is described in Algorithm 16. The differences are that ZDAU in $i=1$ of the for-loop in Algorithm 16 is changed to ZADDU, ZDAU and ZADDU in Steps 7 to 9 in Algorithm 16.

## 5 Comparison

Table 8 shows comparisons of security, which omit the security with the co-Z coordinate because they are the same as that without the co- $Z$ coordinate. Table 9 shows comparisons of computational cost and memory amount. Let $\ell$ represent the length of a scalar $d$. The computational cost assumes Jacobian coordinates described in Section 2.1. The memory amount is described in two ways: the first indicates the number of points necessary to implement each algorithm; and the other indicates the precise number of registers necessary to implement, which includes registers of points.

Let us compare the right-to-left algorithms: our Algorithms 11 (resp. 12) with Algorithms 4 (resp. 6) from the viewpoint of security, computational cost, and memory amount. Compared with Algorithm 4, our Algorithm 11 enhances
the LSB security for SPA, while maintaining the performances such as computational cost per bit and memory amount. Algorithm 4 needs a special treatment in order to be secure against SPA for an arbitrary scalar. On the other hand, Algorithm 12 also enhances security for SEA, although Algorithm 6 is vulnerable to SEA. In addition, Algorithm 12 can work with 3 points of $R[0], R[1], R[2]$, and thus, it can reduce memory amount. To reduce the computational cost, all right-to-left algorithms, Algorithms 6, 4, 11, and 12, can use iterated doubling formulae, although this technique increases memory amount.

Let us compare left-to-right algorithms from the viewpoint of security, computational cost, and memory amount. Compared with Algorithm 7, Algorithm 13 enhances the LSB security for SEA, while maintaining the performances such as computational cost per bit and memory amount. Algorithm 7 leaks LSB by SEA. On the other hand, Algorithm 15 enhances the availability of Algorithm 9 that works only for odd $d$. Algorithm 15 is secure against SEA, SPA, and DblA in the same way as Algorithm 9, and also keeps the performances such as computational cost per bit and memory amount.

## 6 Conclusion

We have revisited regular right-to-left and left-to-right algorithms, IIT-RIP (Algorithm 6), Joye's regular right-to-left algorithm (Algorithm 4), the Montgomery Ladder (Algorithm 7), and the signed-digit algorithm (Algorithm 9), and we modified them to Algorithm 12, Algorithm 11, Algorithm 13, and Algorithm 15 , respectively. Those modified algorithms enhance each LSB security using elegant techniques while maintaining performances such as memory amount and computational cost per bit.
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