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**Description**

The paper presents a novel approach to improving the performance of relay systems by incorporating BICM-ID (Blindly Injected Channel-Independent Modulation-ID) and allowing for intra-link errors. The authors, Meng Cheng, Xiaobo Zhou, Khoirul Anwar, and Tad Matsumoto, detail their method in the context of improving the reliability of communication systems. The research was published in the IEICE TRANSACTIONS on Communications, Volume E95-B, Issue 12, on December 1, 2012. The paper is part of the journal article type and is accessible through the publisher's URL. The rights are attributed to the Institute of Electronics, Information and Communication Engineers (IEICE).
Simple Relay Systems with BICM-ID Allowing Intra-Link Errors

Meng CHENG\(^{(a)}\), Xiaobo ZHOU\(^{(b)}\), Nonmembers, Khoirul ANWAR\(^{(c)}\), and Tad MATSUMOTO\(^{(a)}\), Members

SUMMARY In this work, a simple doped accumulator (DACC)-assisted relay system is proposed by using bit-interleaved coded modulation with iterative decoding (BICM-ID). An extrinsic information transfer (EXIT) chart analysis shows that DACC keeps the convergence tunnel of the EXIT curves open until almost the (1, 1) point of the mutual information, which avoids the error floor. In the relay system, errors may happen in the source-relay link (intra-link), however, they are allowed in our proposed technique where the correlation knowledge between the source and the relay is exploited at the destination node. Strong codes are not needed and even the systematic source bits can be simply extracted at the relay even though the systematic part may contain some errors. Hence, the complexity of the relay can be significantly reduced, and thereby the proposed system is energy-efficient. Furthermore, the error probability of the intra-link can be estimated at the receiver by utilizing the a posteriori log-likelihood ratios (LLRs) of the two decoders, and it can be further utilized in the iterative processing. Additionally, we provide the analysis of different relay location scenarios and compare the system performances by changing the relay's location. The transmission channels in this paper are assumed to suffer from additive white Gaussian noise (AWGN) and block Rayleigh fading. The theoretical background of this technique is the Slepian-Wolf/Shannon theorem for correlated source coding. The simulation results show that the bit-error-rate (BER) performances of the proposed system are very close to theoretical limits supported by the Slepian-Wolf/Shannon theorem.
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1. Introduction

The research on the cooperative communications has recently become one of the hottest topics in the wireless communication area. Generally, the transmit diversity requires more than one antenna in the transmission. However, many wireless devices are limited in size and hardware complexity. The cooperative communication technique aims to establish a virtual multi-user environment by allowing mobile users to share their antennas, which enhances data throughput, as well as power and spectral efficiencies.

The relay system, which can be seen as a simple realization of the cooperative communication structure, was first proposed by van der Meulen in [1]. In [2], a distributed Turbo code (DTC) scheme for the relay system was proposed, which consists of three basic components, a source node, a relay node and a destination node. During the first time slot, the transmitter at the source node broadcasts the signal to both the relay and the destination nodes. With the decode-and-forward (DF) strategy, the relay decodes the signal, interleaves, re-encodes and forwards it again to the destination during the second time slot. However, in most of the works so far, like [2], the source-relay link (intra-link) is assumed to be error free. In our proposed relay system, we assume that the relay node can not always fully decode the original information bits, because errors may happen due to the noise and also fading variation of the intra-link. The error probability $p_e$ can be seen as the correlation between the source and relay.

According to the Slepian-Wolf (SW) theorem, the distributed source coding scheme is able to achieve the same compression rate as the optimum joint encoding approach with a single encoder, by best exploiting the correlation knowledge of the source information streams. This theorem can be applied in the simple relay system, where the correlation knowledge between the source and the relay can be exploited in a log-likelihood ratio (LLR) updating function, in order to enhance the system performance. The value $p_e$ of the intra-link channel can be estimated at the destination node by using the a posteriori LLRs output from the channel decoders for the codes used in the source and the relay.

In this work, we adopt bit-interleaved coded modulation with iterative decoding (BICM-ID) technique in the proposed relay system. The BICM-ID has been well studied as a bandwidth efficient coded modulation method, where the encoder and the modulator are separated by an interleaver. The extrinsic LLRs obtained from the demapper/decoder are exchanged iteratively with the decoder/demapper at the receiver side, via the de-interleaver/interleaver, respectively. The performance of the BICM-ID technique using non-Gray mapping outperforms that with the Gray mapping labeling in the iterative process, which can be analyzed based on the extrinsic information transfer (EXIT) chart [3]. Our technique shows that by combining the BICM-ID demapper with DACC [4], the demapper’s EXIT curve can reach a point very close to the (1,1) mutual information point, which avoids the error floor.

This paper is organized as follows. A simple one way relay system mode assumed in this paper is introduced in Sect.2. The proposed decoding technique, as well as the BICM-ID scheme and the LLR updating function are de-
scribed in Sect. 3. In Sect. 4, the convergence behavior of the proposed system is evaluated using the EXIT chart analysis. The simulation results are shown in Sect. 5. Finally, the conclusions are given in Sect. 6. The subscripts \( \bullet_{sr} \), \( \bullet_{sd} \), and \( \bullet_{rd} \) are used to indicate the source-relay, source-destination and relay-destination links, respectively.

2. System Model

In our simple one way relay system, both the relay and the destination receive the signal from the source node during Phase 1. At the relay node, the information (systematic) bits are recovered, either by performing channel decoding or even by extracting the systematic part of the coded bits, before being re-transmitted. During Phase 2, the recovered bits (may contain some errors) are interleaved, re-encoded again and forwarded to the destination node.

Three relay location scenarios are considered in this paper, as shown in Fig. 1. Generally, the relay node can be allocated closer to the source node in Location A or closer to the destination in Location B, or the three components keep the same distance from each other in Location C. The geometric gain of the source-relay link with regard to the source-destination link can be defined as

\[
G_{sr} = \left( \frac{d_{sr}}{d_{sd}} \right)^{\alpha},
\]

where the path-loss exponent \( \alpha \) is assumed to be 3.52 \([5]\) in our simulations. It is straightforward to derive the geometric gain of the relay-destination link \( G_{rd} \) in the same way. Moreover, without losing the generality, the geometric-gain of the source-destination link, \( G_{sd} \), is fixed to one. Therefore the received signals \( y_{ij} \) (\( i \in \{sr, sd, rd\} \)) at the relay and the destination node can be expressed as:

\[
y_{sr} = \sqrt{G_{sr}} \cdot h_{sr} \cdot s + n_{sr},
\]

\[
y_{sd} = \sqrt{G_{sd}} \cdot h_{sd} \cdot s + n_{sd},
\]

\[
y_{rd} = \sqrt{G_{rd}} \cdot h_{rd} \cdot s + n_{rd},
\]

where \( s \) and \( s_r \) represent the symbols transmitted from the source and the relay, respectively. The fading channel gain, \( h_{ij} \), is equal to one in the AWGN channel. The notation \( n_{ij} \) represents the zero-mean AWGN noise vector of the three links with the variance \( \sigma_{ij}^2 \) per dimension. The signal-to-noise ratio (SNR) of source-relay and relay-destination links at each location scenario are evaluated as follows: given the path loss parameter \( \alpha \) equals to 3.52 \([5]\), we have \( \text{SNR}_{sr} = \text{SNR}_{sd} + 21.19 \text{ dB} \) and \( \text{SNR}_{rd} = \text{SNR}_{sd} + 4.4 \text{ dB} \) in Location A; \( \text{SNR}_{sr} = \text{SNR}_{sd} + 4.4 \text{ dB} \) and \( \text{SNR}_{rd} = \text{SNR}_{sd} + 21.19 \text{ dB} \) in Location B; \( \text{SNR}_{sd} = \text{SNR}_{rd} = \text{SNR}_{sr} \) in Location C.

3. Proposed Decoding Scheme

In this section, we discuss the decoding process of our proposed relay system in detail and focus on some main techniques.

3.1 Decoding Process

The block diagram of the proposed relay system is shown in Fig. 2. In this system, we do not need strong codes: only memory-1 half rate (\( R = 1/2 \)) systematic non-recursive convolutional code (SNRCC) is adopted for both encoders \( C_1 \) and \( C_2 \). At the source node, the original information bits \( b_1 \) is first encoded by \( C_1 \). After that, the encoded bit sequences are interleaved by \( \Pi_1 \) and doped-accumulated by DACC (with a doping rate \( P_{d1} \)). Then, they are modulated into symbols \( \phi \) by using the BICM scheme, and transmitted to both the relay and the destination during the first time slot.

The DACC shown in Fig. 2 has the same structure with the memory-1 half rate systematic recursive convolutional code (SRCC), the detail of which can be found in \([6]\) and \([7]\). But the difference is that, the output of DACC is the systematic bits, where only every \( P_{d1} \)-th systematic bit is replaced by the corresponding coded bit within each frame. It should be noted that the DACC itself does not change the code rate. The purpose of using DACC is to reshape the EXIT curve of the demapper and keep the convergence tunnel open.

At the relay node, the received signals first go through the demapper, DACC\(^{-1}\) and the de-interleaver \( \Pi_1^{-1} \). Then, the original information bits \( b_2 \) has to be recovered by making hard decisions of the output of the decoder \( D_1 \), which is denoted as \( b_2 \). The Maximum A-Posteriori (MAP) algorithm, proposed by Bahl, Cocke, Jelinek and Raviv (BCJR), is used to perform channel decoding of the convolutional codes and the DACC used in this work. It should be noted that the relay node does not perform iterative process for
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demapping and decoding for recovering the original information bits. Errors may happen at the relay, but still they are allowed, and hence high performance requirement of the intra-link is not needed with our technique. Therefore, even we only extract the systematic part of the bits without performing channel decoding. In this case, the complexity of the relay can be further reduced. After that, the recovered bits are interleaved by \( \Pi_0 \) and then go through the channel encoder \( C_2 \), the interleaver \( \Pi_2 \) and the DACC (with doping rate \( \epsilon_{d2} \)). Then the data are modulated into \( s_r \), and transmitted to the destination during the second time slot.

At the destination node, the received signals \( y_{sd} \) and \( y_{rd} \) first go through the horizontal decoding processes as can be seen in Fig. 2, where the combination of the BICM-ID demapper and the DACC exchange information with the channel decoders through horizontal iterations (HI) [4]. After every HI, the extrinsic LLRs obtained from the two decoders \( D_1 \) and \( D_2 \) are also exchanged with several vertical iterations (VI), through an LLR updating function \( f_c \). By doing this, the extrinsic LLR (systematic part) forwarded from the relay helps decoding of the original bits by exploiting the correlation knowledge between the source and the relay. Finally, the original information can be recovered by making hard decisions of the a posteriori LLRs as the outputs of \( D_1 \).

3.2 BICM-ID Demapper

The non-Gray pattern, rather than the Gray mapping, is quite often adopted in the BICM-ID technique. In the case of quaternary phase shift keying (4-PSK) as shown in Fig. 3, given the feedback information of the bit at the position Bit 1, the detection of the bit at Bit 0 can be performed based on the Euclidean distance between the two constellation points having different bits at the position Bit 0. It can be obviously seen that the determining Euclid distance of the set partitioning labeling pattern is longer than that of the Gray mapping’s case, when detecting the bit at the position Bit 1. Therefore, the set partitioning labeling pattern outperforms the Gray mapping in the iterative decoding process [8].

Further improvement of decoding can be achieved using the BICM-ID technique by invoking the soft-decision feedbacks from the decoder’s outputs to the demapper in the iterative process [9]. The extrinsic LLRs of \( v \)-th bit of symbol \( s \) after the demapper in the AWGN channel can be expressed as

\[
L_v (s_v) = \ln \frac{P(s_v = 1 | y)}{P(s_v = 0 | y)} = \ln \frac{\sum_{s \in S_1} \exp \left( \frac{-|y - h_v s|^2}{2 \sigma_v^2} \right) \prod \epsilon_{w s} \exp \left( s_v L_a (s_v) \right)}{\sum_{s \in S_0} \exp \left( \frac{-|y - h_v s|^2}{2 \sigma_v^2} \right) \prod \epsilon_{w s} \exp \left( s_v L_a (s_v) \right)},
\]

where \( S_1 \) and \( S_0 \) denote the set of labelling having the \( v \)-th bit being zero or one, respectively. \( M \) represents the number of bits per symbol and \( L_v (s_v) \) represents the LLRs fed back from the decoder corresponding to the \( v \)-th position of the labeling patterns. The output extrinsic LLRs of the demapper are then forwarded to the DACC decoder.

Figure 4 shows the EXIT curves with Gray mapping and non-Gray mapping for 4-PSK at 2 dB SNR. It is found that with Gray mapping pattern, the EXIT curve is entirely flat regardless of different a priori information, which means that the feedback from the decoder does not help the demapping in iterative process. By using BICM-ID technique, obviously, the EXIT curve rises up as the given a priori information increases, but still it can not achieve \((1,1)\) mutual information point. After combining with the DACC, the tendency of the EXIT curve changes again and it finally reaches the \((1,1)\) mutual information point, which can be well matched with the EXIT curve of the decoder. Therefore, the error floor is completely avoided by this technique. Furthermore, the shaped demapping EXIT curve with non-Gray mapping is well matched with memory-1 outer code, as shown in Fig. 4.

3.3 LLR Updating Function

As described above, our technique can improve the performance of the distributed relay system by utilizing the correlation knowledge between the source and the relay. The recovered information bits at the relay node may contain some errors, but they are still correlated with the original information. The correlation value is denoted by the error
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![Fig. 4 EXIT chart of the BICM-ID demapper, SNR = 2 dB.](image)
probability \( p_e \) of the intra-link, which can be estimated by using the a posteriori LLRs of the uncoded (systematic) bits, \( L^u_{p,D_1} \) and \( L^u_{p,D_2} \), from the two decoders \( D_1 \) and \( D_2 \), as [4]:

\[
 p_e = \frac{1}{N} \sum_{n=1}^{N} \frac{e^{\frac{p_e}{p_e}} + e^{\frac{p_e}{p_e}}}{(1 + e^{\frac{p_e}{p_e}})(1 + e^{\frac{p_e}{p_e}})},
\]

where \( N \) denotes the number of the a posteriori LLR pairs from the two decoders with sufficient reliability. Specifically, only the LLRs with their absolute values greater than a given threshold can be chosen. The threshold is set at 1 in our simulations, since the memory-1 code in our system is not strong [4].

After obtaining the estimated error probability \( p_e \) given by (6), we can straightforwardly derive (7) as follows [7]:

\[
P(b_2 = 0) = (1 - p_e)P(b_1 = 0) + p_eP(b_1 = 1),
\]
\[
P(b_2 = 1) = (1 - p_e)P(b_1 = 1) + p_eP(b_1 = 0).
\]

Based on the relationship in (7), the two decoders \( D_1 \) and \( D_2 \) exchange soft LLRs by exploiting \( p_e \) through the LLR updating function \( f_e \) [10], which can be defined as follows:

\[
f_e(x) = \ln \frac{(1 - p_e) \cdot \exp(x) + p_e}{(1 - p_e) + p_e \cdot \exp(x)},
\]

where the input value \( x \) represents the interleaved and deinterleaved extrinsic LLRs of the uncoded bits, \( L^u_{e,D_1} \) and \( L^u_{e,D_2} \), coming from the two decoders \( D_1 \) and \( D_2 \), respectively. The outputs of \( f_e \) are the updated LLRs by exploiting \( p_e \) as the correlation knowledge of the intra-link. Specifically, the extrinsic information of one decoder are fed to the other one as the a priori information, and the VI operations at the destination node can be expressed as:

\[
  L^u_{a,D_1} = f_e \left[ \Pi_0 \left( L^u_{e,D_1} \right) \right],
\]
\[
  L^u_{a,D_2} = f_e \left[ \Pi_0 \left( L^u_{e,D_2} \right) \right].
\]

4. EXIT Chart and Convergence Analysis

The three-dimensional (3D) EXIT analysis is provided in this section, to evaluate the convergency behaviors of the proposed relay system [10]. In this paper, we only focus on the decoder \( D_1 \) because the final target of the relay system is to successfully retrieve the original information bits \( b_1 \). As shown in Fig. 2, the a priori LLRs of the uncoded bits \( L^u_{a,D_1} \) (the updated version of \( L^u_{e,D_1} \)) and the coded bits \( L^c_{a,D_1} \) are exploited in \( D_1 \). Hence,

\[
  I^c_{e,D_1} = T_{D_1} \left( L^c_{a,D_1}, L^u_{e,D_1}, p_e \right),
\]

where \( I^c_{e,D_1} \) denotes the mutual information between the output of \( D_1 \) (\( L^c_{e,D_1} \)) and the channel coded bits of \( D_1 \). \( L^u_{a,D_2} \) denotes \( D_2 ' \) extrinsic output with regard to the uncoded bits and it can be fed to \( D_1 \) as its a priori information \( L^u_{a,D_1} \) by exploiting the intra-link correlation.

The 3D EXIT chart can be used to examine the influence of the correlation. Figure 5 shows that when the intra-link error probability \( p_e \) is small \( (p_e = 0.02) \), which indicates that the source and relay are highly correlated, \( I^c_{e,D_1} \) has a significant influence on \( T_{D_1} \). However, when \( p_e \) is large \( (p_e = 0.25) \), \( I^c_{e,D_1} \) does not increase much as \( I^u_{e,D_2} \) goes large, which can be seen in Fig. 6. Therefore, with small \( p_e \) values, the impact of \( D_2 \) has to be well examined since the decoder \( D_2 \) can provide significant help when the source and relay are highly correlated. When \( p_e \) is large, the EXIT analysis of decoder \( D_1 \) can be simplified to 2D’s case, since the effect of \( L^u_{a,D_2} \) is negligible.

The convergency behaviors of the proposed relay system are presented for the Locations B and C, with modulation schemes of 4-PSK and 8-PSK, as shown in Figs. 7 to 10. We plot the EXIT charts of the decoder \( D_1 \), as well as the combination of the BICM-ID demapper and the DACC, in the 3D EXIT chart. The trajectories of the mutual information are simulated, by measuring the exchange of the soft LLRs between \( D_1 \) and the combined BICM-ID demapper plus the DACC decoder. In our technique, given sufficient
Fig. 7  3D EXIT chart and trajectory of the proposed system, location B, 4-PSK, SNR_{sd} = −0.5 dB.

Fig. 8  3D EXIT chart and trajectory of the proposed system, location C, 4-PSK, SNR_{sd} = 1.2 dB.

Fig. 9  3D EXIT chart and trajectory of the proposed system, location B, 8-PSK, SNR_{sd} = 2.9 dB.

Fig. 10  3D EXIT chart and trajectory of the proposed system, location C, 8-PSK, SNR_{sd} = 4.5 dB.

SNR values and enough iterations, the trajectory goes between the two surfaces and can finally reach (1,1,1) mutual information point. Based on the 3D EXIT chart analysis, the SNR requirements for the convergence tunnel opening in the locations A, B and C are around −4.6 dB, −0.5 dB and 1.2 dB for 4-PSK, and −2.4 dB, 2.9 dB and 4.5 dB for 8-PSK. It should be noticed that the doping rate of the DACC also has the significant impact of the EXIT curve. According to the EXIT analysis, the doping rate P_{d1} and P_{d2} are equally set at 5, 5, 3 for 4-PSK and 4, 2, 8 for 8-PSK, in scenarios A, B and C, respectively.

5. Simulation Results

Figures 12 and 13 show the BER performances of the proposed relay system with 4-PSK and 8-PSK modulations in AWGN channels, respectively, where the frame length of the transmitted information is set at 10000 bits in the simulations. Based on the EXIT analysis, 30 horizontal iterations are performed at the destination node and meanwhile 5 vertical iterations take place between the two decoders D_1 and D_2 during each horizontal iteration.

The turbo cliff can be achieved by using our technique in the relay system over AWGN channels. It can be seen from Fig. 12 that, when performing the channel decoding at the relay node using 4-PSK, the BER performance in Location A is much better than that of the other cases. The reason is that, when the relay is close to the source, the geometric gain of the intra-link is large and the intra-link error probability p_e is very small. In other words, the recovered bits at the relay node is highly correlated with original information at the source node, and the decoder D_2 at the destination is able to provide very reliable extrinsic LLRs of the uncoded information bits, which can be fed into the decoder D_1 as the a priori information after performing the f_c function. Hence, the Location C’s case has the worst BER performance because there is no geometric gain when the source, relay and destination nodes are equally separated.

On the other hand, Fig. 12 also presents the BER curves by using extract-and-forward (EF) relay strategy, where only the systematic part of the coded bits are extracted, without performing channel decoding. According to Fig. 11, it can be clearly seen that the intra-link BER performance of the EF scheme is worse than that of the DF scheme, for both 4-PSK and 8-PSK cases. However, it has to be noted that the EF scheme can achieve almost the same BER performance
Fig. 11  BER performances of the intra-link using channel decoding or only extraction.

Fig. 12  BER performances of the proposed system, 4-PSK.

Fig. 13  BER performances of the proposed system, 8-PSK.

Fig. 14  FER performances of the proposed system, 4-PSK.

as that of the DF case with our proposed relay system in Location A, as shown in Fig. 12. This is because that the intra-link is very strong when the relay is close to the source node, and both of the DF and EF strategies can almost fully recovered the original bits at the relay. When the relay node is close to the destination as in Location B, there is only about 1 dB gap between the BER curves of DF and EF schemes. In the case of Location C, the BER gap between DF and EF is much less than that of Location B’s case. The reason is that, for Location C, when the SNRsd is around 1.2 dB (SNRsr = SNRsd), the intra-link BER gap between DF and EF schemes is very small, as shown in Fig. 11. However, in Location B, when SNRsd is around 0 dB (SNRsr = SNRsd + 4.4 dB), the intra-link BER gap is much larger than that of Location B. In this sense, EF can also achieve very good performance and therefore the complexity of the relay can be further reduced by using the EF scheme. Similarly, the BER performances for the 8-PSK modulation scheme are presented in Fig. 12 over AWGN channels.

It can be seen in Fig. 12 and Fig. 13 that, when the three components in the proposed relay system are equally separated as in Location C, the SNR threshold happens at low SNR values for both with 4-PSK and 8-PSK modulations. Hence, it is reasonable to rely on the Shannon/SW limit calculation using the Gaussian codebook. According to [11], the Shannon/SW limit with Gaussian codebook is −1.55 dB for 4-PSK and 1.61 dB for 8-PSK cases, both with the coding rate being 1/2. Therefore, the gaps with our proposed system to the limit in the location C are 2.75 dB and 2.89 dB for 4-PSK and 8-PSK, respectively.

Finally, the frame-error-rate (FER) performance in block Rayleigh fading channels using 4-PSK and 8-PSK modulation schemes are shown in Figs. 14 and 15. The interleaver lengths are set at 4400 and 4500 bits for 4-PSK and 8-PSK cases, respectively. The doping rate of the DACCs are set the same as in the AWGN channel’s cases for Location A, B and C. The point-to-point (P2P) transmissions are simulated for comparison, where BICM-ID and DACC are also used. Similar to the AWGN channel’s cases, the pro-
6. Conclusions

The major aim of this paper has been to apply higher order modulation for higher spectrum efficiency in relaying systems with a very simple structure. We have proposed a novel technique that combines the BICM-ID technique with higher order modulation, where block fading is assumed. The novelty of the proposed structure lies in the fact that the relay allows the errors due to the fading variation of the intra-link, remaining in the original information. Moreover, the knowledge of intra-link error probability is used as the correlation between source and relay nodes. The correlation can be estimated and further exploited at the destination via the vertical iteration. It has been found that, the EXIT curve of demapper combined with DACC\(^{-1}\) exhibits excellent matching with the memory-1 convolutional codes with the help of vertical iteration at the destination. Thereby, close-limit BER performances can be achieved without requiring high computational complexity.
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