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Abstract—Convergence constraint power allocation (CCPA) in single carrier multiuser (MU) single-input single-output (SISO) systems with iterative frequency-domain (FD) soft cancelation (SC) minimum mean-squared error (MMSE) equalization is considered in this paper. In order to exploit full benefit of iterative receiver, convergence properties need to be considered. The proposed scheme can guarantee that the desired mutual information point/value after sufficient amount of iterations is achieved. In this paper, successive convex approximation algorithm is proposed as a solving the non-convex convergence constraint power minimization problem. Furthermore, the results of EXIT-chart analysis demonstrate that the CCPA design can achieve the objectives described above.

I. INTRODUCTION

Single carrier frequency division multiple-access (FDMA) has been selected as "de-facto" transmission scheme for the 3GPP long term evolution (LTE) standard and its advanced version (LTE-A) [1]. Due to the problems related to inter-symbol-interference (ISI) and multi-user interference (MUI) in single carrier FDMA, efficient low-complexity channel equalization techniques are required. Recently, iterative frequency domain equalization techniques have been considered as most potential candidate to mitigate ISI and MUI. However, to exploit the full merit of iterative receiver, the convergence properties of an iterative receiver needs to be taken into account at a transmitter side. Even though linear receivers, such as presented in [2], [3], can achieve good performance with low complexity, the rate loss between the channel decoder and the equalizer can be made smaller by applying the iterative structure and utilizing the extrinsic information exchange of the two soft in / soft out (SIt/SfTo) blocks. In [4], [5], the impact of precoder design on the convergence properties of the soft cancellation (SC) frequency domain (FD) minimum mean-squared error (MMSE) equalizer is demonstrated. In [6], extrinsic information transfer (EXIT) analysis [7] is utilized to determine the optimal power allocation in a multiuser turbo coded code division multiple access (CDMA) system. In [8], the convergence analysis for MMSE based iterative equalizer is performed by using signal-to-noise (SNR) ratio variance charts [9]. Furthermore, they use the convergence analysis to formulate the transmitter power allocation problem in frequency selective single-input single-output (SISO) channels with the iterative receiver mentioned above, assuming the availability of perfect channel state information (CSI) both at the transmitter and the receiver. Recently in [10], in-depth analysis of the power allocation problem in single-carrier multiple-input multiple-output (MIMO) systems with iterative FD-SC-MMSE equalization has been presented.

The main contributions of this paper are summarized as follows: We extend and reformulate the power allocation problem presented in [10] to the systems with multiple users. Furthermore, we propose successive convex approximation (SCA) [11] algorithm to solve this non-convex problem. Since we consider only SISO system, precoding can be done only in frequency domain, and hence precoding is equivalent to power allocation in this context.

This paper is organized as follows: The system model of single carrier uplink transmission with multiple single-antenna users and a base station with single antenna is presented in Section II. In Section III, the formulation of CCPA problem is derived. The SCA algorithm is proposed for solving the CCPA problem in Section IV. The performance of proposed technique is demonstrated through simulations in Section V. Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL

Consider single carrier uplink transmission with multiple single-antenna users and a base station with single antenna as depicted in Fig. 1. Each user’s data stream is encoded by forward error correction code (FEC) \( C_u, u = 1, 2, \ldots, N_t \). The encoded bits are bit interleaved and mapped onto a \( 2^{N_{Q}} \)-ary complex symbol, where \( N_{Q} \) denotes the number of bits.
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per modulation symbol. After the modulation, each user’s data stream is transformed into the frequency domain by performing the discrete Fourier transform (DFT) and multiplied with its associated power allocation matrix. Finally, before transmission, each user’s data stream is transformed into the time domain by the inverse DFT (IDFT) and a cyclic prefix is added to mitigate inter symbol interference (ISI).

At the receiver side, after the cyclic prefix removal, the frequency domain signal \( \hat{r} \) can be expressed as [12]

\[
\hat{r} = \Gamma \hat{F} \hat{N}_u \hat{b} + \hat{F} \hat{v},
\]

with \( \Gamma \in \mathbb{C}^{N_F \times N_u N_F} \) being the frequency domain space-frequency channel matrix

\[
H = [H_1, H_2, \ldots, H_{N_U}]^T \in \mathbb{C}^{N_F \times N_u N_F}
\]

\( \hat{F} \in \mathbb{C}^{N_F \times N_u N_F} \) is the circulant block channel matrix, \( H_u \in \mathbb{C}^{N_F \times N_F} \) is a circulant block matrix corresponding to the \( u \)th user denoted as \( H_u = \text{circ}[h_{1,u}^T, h_{2,u}^T, \ldots, h_{N_u,u}^T, 0_{1 \times N_F - N_u,u}]^T \). The operator \( \text{circ} \) generates matrix that has a circulant structure of its argument vector and \( N_u \) denotes the length of the channel impulse response. \( \hat{F}_{N_u} = I_{N_u} \otimes \hat{F} \in \mathbb{C}^{N_F \times N_u N_F} \), where \( \otimes \) is the Kronecker product, is the block diagonal DFT matrix for the \( N_u \) users with \( \hat{F} \in \mathbb{C}^{N_F \times N_F} \) being the DFT matrix with elements \( \hat{F}_{m,l} = \frac{1}{\sqrt{N_F}} \exp(i 2\pi (m-1)(l-1)/N_F) \).

\( \hat{P} \in \mathbb{R}^{N_{F} \times N_{F} \times N_u \times N_F} \) is the power allocation matrix denoted as \( \hat{P} = \text{diag}(P_1, P_2, \ldots, P_{N_u}) \) with \( P_u = \text{diag}(P_{u,1}, P_{u,2}, \ldots, P_{u,N_F})^T \in \mathbb{R}^{N_F \times N_F} \), \( u = 1, 2, \ldots, N_u \), and \( b \in \mathbb{C}^{N_F \times N_u} \) is the modulated complex data vector for the \( u \)th user and \( v \in \mathbb{C}^{N_F} \) is white additive independent identically distributed (i.i.d.) Gaussian noise vector with variance \( \sigma^2 \).

III. PROBLEM FORMULATION

The block diagram of the FD-SC-MMSE turbo equalizer is depicted in Fig. 2. The frequency domain signal after the soft cancelation can be written as

\[
\hat{r} = \hat{r} - \Gamma \hat{F} \hat{N}_u \hat{b},
\]

where \( \hat{b} = [\hat{b}_1^T, \hat{b}_2^T, \ldots, \hat{b}_{N_u}^T]^T \in \mathbb{C}^{N_u N_F} \) are the soft symbol estimates of the modulated complex symbols. \( L_u \) and \( \hat{L}_u \) denotes the log-likelihood ratios (LLRs) provided by the equalizer and the channel decoder of user \( u \), respectively, and \( \hat{x}_u \) denotes the estimate of \( x_u \). The problem formulation follows that presented in [10]. Let \( \hat{I}_u^e \) denote the MI at the input of the equalizer and \( \hat{I}_u \) denote a monotonically increasing EXIT function of the equalizer. Moreover, let \( \hat{I}_u^e \) denote the a priori MI at the input of the decoder. Now, we can write the following relationship:

\[
\hat{I}_u^e = \hat{f}(\hat{I}_u^a_1, \hat{I}_u^a_2, \ldots, \hat{I}_u^a_{N_u}).
\]

Similarly, let \( \hat{P}_u^e \) denote the extrinsic MI at the output of the decoder and \( \hat{I}_u^a \) a priori MI at the input of the decoder. We can write

\[
\hat{I}_u^e = \hat{f}(\hat{I}_u^a),
\]

where \( \hat{f}(\cdot) \) is a monotonically increasing and, hence, invertible EXIT function of the decoder.

Because interleaving has no impact on the MI, thus \( \hat{I}_u^e = \hat{I}_u^a \) and \( \hat{P}_u^e = \hat{P}_u^a \), and we can express the condition for keeping the convergence tunnel open as

\[
\hat{f}(\hat{I}_u^e, \hat{P}_u^e, \ldots, \hat{I}_u^e_{N_u}) \geq \hat{f}(\hat{I}_u^a) + \epsilon_u,
\]

where \( \epsilon_u \) is a parameter controlling the minimum gap between the EXIT surfaces. To make the problem tractable, continuous convergence condition (6) is discretized and replaced with

\[
\hat{f}(\hat{I}_{u,k}^e, \hat{P}_{u,k}^e, \ldots, \hat{I}_{u,k}^e_{N_u}) \geq \hat{f}(\hat{I}_u^a) + \epsilon_u, \forall u = 1, 2, \ldots, N_u, \forall k = 1, 2, \ldots, N_K.
\]

In this paper, we assume \( \epsilon_{u,k} = \epsilon_u, \forall k < N_K \) and \( \epsilon_u, N_K = 0 \).

Using the inverse of the J-function [13] \(^2\), the constraints can be evaluated to two times mean.
be transformed to variance constraints, i.e.,

\[ J^{-1}(\hat{I}^E_{1,k}, \hat{I}^E_{2,k}, \ldots, \hat{I}^E_{N_U,k}) \geq J^{-1}(I^E_{u,k} + \epsilon_u,k), \]

\[ \forall u = 1, 2, \ldots, N_U, \]

\[ \forall k = 1, 2, \ldots, N_K, \] (8)

which leads to

\[ \hat{\sigma}_{u,k}^2 \geq \sigma_{u,k}^2, \quad u = 1, 2, \ldots, N_U, \quad k = 1, 2, \ldots, N_K. \] (9)

When Gray-mapped quadrature phase shift keying (QPSK) modulation is used, the variance of the LLRs at the output of the equalizer can be expressed as [10]

\[ (\hat{\sigma}_{u,k})^2 = \frac{4\epsilon_u,k}{1 - \zeta_{u,k}\Delta_{u,k}}, \] (10)

Finally, the convergence constraint power minimization problem can be expressed as

\[ \text{minimize}_{\mathbf{P}} \quad \text{tr}\{\mathbf{P}\}, \]

subject to

\[ \zeta_{u,k} \geq \zeta_{u,k}, \quad u = 1, 2, \ldots, N_U, \]

\[ P_{u,f} \geq 0, \quad u = 1, 2, \ldots, N_U, \]

\[ f = 1, 2, \ldots, N_F, \] (11)

where

\[ \zeta_{u,k} = \frac{(\hat{\sigma}_{u,k})^2}{4 + (\hat{\sigma}_{u,k})^2\Delta_{u,k}} \] (12)

is constant. The parameter \( \zeta_{u,k} \) is so called effective SNR of the prior symbol estimate and is calculated as [12]

\[ \zeta_{u,k} = \frac{1}{N_F} \sum_{f=1}^{N_F} \frac{P_{u,f} |\Gamma_{u,f}|^2}{\sum_{l=1}^{N_L} |\Gamma_{l,f}|^2 P_{l,f} \Delta_{u,k} + \sigma^2}. \] (13)

\( \Delta_{u,k} \in \mathbb{R} \) is the average residual interference of the soft symbol estimates and is given by

\[ \Delta_{u,k} = \text{avg}\{1_{N_F} - \bar{b}^u\}, \] (14)

where \( \bar{b}^u = [|b_1^u|^2, |b_2^u|^2, \ldots, |b_{N_F}^u|]^T \in \mathbb{C}^{N_F}. \) The soft symbol estimate \( \bar{b}^u \) is calculated as

\[ \bar{b}^u = E\{b^u\} = \sum_{b_i \in \mathcal{B}} b_i \Pr(b^u = b_i), \] (15)

where \( \mathcal{B} \) is the modulation symbol alphabet, and the symbol a priori probability can be calculated by

\[ \Pr(b^u_n = b_i) = \left( \frac{1}{2} \right)^{N_2} \prod_{q=1}^{N_2} \left( 1 - \bar{c}_{i,q} \tanh(\lambda_{n,q}/2) \right), \] (16)

with \( \bar{c}_{i,q} = 2c_{i,q} - 1 \) and \( \lambda_{n,q} \) is the a priori LLR of the bit \( c_{i,q} \), provided by the decoder.

An example of the convergence constraint problem formulation is represented in the EXIT chart depicted in Fig. 3. Note that if we allow \( C_i \neq C_j, i \neq j \), for some \( i, j \), the number of the constraints in problem (11) increases exponentially with the number of users. More specifically, the number of constraints is \( N_U N_K^2 \). A 3-dimensional example of the convergence constraint problem formulation for user 1 is shown in EXIT chart depicted in Fig. 4. \( \hat{I}^E_{1,k}/I^E_{u,k}, u = 1, 2, \) denotes the a priori information for the equalizer of the user 1 coming from the decoder of the user \( u \). The constraints indicate that the gap between the EXIT surfaces has to be \( \epsilon_{u,k}, \forall u, k \), in each dimension. In other words, the gap between the EXIT surfaces has to be \( \epsilon_{u,k}, \forall u, k \), regardless of the other users’ decoder inputs. However, if we require that the surfaces do not intersect, only active constraints are the ones where there is no a priori information available from the other users.

Assuming that the modulation coding scheme (MCS), i.e., forward error correction code (FEC) and modulation mapping, is identical for all the users and discretization of EXIT functions is performed so that \( I^E_{1,k} = I^E_{2,k} = \ldots = I^E_{N_U,k} \), we can write \( \hat{I}^E_{1,k} = \hat{I}^E_{2,k} = \ldots = \hat{I}^E_{N_U,k} \). Furthermore, \( \Delta_{u,k} \) is a function of the decoder output \( \Delta_{u,k} = f_{\Delta}(\hat{I}^E_{u,k}) \). Under the assumption that all users use the same MCS, we can write \( \Delta_{1,k} = \Delta_{2,k} = \ldots = \Delta_{N_U,k}. \) This leads to the fact that if the same MCS is used by all the users, we can project the \( N_U + 1 \)-dimensional EXIT constraints in to 2 dimension and reduce the number of constraints to \( N_U N_K \).
IV. SUCCESSIVE CONVEX APPROXIMATION

Problem (11) is clearly non-convex. Hence, we reformulate the problem as a difference-of-convex-functions program [14] and solve it by using SCA.

We will introduce new variables $\alpha_{u,f} \in \mathbb{R}$, such that $P_{u,f} = e^{\alpha_{u,f}}$, $\forall u, f$. Since the inequality constraint in Problem (11) holds with equality at the optimal point, the problem can be equivalently written as

$$\begin{align*}
\text{minimize} & \quad \sum_{u=1}^{N_U} \sum_{f=1}^{N_F} e^{\alpha_{u,f}} \\
\text{subject to} & \quad \sum_{f=1}^{N_F} \sum_{u=1}^{N_U} \omega_{u,f,k} \geq N_F \xi_{u,k}, \\
& \quad u = 1, 2, \ldots, N_U, f = 1, 2, \ldots, N_K, \\
& \quad e^{\alpha_{u,f}} |\Gamma_{u,f}|^2 \geq \omega_{u,f,k}, \\
& \quad u = 1, 2, \ldots, N_U, f = 1, 2, \ldots, N_K, \\
& \quad f = 1, 2, \ldots, N_F, \\
& \quad P_{u,f} \geq 0, u = 1, 2, \ldots, N_U, f = 1, 2, \ldots, N_F,
\end{align*}$$

(17)

where $\omega = \{\omega_{u,f,k} : u = 1, 2, \ldots, N_U, k = 1, 2, \ldots, N_K, f = 1, 2, \ldots, N_F\}$, and $\alpha = \{\alpha_{u,f} : u = 1, 2, \ldots, N_U, f = 1, 2, \ldots, N_F\}$. Taking the natural logarithm of the both sides of (17) yields

$$\begin{align*}
\alpha_{u,f} + \ln |\Gamma_{u,f}|^2 - \ln \left( \sum_{k=1}^{N_K} e^{\alpha_{u,f}} |\Gamma_{u,f,k}|^2 \Delta_{f,k} + \sigma^2 \right) \geq \ln \omega_{u,f,k}.
\end{align*}$$

(18)

It is well known that logarithm of the summation of the exponentials is convex. Hence, the left hand side (LHS) of the constraint (18) is concave. It is straightforward to formulate (18) as a difference of convex functions and locally approximate the concave part with its best convex upper bound, i.e., linear approximation of $\ln \omega_{u,f,k}$ at point $\omega_{u,f,k}$:

$$\begin{align*}
W(\omega_{u,f,k}, \hat{\omega}_{u,f,k}) = \ln \omega_{u,f,k} + \frac{(\omega_{u,f,k} - \hat{\omega}_{u,f,k})}{\hat{\omega}_{u,f,k}}.
\end{align*}$$

(19)

A local convex approximation of Problem (17) can be written as

$$\begin{align*}
\text{minimize} & \quad \sum_{u=1}^{N_U} \sum_{f=1}^{N_F} e^{\alpha_{u,f}} \\
\text{subject to} & \quad \sum_{f=1}^{N_F} \omega_{u,f,k} \geq N_F \xi_{u,k}, u = 1, 2, \ldots, N_U, k = 1, 2, \ldots, N_K, \\
& \quad \alpha_{u,f} + \ln |\Gamma_{u,f}|^2 - \ln \left( \sum_{k=1}^{N_K} e^{\alpha_{u,f}} |\Gamma_{u,f,k}|^2 \Delta_{f,k} + \sigma^2 \right) \geq \ln \omega_{u,f,k}, k = 1, 2, \ldots, N_K, f = 1, 2, \ldots, N_U, \\
& \quad f = 1, 2, \ldots, N_F, \\
& \quad P_{u,f} \geq 0, u = 1, 2, \ldots, N_U, f = 1, 2, \ldots, N_F,
\end{align*}$$

(20)

and it can be solved efficiently by using standard optimization tools, e.g., interior-point methods [15].

The SCA algorithm starts by a feasible initialization $\hat{\omega}_{u,f,k} = \omega_{u,f,k}^{(0)}$, $\forall u, k, f$. After this, the Problem (20) is solved yielding a solution $\omega_{u,f,k}^{(s)}$ which is used as a new point for the linear approximation. The procedure is repeated until convergence. The SCA algorithm is summarized in Algorithm 1. It has been shown in [14] that SCA of difference of convex functions monotonically converges to a local optimum of the original problem.

Algorithm 1 Successive convex approximation algorithm.

1. Set $\hat{\omega}_{u,f,k} = \omega_{u,f,k}^{(0)}$, $\forall u, k, f$.
2. repeat
3. Solve Eq. (20).
4. Update $\omega_{u,f,k}^{(s)} = \omega_{u,f,k}^{(s)}$, $\forall u, k, f$.
5. until Convergence.

V. NUMERICAL RESULTS

In this section, we will show the results obtained by the simulations to evaluate the performance of the proposed algorithm. The results are obtained with the following parameters: $N_U = 2$, $N_F = 8$, $N_K = 11$, QPSK with Gray mapping, and systematic repeat accumulate (RA) codes [16] with a code rate 1/3. Furthermore, we set $e_u = 0.05$, $u = 1, 2$, $\hat{I}_1^{\text{target}} = \hat{I}_2^{\text{target}}$, and $\hat{I}_2^{\text{target}} = \hat{I}_2^{\text{target}} = 0.9999$. The signal-to-noise ratio averaged over frequency bins is defined by $\text{SNR} = \text{tr}(|\mathbf{P}|)/(N_F \sigma^2)$. We consider two different channel conditions, namely, a static 5-path channel, path gains shown in Table I, and a quasi-static Rayleigh fading 5-path average gain channel with 200 channel realizations. The trajectory simulations for EXIT charts were carried out with a random interleaver with the size 288000 bits.

A verification simulation of the system is shown in the EXIT chart depicted in Fig. 5. Arbitrarily orthogonal allocation (AOA) means that one half of the frequency bins are arbitrarily allocated to user 1 and the other half are given to user 2. AOA power allocation problem can be decoupled to $N_F$ single user problems. Hence AOA is a convex problem [10] and can be efficiently solved by using convex programming tools.

Exhaustive search (ES) indicates that every possible orthogonal allocation is tested and the best one is chosen. This is not a practical solution when the number of frequency bins $N_F$ grow larger. We used the channel given in Table I to verify our simulations. It can be seen in Fig. 5, that for all of the preceding methods used, the EXIT curve of the equalizer ends up with the preset value $(\hat{I}_1^{\text{target}}, \hat{I}_2^{\text{target}}) = (0.9999, 0.8)$. Trajectory is the result of chain simulation performed by using CCPA and it can be seen that the trajectory matches to EXIT curves.

The performance of the proposed method in terms of SNR vs. MI target is depicted in Fig. 6. AOA end ES methods are also plotted for comparison. MI target can be converted to bit error probability (BER) by using the equation [13]

$$P_b \approx \frac{1}{2} \text{erfc} \left( \sqrt{\frac{1}{2}} \left( \frac{1}{\hat{I}_1^{\text{target}}} + \frac{1}{\hat{I}_2^{\text{target}}} \right) \right).$$

(21)

Four different $\hat{I}_1^{\text{target}}$ values were considered, namely 0.7,
orthogonal allocation and exhaustive search (ES) allocation. The optimal allocation is likely to be orthogonal, for which ES provides the best possible solution. Future work will be the multiantenna extension, where the orthogonal allocation is going to be clearly suboptimal.
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**VI. CONCLUSIONS**

In this paper, we have derived the convergence constraint power allocation (CCPA) problem for iterative FD-SC-MMSE multiuser SISO detector. Moreover, we derived successive convex approximation algorithm for finding a local solution of the problem. The algorithm proposed in this paper, allows the full utilization of iterative receiver and its convergence properties. It was shown that the proposed algorithm can achieve the same performance in terms of transmit power consumption than exhaustive search type orthogonal allocation when MI target is low. When MI target is high, the performance of the proposed algorithm is somewhere between arbitrary orthogonal allocation and exhaustive search (ES) allocation.