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The   motivation of  this dissertation was   to  propose methods for  improving 
the  naturalness of  synthesized speech under limited data conditions . 

Because speech is the result of sequential linking of phonetic units, a speech synthesizer 
requires a database  that  covers all phonetic units in a specific unit set to synthesize any input 
text content,  resulting in a requirement of significant amount of data  for synthesizing (B. 
Bozkurt  and T. Dutoit,  2003). Due to the efforts of co-articulation  on speech synthesis (SS), 
not only all context-independent phonetic  units  but  also all context-dependent phonetic  units,  
are necessary to synthesize  natural speech.  As a result,  state-of-the-art speech synthesizers  
require  large-scaled speech corpora  to synthesize  natural speech (J. Kominek and A. Black, 
2003; D. Suendermann  and A. Black, 2010). 

Building a large-scaled speech corpus is a costly task that  takes a long time and a great deal 
effort by engineers, acousticians  and linguists.  Therefore, high-quality  SS under limited data  
conditions  is important in practice,  specifically for under-resourced  languages. Synthesizing  
speech with  a limited  amount  of data  is also critical  for customizing  synthesized  speech 
with multiple  voices (T.  Toda  .et.al,  2007).  It is also critical  in movies and games 
applications  when we need to synthesize the voices of whom are not alive or have lost their  
voice characteristics (O. Turk,  2007). Since methods  of voice transformation can be used 
with a limited amount of target  data,  a target  voice can be synthesized by using a two-step 
procedure, which synthesizes a standard voice with a large-scaled database  first and 
transforms  the synthesized standard voice to the target  voices later (T. Toda  .et.al,  2007).  
However, this approach  still requires a large-scaled database  for the first step of synthesizing  
the standard voice.  As a  result, to  directly build  highly- natural speech 
synthesizers  under limited data conditions is  an  important and  interesting 
research topic. 

In the literature, there are a few approaches  to directly improve the naturalness of 
synthesized  speech under  limited  data  conditions.    The  first  approach  is to  maximize the  
use of existence  contexts  in  the  database   (Y.  Sagisaka,  1988; K.  Tokuda  and  A. Black,  
2002).   This  approach  has  been  shown its  efficiency compared  with  traditional 
approaches.   However, SS with this improvement still requires large amounts  of original 
data  for concatenation or training.   The second approach  is to use methods of speech 
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modification to reduce mismatch-context errors occurred when phonetic units in matching 
contexts  are  not  available  due  to  the  limitation  of the  database  (D.  Chappell  and  J. 
Hansen,  2002; A. Kain and J.  Van Santen,  2007).  This approach  has just  used in CSS and 
has shown a little improvement. 

One core problem in synthesizing natural speech under limited data conditions is to en- sure 
the smoothness of synthesized  speech. Both temporal  and spectral  over-smoothness and 
over-roughness can reduce the naturalness of synthesized speech. Under limited data 
conditions, the over-roughness in speech synthesized by concatenative  SS (CSS) (A. Kain and  
J.  Van  Santen,  2007) and  the  over-smoothness  in speech synthesized  by  Hidden- Markov-
Model-based SS (HMMSS) (T. Toda and K. Tokuda,  2007) increase.  This problem 
significantly  reduces the  naturalness of synthesized  speech under  limited  data  conditions.  
However, ensuring an “appropriate smoothness”  for synthesized  speech has not taken deeply 
into consideration in research fields of SS. Therefore, the  unified purpose of  this 
research is  to  use  methods of  speech modification and  transformation to  
ensure an  “appropriate smoothness” in  synthesized speech under limited 
data conditions. 

Temporal decomposition (TD) (B.S.  Atal,  1983) is an  interpolation method  decomposing 
a spectral or prosodic sequence into its sparse event targets and correspondent temporal  event 
functions.  The modified restricted  TD (MRTD)  (C. Nguyen and M. Akagi, 2003) is one 
simplified but  efficient  version of TD.  With  a determination of event functions close to the 
concept of co-articulation  in speech, MRTD can synthesize smooth speech. The smoothness 
in synthesized speech can be adjusted  by modifying event targets of MRTD  (B. Nguyen and 
M. Akagi, 2009).  Therefore, MRTD  can be used to modify / transform / and synthesize 
speech with an “appropriate smoothness”.  As a result, MRTD was used throughout the 
proposed methods  in this research. 

Constructing SS under limited data conditions is more practical for under-resourced 
languages, where large public speech corpora are missing.  As the tonal-monosyllabic 
Vietnamese  is an  under-resourced  language  (C.M.  Luong,  2006),  Vietnamese  datasets 
were used in this paper for implementations and evaluations. 

Based on the general motivation  and the unified purpose of this research, four specific 
objectives were specified and solved. 

The first objective was to propose a new and  efficient  speech smoothness  measure  to 
control  and  to  evaluate  the  smoothness  in  synthesized  speech.   A speech  smoothness 
measure  based  on the  square  sum  of the  variance  of the  delta-delta   sequence,  named 
distance  of global smoothness measure (DGSM), in both  time and spectral  domains was 
proposed.  The proposed DGSM was shown to be reliable and efficient to measure the 
smoothness in different kinds of speech in both time and spectral  domains. 

The  second objective was to solve the  main problem of CSS under  limited  data  
conditions, which is reducing mismatch-context errors in CSS that  cause the temporal  over- 
roughness in synthesized speech. A model of contextual  effect in CSS, a method of speech 
modification,  and  a method  of unit  selection were proposed  and  were combined  into  a 
non-uniform  CSS to  reduce  mismatch-context errors  in CSS under  limited  data  conditions.  
MRTD was used as a core of these proposed methods to obtain  synthesized speech with an 
“appropriate smoothness”.  Experimental results with Vietnamese datasets  show that  
mismatch-context errors could be solved and the proposed CSS was natural in terms of 
smoothness under limited data  conditions. 

The third  objective was to solve the main problem of HMMSS under limited data  
conditions, which is reducing both the temporal  and spectral over-smoothness in HMMSS. 
A hybrid SS between HMMSS and MRTD, referred to as HTD, was proposed to reduce over- 



3 

smoothness  in synthesized  speech under  limited  data  conditions.   The  two  components 
event functions  and event targets  of MRTD  were independently  controlled  to obtain  an 
“appropriate smoothness”  in synthesized  speech.  Experimental results  with Vietnamese 
datasets  show that  speech synthesized by the proposed HTD had a more “appropriate 
smoothness”,  compared with that  by the state-of-the-art HMMSS using GV, resulting in an 
improvement on the naturalness in synthesized  speech. 

The fourth  objective was to solve one case with ultra-limited data  conditions  for tonal 
languages when the number of tonal units is not sufficient by using a method of tone 
transformation.  Lexical tones are usually represented  by fundamental  frequency (F0) 
contours.   Therefore,  a tone transformation can be considered as a F0 contour  transformation 
applied for converting lexical tones.  A method of F0 transformation using MRTD and GMM 
was proposed to ensure the “appropriate smoothness”  in the transformed  F0 contours  of the  
lexical tones.   Experimental results  with  Vietnamese  datasets  show the effectiveness of the 
MRTD-GMM  F0 transformation and it could be applied to improve the usability  of SS of 
tonal languages under limited data  conditions. 

In summary, methods of speech modification and  transformation were 
proposed to  improve the  naturalness of  synthesized speech under limited 
data conditions  based on  the   concept “appropriate  smoothness” in  
synthesized speech.   These methods showed their efficiencies on  improving 
the  usability under limited data conditions for  both  CSS and  HMMSS. 
There results contribute to  the  research fields of  speech processing by  
introducing the  new concept “appropriate smoothness” in  speech.  There 
results also   contribute to   the   research  and   development  fields of  SS  in  
order to   make SS  more convenient and  more efficient for  human-machine 
interaction systems. 


