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Abstract

Natural languages are highly related by references within them. These references bring
precious information: the sentences of a discourse could not be interpreted without know-
ing who or what entity is being talked about. Resolving resolution, therefore, is a very
important task in natural language processing research. Of all reference phenomena, the
coreference is the most popular phenomenon, and is attracting much research in reference
resolution. In this dissertation, we will concentrate on this challenging task - coreference
resolution in general texts. Moreover, we will also focus on resolving references in a spe-
cific type of texts, i.e. legal texts. The information on reference resolution not only helps
people in understanding texts, but also supports other tasks such as question answering,
text summarization, and machine translation. To illustrate one of these benefits, in this
thesis, we will also investigate an application of reference resolution to the task of question
answering restricted to the legal domain.

Most previous research proposed a pairwise approach to solve the task of coreference
resolution. The drawback of this approach is that it can allow only one or two antecedent
candidates to be considered simultaneously. So, it only determines how good a candidate
is relative to the mention, but not how good a candidate is relative to all candidates.
Our goal is to investigate another approach which can address this drawback. While
coreference resolution in general texts attracts much attention among researchers, the
task in legal texts has received very little attention so far. The main reasons are mostly
the complex and long legal structures and sentences, specific terms, and especially the
lack of language resources (i.e. annotated corpora) in this specific domain. Focusing on
this interesting legal domain, this dissertation also aims at building a system which can
automatically extract referents for references in real time. This is a new interesting task
in the Legal Engineering research. Moreover, the goal of this dissertation also includes
building an application of these reference resolvers to a useful question answering system
restricted to the legal domain. Particularly, the following three problems are targeted in
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this research:

• To realize coreference resolution in general texts, we present an empirical study on
a listwise, which can address the drawback of the previous approach. This approach
exploits a listwise learning-to-rank method which considers all antecedent candidates
simultaneously, not only in the resolution phase but also in the training phase.
Experimental results on the corpora of SemEval-2010 shared task 1 show that the
proposed system yields a good performance in multiple languages when compared
to previous participating systems as well as a baseline pairwise system using the
ranking support vector machine as the learning algorithm. In comparison to the best
participating system SUCRE, which uses the Decision Tree algorithm with best-first
clustering strategy, the proposed system achieves comparative performance.

• For the task of reference resolution in legal texts, different from previous work that
only considered the referent at the document targets, this work focuses on resolv-
ing references to the sub-document targets. Referents extracted are the smallest
fragments of texts in documents, rather than the entire documents that contain the
referenced texts. Based on the structures of references in legal texts, we propose
a four-step framework to accomplish the task: mention detection, contextual infor-
mation extraction, antecedent candidate generation, and antecedent determination.
We also show how machine learning methods can be exploited in each step. The
final system achieves 80.06% in the F1 score for detecting references, 85.61% accu-
racy for resolving them, and 67.02% in the F1 score on the end-to-end setting task
on the Japanese National Pension Law corpus.

• This dissertation also presents a study aimed at exploiting reference information to
build a question answering system restricted to the legal domain. Most previous
research focuses on answering legal questions whose answers can be found in one
document1 without using reference information. However, there exist many legal
questions, which require answers extracted from connections of more than one doc-
ument. The connections between documents are represented by explicit or implicit
references. To the best of our knowledge, this type of questions is not adequately
considered in previous works. To cope with them, we propose a novel approach
which allows to exploit the reference information between legal documents to find
answers to these legal questions. This approach also uses the requisite-effectuation
structures of legal sentences and some effective similarity measures based on legal
terms to support finding correct answers without training data.

The contribution of this dissertation includes linguistic and computational aspects.
Considering the linguistic viewpoint, our research helps in interpreting the sentences of
any discourse. In the computational viewpoint, our research proposes effective solutions
for linguistic problems using machine learning approaches.

1The term ‘documents’ corresponds to articles, paragraphs, items, or sub-items according to the
naming rules used in the legal domain.
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