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Most of the previous studies on Speech-to-Speech Translation (S2ST) focused on processing
of linguistic content by directly translating the spoken utterance from the source language
to the target language without taking into account the paralinguistic and non-linguistic infor-
mation like emotional states emitted by the source. However, for clear communication, it is
important to capture and transmit the emotional states from the source language to the target
language. In order to synthesize the target speech with the emotional state conveyed at the
source, a speech emotion recognition system is required to detect the emotional state of the
source language. The S2ST system should enable the source and target languages to be used
interchangeably, i.e. it should possess the ability to detect the emotional state of the source
regardless of the language used. This paper proposes a Bilingual Speech Emotion Recognition
(BSER) system for detecting the emotional state of the source language in the S2ST system.
In natural speech, humans can detect the emotional states from the speech regardless of the
language used. Therefore, this study demonstrates feasibility of constructing a global BSER
system that has the ability to recognize universal emotions. This paper introduces a three-
layer model: emotion dimensions in the top layer, semantic primitives in the middle layer, and
acoustic features in the bottom layer. The experimental results reveal that the proposed system
precisely estimates the emotion dimensions cross-lingual working with Japanese and German
languages. The most important outcome is that, using the proposed normalization method for
acoustic features, we found that emotion recognition is language independent. Therefore, this
system can be extended for estimating the emotional state conveyed in the source languages in
a S2ST system for several language pairs.

1. Introduction

Speech-to-Speech Translation (S2ST) is the process by which a spoken utterance in one lan-
guage is used to produce a spoken output in another language. Traditionally automatic speech trans-
lation consists of three component technologies: converting the spoken utterance into a text using
an Automatic Speech Recognition (ASR) system, then the recognized speech is translated using a
Machine Translation (MT) system into the target language text, finally, resynthesizes the target lan-
guage text using a text-to-speech (TTS) synthesizer [1, 2]. Therefor, the traditional approach for
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S2ST focused on processing of linguistic content only by directly translating the spoken utterance
from the source language to the target language without taking into account the paralinguistic and
non-linguistic information like emotional states emitted by the source. Conventional S2ST systems
output speech usually produced in a neutral voice that is unchanged even if the input speech changes
from emotional state to another. However, for a natural communication, it is important to preserve
the emotional states expressed in the source language.

This study investigates how to transform the emotional states from the source language to the
target language in a S2ST system. Therefor, in order to accomplish this task, two additional com-
ponents are necessary. The first is an automatic emotion recognition system to detect the emotional
state of the source speech. Moreover, the second is an emotional speech synthesizer to synthesize the
target speech with the emotional state conveyed at the source.

In this paper, we focused on the first component that is constructing an automatic speech emo-
tion recognition system that has the ability to detect the emotional state in the source language. The
S2ST system should enable the source and target languages to be used interchangeably, i.e. it should
possess the ability to detect the emotional state of the source regardless of the language used. Chang-
ing the source language require changing the training language for the speech emotion recognition
system, i.e. adapting the system for different language. However, human can still judge the expressive
content of a voice for one language, such as emotional states, even without the understanding of that
language [3]. Several studies have indeed shown evidence for certain universal attributes for speech
[4, 5], not only among individuals of the same culture, but also across cultures. Therefore, in order
to overcome the problem of retrain the emotion recognition system for different language, this paper
proposes a Bilingual Speech Emotion Recognition (BSER) system for detecting the emotional state
of the source language in the S2ST system.

In order to produce the output of the S2ST system colored with emotional state of the speaker
at the source, firstly, it is required to detect the emotional state at the source, then, modifying the
acoustic features of the neutral speech produced by TTS system to an emotional speech. In the
literature the emotional states can be represented by the categorical approach such as happy, anger or
can be represented as a point in n-dimensional space, such as the valence-activation-dominance space
[6, 7]. The categorical and dimensional approaches are closely related, i.e. by detecting the emotional
content using one of these two schemes, we can infer its equivalents in the other scheme. Emotional
space representation is more convenient for the task of emotion recognition for the following reasons:
(1) Using this method, we can determine not only the emotion category but also the degree of that
state for example very happy, little happy and so on. (2) In most of the previous studies the emotional
space are very similar i.e. in most of the happy state is exist in the first quarter of the valence-
activation space. (3) Any improvement in the dimensional approach will lead to an improvement in
the categorical approach and vice versa [8].

In this study, we assume that the emotional spaces are identical for different languages i.e. the
distance and directions from neutral voice to other emotional states are common among languages.
In order to re-synthesize the target language with emotional state by modifying the acoustic features
from neutral to an emotional state, the following steps are required:

• extract variety of acoustic features of the source language, and selecting the most related fea-
tures to emotion dimensions.

• estimate the emotion dimensions valence activation and dominance, using a speech emotion
recognition system.

• investigates whether the acoustic features to realize specific emotions are language independent.

• finding the acoustic features corresponding to the estimated emotion dimensions in step 2.
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• modifying the acoustic feature of the neutral speech produced by TTS system to the acoustic
features determined in the previous step.

This study focused on the estimation of the emotional state of the source language and investi-
gating if the acoustic features realization of specific emotions is language independent. The findings
can guide us to modify the emotional state of the target language to preserve the emotional state of
the source language. Elbarougy and Akagi proposed a three-layer model for estimating emotion di-
mensions: valence, activation, and dominance [9]. The prediction accuracy for estimating emotion
dimensions was improved using this model [10]. Therefore, in this study, the proposed three-layer
model is used to detect the emotional state of the source language in a S2ST system. In order to
evaluate the proposed system, the estimated values of emotion dimensions (valence, activation, and
dominance) were mapped to emotion categories using Gaussian Mixture Model (GMM). The classi-
fications results of the proposed system were compared with the results of the traditional categorical
approach, which map acoustic features directly to emotion categories. To investigate whether acoustic
features realization of specific emotions is language independent, the classification results into emo-
tion categories were compared in three different cases: mono-language, cross-language, and bilingual
emotion recognition.

2. Automatic Emotion Recognition System

This section investigates the design of a bilingual emotion recognition system based on the
three-layer model. The emotional states in this paper are represented by the dimensional approach.
This approach defines emotions as points in a three-dimensional emotion space spanned by the three
basic dimensions valence (negative-positive axis), activation (calm-excited axis), and dominance
(weak-strong axis). The task of emotion recognition using the dimensional approach can be viewed
as using an estimator to map the acoustic features to real-valued emotion dimensions. Every point in
the dimensional space can be mapped into one emotion category. The block diagram of the proposed
method for emotion dimension estimations is shown in Fig. 1. The extracted acoustic features are
mapped into emotion dimensions, valence, activation and dominance, using the three-layer model.

Figure 1. Block diagram of the proposed approach for emotion dimensions estimation.

In order to construct the proposed bilingual emotion recognition system, at least two databases
in different languages are requited. The elements of the proposed emotion recognition system were
collected in following section.

2.1 Speech Material

In order to validate the proposed method two emotional speech databases were used. One of
these databases is in the Japanese language and the other is in the German language. The Japanese
database is the multi-emotion single speaker Fujitsu database produced and recorded by Fujitsu Lab-
oratory, it contains five emotional states: neutral, joy, cold anger, sad, and hot anger as described in
[9].
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The German database is the Berlin database [11]. It comprises seven emotional states: anger,
boredom, disgust, anxiety, happiness, sadness, and neutral speech. An equal distribution of the four
similar emotional states (neutral, happy, angry, and sad) as follows: 50 happy, 50 angry, 50 sad, and
50 neutral, totally 200 utterances were selected from the Berlin database.

2.2 The elements of the proposed model

In this study, the human perception model as described by Scherer [12] is adopted. This model
assumes that human perception is a multi-layer process. It was assumed that the acoustic features
are perceived by a listener and internally represented by a smaller perception e.g., adjectives describ-
ing emotional voice as reported by Huang and Akagi [13]. These smaller percepts or adjectives are
finally used to detect the emotional state of the speaker. Human subjects can subjectively evaluate
these adjectives using a listening test. Therefore, the following set of adjectives describing the emo-
tional speech were selected as candidates for semantic primitives: bright, dark, high, low, strong,
weak, calm, unstable, well-modulated, monotonous, heavy, clear, noisy, quiet, sharp, fast, and slow.
The proposed model consists of three layers: emotion dimensions valence, activation and dominance,
which constitute the top layer, semantic primitives that constitute the middle layer and acoustic fea-
tures that form the bottom layer. The semantic primitive layer is added between the traditional layers
(emotion dimensions and acoustic features) to imitate human perception as described by Scherer [12],
in his description of human perception adopted a version of Brunswik’s lens model which was origi-
nally proposed in 1956 [14].

For constructing a speech emotion recognition system based on the proposed model, many
acoustic features must be extracted, semantic primitives and the three emotion dimensions must be
evaluated for each utterance in the two databases. Therefore, two listening test was used to evaluate
semantic primitives and emotion dimensions as explained in [9], for the two databases. Moreover,
an initial set of 21 acoustic features were extracted for each utterance in the two databases. In order
to avoid speaker and language dependency on the acoustic features, acoustic feature normalization is
done, in which all-acoustic feature values are normalized by those of the neutral speech. This was
performed by dividing the values of acoustic features by the mean value of neutral utterances for all
acoustic features. Then, the feature selection method proposed by Elbarougy and Akagi was used to
select the most related acoustic features for each emotion dimensions [10].

2.3 System Implementation

Having identified the best acoustic features set, we constructed an individual estimator to predict
the values (-1 to 1 rated by the listening test) of each emotion dimension based on the three-layer
model. The three-layer model imitates human perception by estimating the adjectives describing the
emotional speech, followed by estimating emotion dimensions from the estimated adjectives.

In order to implement the proposed system an Adaptive-Network-based Fuzzy Inference Sys-
tem (ANFIS) was used to connect the elements of this system. For example, in order to estimate
the valence dimension using the proposed model as described in Fig. 2. This figure shows the ele-
ments of the three-layer used for estimation. These layers are as follows: the first layer consists of 6
acoustic features; MH A, MH E and MH O are the mean value of H1-H2 for vowels /a/, /e/, and /o/,
respectively, F0 RS is the rising slope of F0 contour, F0 HP highest F0, and power range PW R. The
second layer is the most related semantic primitives or the most related adjectives describing the va-
lence dimensions. A bottom-up method was used to estimate the values (1 to 5 rated by the listening
test) of the six semantic primitives in the middle layer from the six acoustic features in the bottom
layer. Since, FIS has the structure of multiple inputs and of one output [15]. Therefore, in order to
estimate valence, seven FISs are needed, six FISs to estimate each semantic primitive, in addition,
one to estimate the value of the valence dimension from the estimated six semantic primitives. In a
similar way, the activation and dominance can be estimated using FIS for each semantic primitive,
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and one FIS for the activation and dominance respectively. The next section describes the evaluation
of the proposed system.

Figure 2. Block diagram of the proposed approach for estimating valence based on the three-layer model.

3. System Evaluation

The aim of this study is estimate the emotional state of the source language of S2ST system.
Therefore, in the previous section we introduce an emotion recognition system to estimate emotion
dimensions valence, activation and dominance for the source language. This section investigates
whether the proposed system trained using bi-languages has the ability to detect the emotion dimen-
sion for different languages as explained in Subsection 3.1. In order to investigate the improvement
of emotion categorical classification, the estimated values of emotion dimensions were used as an
input features to train GMM classifier to classify emotional state into emotion categories as explained
in Subsection 3.2.

3.1 Results for emotion dimension estimations

For evaluation of the proposed system, the Mean Absolute Error (MAE) and the correlation
were used to compare between the human evaluations using the listening test ant the system out-
put. The mean absolute error MAE between the predicted values of emotion dimensions and the
corresponding average value given in listening tests by human subjects is used as a metric of the dis-
crimination associated with each case. The MAE is calculated according to the following equation:

MAE(j) =

∑N
i=1|x̂

(j)
i − x

(j)
i |

N
(1)

where j ∈ {valence, activation, dominance}, x̂
(j)
i is output of the emotion recognition system, and

x
(j)
i ,−1 ≤ x

(j)
i ≤ 1 is the values evaluated by the human subjects in listening tests.

The proposed system was trained using the combined information for acoustic feature infor-
mation, semantic primitive, emotion dimensions for both languages, which called bilingual emotion
dimensions estimation. In order to estimate emotion dimensions for Japanese utterances the acous-
tic features for that utterance is used as an input to the trained bilingual system. The MAEs for all
emotion dimensions, for both Japanese and German database were presented in Fig. 3(a). From this
figure, the MAE for estimating Japanese emotion dimensions from the bilingual system is as follows:
0.26, 0.14 and 0.11 for valence, activation and dominance, receptively. While, for German database
the estimation results were 0.33, 0.16 and 0.17. These results reveal that the estimation for activation
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and dominance are very close to human evaluation for both databases. However, there are small error
for estimating valence for valence for both databases, however, these error do not constitute a large
difference comparing to the used range for evaluation from -1 to 1. The correlations between the es-
timated values of emotion dimensions and the evaluated values using the listening tests are presented
as shown in Fig. 3(b). The values of the correlations for activation and dominance were very high
which indicate the best estimation accuracy for them in both languages.

(a) Mean absolute error between human evaluation and the
estimated values of emotion dimensions

(b) Correlation between human evaluation and the esti-
mated values of emotion dimensions

Figure 3. Estimation accuracy of the first subsystem for emotion dimension estimation for Japanese and
German database using bilingual estimation system.

These results ravel that the proposed method accurately estimate emotion dimensions for both
languages Japanese and German. Therefore, this indicates that the proposed method can detect the
emotional state regardless of the used language at the source of the S2ST system.

3.2 Results for emotion classification

Every point in the emotional space can be mapped into emotion categories. Therefore, this sec-
tion evaluates the corresponding categorical classification to the estimated emotional space using the
proposed method. GMM classifier was used to map the estimated emotion dimensions into emotion
categories. This section also investigates whether the acoustic feature realization of specific emotion
is language independent.

In order to evaluate the categorical classification, the results of the proposed system were com-
pared with those of the traditional categorical method that map acoustic features directly to emotion
category using GMM classier. For investigating the language independent for emotion classification,
the performance of the proposed bilingual system, were compared with those of the mono-language
and cross-language emotion recognition system. In case of mono-language, the system is trained and
is tested using the same language, and in case of cross-language, the system is trained using one lan-
guage and tested using the second language. The results of the traditional and the proposed system
are shown in Tables 1 and 2 for Japanese language, respectively, and in Tables 3 and 4 for German
language.

The emotion classification accuracies listed in Tables 1- 4 correspond to the MAEs for the
estimated emotion dimensions using the proposed system described in the above section. It is clearly
seen that the recognition rate using the proposed method outperforms the results using the traditional
categorical approach. Comparing the classification results for the bilingual system with the mono
language system it was found that the difference is small for German language recognition rate de-
creased from 75.0% to 68.7%, which is not so large difference. For Japanese language, the results
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Table 1. Classification rate for Japanese using the traditional approach by mapping acoustic features
into emotion categories using GMM classifier, in following cases: (1) mono-language, (2) cross-language and
(3) bilingual emotion recognition system.

The used method
Classification rate (%)

Neutral Joy Sad Hot Anger Average
Japanese from Japanese 68.8 46.9 100.0 65.6 70.3
Japanese from German 75.0 81.3 68.8 9.4 58.6

Japanese from Bilingual 75.0 46.9 100.0 65.6 71.9

Table 2. Classification rate for Japanese using the proposed approach by mapping the estimated values
of emotion dimensions using the three-layer model into emotion categories using GMM classifier, in following
cases: (1) mono-language, (2) cross-language and (3) bilingual emotion recognition system.

The used method
Classification rate (%)

Neutral Joy Sad Hot Anger Average
Japanese from Japanese 80.0 97.5 100.0 92.5 92.5
Japanese from German 95.0 100.0 100.0 70.0 91.3

Japanese from Bilingual 75.0 84.4 100.0 90.6 87.5

Table 3. Classification rate for German using the traditional approach by mapping acoustic features
into emotion categories using GMM classifier, in following cases: (1) mono-language, (2) cross-language and
(3) bilingual emotion recognition system.

The used method
Classification rate (%)

Neutral Happy Sad Anger Average
German from German 57.5 42.5 80.0 62.5 60.6
German from Japanese 22.5 50.0 40.0 42.5 38.8
German from Bilingual 60.0 62.0 77.5 42.5 60.5

Table 4. Classification rate for German using the proposed approach by mapping the estimated values
of emotion dimensions using the three-layer model into emotion categories using GMM classifier, in following
cases: (1) mono-language, (2) cross-language and (3) bilingual emotion recognition system.

The used method
Classification rate (%)

Neutral Happy Sad Anger Average
German from German 74.0 62.0 80.0 84.0 75.0
German from Japanese 40.0 87.5 72.5 42.5 60.6
German from Bilingual 75.0 67.5 62.2 70.0 68.7

decreased from 92.5% to 87.5% using the proposed method, which is very small error. These results
indicate that bilingual emotion recognition system can be used to classify the emotional state for both
languages with a small error. Therefore, this method improves the classification rate for both lan-
guages. The classification results using the proposed method as shown in Table 2 and 4 indicate a
small difference between the mono-language, cross-language and the bilingual cases, which reveal
that the acoustic feature realization is language independent.

4. Conclusion

In this paper, we attempted to construct a general emotion recognition system in order to detect
the emotional states of the source language in a speech-to-speech translation system. Therefore, this
study proposed a bilingual emotion recognition system based on a three-layer model of human percep-
tion. The proposed system was trained using the combined information form two different languages
(Japanese and German). In order to estimate emotion dimensions for both languages, the acoustic
features are used as input to the trained bilingual emotion recognition system. The estimation results
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for emotion dimensions reveal that the proposed system effectively estimate emotion dimensions for
the two languages.

The GMM classifier was used to map the estimated emotion dimensions into emotion cate-
gories. By comparing the classification results for the proposed bilingual system and the mono-
language system, it was found that a small difference for both languages 5.0%, 6.3% for Japanese and
German language, respectively. These results indicate that bilingual emotion recognition system can
be used effectively to detect the emotional state for the source language in a S2ST system regardless
of the used language.
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