SUMMARY This paper considers uplink interleave division multiple access (IDMA), of which crucial requirement is the proper operability at a very low signal-to-interference-plus-noise power ratio (SINR) range. The primary objectives of this paper are threefold: (1) to demonstrate the achievability of near-capacity performance of bit interleaved coded modulation with iterative detection (BICM-ID) using very low rate single parity check and irregular repetition (SPC-IrR) codes at a very low SINR range, and hence the technique is effective in achieving excellent performance when it is applied for IDMA, (2) to propose a very simple multiuser detection (MUD) technique for the SPC-IrR BICM-ID IDMA which does not incur heavy per-iteration computational burden, and (3) to analyze the impacts of power allocation on the convergence property of MUD as well as on the rate region, by using the extrinsic information transfer (EXIT) chart. The SPC-IrR code parameters are optimized by using the EXIT-constrained binary switching algorithm (EBSA) at a very low SINR range. Simulation results show that the proposed technique can achieve excellent near-capacity performance with the bit error rate (BER) curves exhibiting very sharp threshold, which significantly influences the convergence property of MUD. Furthermore, this paper presents results of the rate region analysis of multiple access channel (MAC) in the cases of equal and unequal power allocation, as well as of a counterpart technique. The results of the MAC rate region analysis show that our proposed technique outperforms the counterpart technique.
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1. Introduction

The superiority of code division multiple access (CDMA) systems, where the entire bandwidth-expansion factor is allocated only for error correction coding by using very low rate code and no spreading is used, is so well known as to be a fundamental concept of communication theory [1]. To make effective use of this theoretical background, a CDMA technique with chip-level interleaving was proposed in [2] (in fact, [2] presents the original idea of interleave division multiple access (IDMA)). The IDMA concept was reformulated and introduced in [3], [4] and [5]. However, designing such low rate and powerful, near-capacity achieving codes that can be decoded without imposing heavy computational complexity, has long been a bottleneck. A quantitative comparison between an intermediate solution (which is a combined use of a convolutional code and a low rate repetition code) and conventional CDMA (where error correction coding and spreading are independently performed) is made by [6]. Quite recently, it has been shown in [7] that IDMA with non-Gray (natural) mapping rules achieves better performance than with the Gray mapping, and such tendency is verified by the EXIT analysis. However, the bit error rate (BER) curves with the technique shown in [7] exhibits error-floor.

The primary objectives of this paper are threefold: (1) to demonstrate the achievability of near-capacity performance of bit interleaved coded modulation with iterative detection (BICM-ID) using very low rate single parity check and irregular repetition (SPC-IrR) codes. Hence SPC-IrR BICM-ID is effective in achieving excellent performance when applied for IDMA, (2) to propose a very simple multiuser detection (MUD) technique for the proposed SPC-IrR BICM-ID IDMA which does not incur heavy per-iteration computational burden, and (3) to analyze the impacts of power allocation on the convergence property and the rate region of the MUD detector, by using the multi-dimensional extrinsic information transfer (EXIT) chart.

Originally, the idea of the SPC-IrR BICM-ID technique is proposed in [8], where extended mapping (EM) is used for modulation to increase the degrees-of-freedom for flexibly changing the demapper’s EXIT curve; with EM, multiple labeling patterns are mapped to a single constellation point, and the shape of the demapper’s EXIT curve changes according to the labeling pattern allocation. To achieve good matching between the demapper and decoder’s EXIT curves while keeping the convergence tunnel open until a point near (1.0, 1.0) mutual information (MI) point in the EXIT chart, [8] also introduces doped accumulator (DACC) and modulation mixing (MM) techniques. The labeling patterns and the SPC-IrR code parameters are optimized in a systematic way by using the EXIT-constrained binary switching algorithm (EBSA). With the technique described above, the error-floor of the BER curves can be eliminated (or at least reduced to a value range below $10^{-6}$ – $10^{-5}$ of BER).

It should be emphasized that detailing the EBSA algorithm and EXIT analysis is not the purpose of this paper. Instead, this paper uses them as tools for achieving good EXIT curve matching and for analyzing the convergence property of the system, respectively. The reason for
using SPC-IrR is because of the good matching between the decoder and demapper in terms of the shape of their corresponding EXIT curves in a very low signal-to-interference-plus-noise power ratio (SINR) range where IDMA systems are required to properly operate.

A very simple MUD technique is proposed in this paper, which does not involve any statistical signal processing, as opposed to [6]. Since the BER curve exhibits very sharp threshold, the proposed MUD technique only performs repeatedly the inner and global iterations to estimate each user’s transmitted sequence and to soft-cancel the symbol estimates from the received composite signal, respectively. Hence the computational complexity with the proposed technique is due mainly to the iteration times, which can well be compromised in exchange for a loss in performance by the EBSA algorithm [8]. The convergence property of MUD is analyzed by the multi-dimensional EXIT chart. It should be noted here that in the MUD performance analysis, we assume the simplest case where there are only two users as in [9], and the signals are transmitted over additive white Gaussian noise (AWGN) channel. This is simply because the purpose of the convergence property analysis is to obtain insightful understanding of the algorithm behavior [9].

The most significant contribution of this paper is the impact analysis of unequal power allocation on MUD convergence property, also by using the multi-dimensional EXIT chart. Note again that since we assume only the simplest two-user IDMA in single-path AWGN channel, power allocation is intuitively equivalent in meaning to each user’s transmit signal power. It is shown that with unequal power allocation, smaller total received signal-to-noise power ratio (SNR) is required to achieve the BER threshold than with the equal power allocation. This result is consistent to [9].

This paper also provides multiple access channel (MAC) rate region analysis for the simplest two-user IDMA system. It is shown that for the fixed identical rate with two users, smaller MAC rate region (or MAC-pentagon) is required with unequal power allocation than with equal power allocation. This result is also consistent to the result of the impact analysis of unequal power allocation on the convergence property described above. It should be noted that the proposed techniques outperforms the counterpart intermediate IDMA solution [6] in terms of achievable rate pair relative to the corresponding MAC region.

The rest of this paper is organized as follows: Sect. 2 briefly describes the motivation of using the SPC-IrR code as a class of very low rate, near-capacity performance achieving codes, suitable to BICM-ID-based IDMA with EM. Section 3 describes the single-user detection (SUD) schemes of BICM-ID-based IDMA, and proposes a new, very simple, yet powerful technique for IDMA-MUD. Section 4 shows the results of the EXIT analysis for the BICM-ID-based IDMA-SUD and IDMA-MUD. Section 5 presents BER performances of SUD and MUD. For MUD, we consider equal and unequal power allocation cases. Section 5 also provides results of the rate region analysis in the two-user IDMA MAC scenario assumed in the convergence analysis part. Section 6 concludes this paper with some concluding statements.

2. SPC-IrR Coding and EM Demapping

In this section, we present the motivation of using very low rate SPC-IrR codes for BICM-ID based IDMA with EM from the viewpoint of the shape matching of their EXIT curves. In serially concatenated systems such as BICM-ID, whether or not the system can achieve near-capacity performance depends on the matching between the EXIT curves of the inner and outer components. It is well known that EXIT function is a non-decreasing function of a priori MI. In the case of BICM-ID, the EXIT curve of the demapper (including the decoder of DACC (DACC−1, as indicated in Fig. 2). For the sake of notational simplicity, the terminology, demapper, indicates demapper-plus-DACC−1 through this paper), which is the inner component, exhibits convex shape, i.e.,

$$\frac{\partial^2 I_{E}(\text{dem})}{\partial I_{A}^{2}(\text{dem})} \geq 0, \quad 0 \leq I_{A}(\text{dem}) \leq 1.0,$$

(1)

where $I_{A}(\text{dem})$ is the extrinsic MI between the demapper’s output log-likelihood ratio (LLR) and the transmitted coded bit, and $I_{A}(\text{dem})$ is the a priori MI of the demapper. The EXIT curve of convolutional codes exhibits concave shape [6, 10] in a region where $I_{A}(\text{dem})$ is relatively small, i.e.,

$$\frac{\partial^2 I_{A}(\text{dec})}{\partial I_{E}^{2}(\text{dec})} \leq 0, \quad \text{for relatively small } I_{A}(\text{dec}),$$

(2)

where $I_{A}(\text{dec})$ is the extrinsic MI between the decoder’s output LLR and the transmitted coded bit, and $I_{A}(\text{dec})$ is the a priori MI. Note that $I_{A}(\text{dec}) = I_{E}(\text{dem})$ and $I_{A}(\text{dem}) = I_{E}(\text{dec})$.

On the contrary, the EXIT curve of the SPC-IrR codes exhibits convex shape, i.e.,

$$\frac{\partial^2 I_{A}(\text{dec})}{\partial I_{E}^{2}(\text{dec})} \geq 0, \quad 0 \leq I_{A}(\text{dec}) \leq 1.0.$$  

(3)

According to the area property theorem [10], the area below the decoder’s EXIT curve corresponds to the code rates, which requires the decoder’s EXIT curve of the very low rate codes to exhibit a “reverse-L” shape. Obviously, since (1)–(3) indicate that to keep the convergence tunnel between the demapper and decoder’s EXIT curves open until a point very close to the (1.0, 1.0) MI point in the EXIT chart, SPC-IrR is better suited to BICM-ID than convolutional codes. It should be noted here that if SPC is not used, the code used in this paper is equivalent to non-systematic Repeat Accumulate (RA) code without check node encoder after interleaving. The role of SPC is to further push the EXIT curve of the decoder to the right side while not making significant change at the left side. Thereby, it is expected that the decoder’s EXIT curve exhibits a “reverse-L” shape, by which the narrow tunnel opens until a point very close to
the (1.0, 1.0) MI point.

In addition, the following three factors provide system design with more degrees-of-freedom: (1) because of the labeling extension with EM, the EXIT curve is further pushed downwards [11], even though the same physical constellation is used. The EBSA algorithm [8] can systematically control the trade off between the complexity, represented by the iteration times and performance loss; (2) regardless of the labeling patterns and SNR values, by using DACC [11], the demapper’s EXIT curve reaches a point very close to the (1.0, 1.0) MI point. (3) as described before, MM is also used to flexibly control the shape of the demapper’s EXIT curve, where two mapping patterns are mixed at a certain mixing ratio \(D \leq 0\) MI point; where two mapping patterns are mixed at a certain mixing ratio \(D \leq 0\) MI point.

Figure 1 shows the result of labeling pattern optimization for 2-bit extended 4-QAM with its demapper’s EXIT curve and the SPC-IrR decoder’s EXIT curve; the labeling pattern and the code parameters were jointly optimized for curve and the SPC-IrR decoder’s EXIT curve; the labeling extension with EM, the EXIT curve is further pushed design with more degrees-of-freedom: (1) because of the simplicity, and in fact, as shown in Appendix for \(K = 2\) which is the worst scenario, the two-user’s case, one is the case where the phase rotations are ignored, and the other is the case with the phase rotation, yield negligibly minor difference in demapper’s EXIT curve. When concentrating on the \(k\)-th user, the composite interference composed of the other users’ signals is equivalent to noise, and hence, (4) can be rewritten as

\[
 r_m = \sqrt{\sum_{k=1}^{K} P_k \cdot x_{k,m} + n_{m}},
\]

where \(P_k\) and \(n_m\) denote the power allocated to the \(k\)-th user and the AWGN component with variance \(\sigma^2_{aw}\), respectively. Each user’s phase rotation is ignored in (4). This is only because of the simplicity, and in fact, as shown in Appendix for \(K = 2\) which is the worst scenario, the two-user’s case, one is the case where the phase rotations are ignored, and the other is the case with the phase rotation, yield negligibly minor difference in demapper’s EXIT curve. When concentrating on the \(k\)-th user, the composite interference composed of the other users’ signals is equivalent to noise, and hence, (4) can be rewritten as

\[
 r_m = \sqrt{\sum_{k=1}^{K} P_k \cdot x_{k,m} + \xi_{k,m}},
\]

with

\[
 \xi_{k,m} = \sum_{g=1, g \neq k}^{K} \sqrt{P_g} \cdot x_{g,m} + n_{m},
\]

where \(\xi_{k,m}\) indicates the multiple access interference (MAI) from the other users plus AWGN. It is assumed that \(\xi_{k,m}\) in (5) can be approximated as a Gaussian random variable. Thus, the variance of interference plus noise, experienced by the \(k\)-th user, \(\sigma^2_{k,m}\) at the timing index \(m\), is expressed

\[
 \text{As stated in Introduction, since this paper assumes single-path AWGN channel only, power allocation is intuitively equivalent in meaning to each user’s signal power.}
as
\[
\sigma^2_{k,d,m} = \sum_{g=1}^{K} P_g + \sigma^2_n, \quad (7)
\]
where we assume \(\mathbb{E}[|X_{g,m}|^2] = 1\).

The extrinsic information exchange between demapper and decoder is performed iteratively, at the receiver side, adhering to the turbo principle. The extrinsic LLR \(L_{k,d,\text{dem}}\) of the demapper output of the \(d\)-th bit in labeling vector corresponding to the transmitted symbol can be expressed as
\[
L_{k,d,\text{dem}}[b_{k,d}] = \ln \sum_{x_{k,m} \in S} \frac{e^{-b_{k,d}(s)L_{k,d,\text{dec}}(b_{k,d}^*)}}{\sqrt{2\pi} \sigma_{k,d,\text{dem}}}, \quad (8)
\]
where \(S = S_1\) and \(L_{k,d,\text{dem}}(b_{k,d}^*)\) denote the labelling set, of which the \(d\)-th bit is 0(1), and the a posteriori LLR, fed back from the decoder, corresponding to the \(g\)-th position in the label allocated to the signal point \(s\), respectively. \(L_{k,d,\text{dem}}\) is equivalent to extrinsic LLR \(L_{k,d,\text{dec}}\) of the decoder forwarded via the deinterleaver. \(q\) indicates the position of the bits allocated in the symbol \(x_{k,m}\). The structure of the decoder as well as mathematical expressions for the decoder’s extrinsic LLCR calculation can be found in [8].

3.2 Multiple User Detection (MUD)

The global iteration shown in Fig. 2 is now included in MUD. The received signal is expressed by (4)–(6), in the same way as in SUD. However, since the interference from the other users are eliminated by performing soft successive interference cancellation (SSIC) at the receiver side, the mean and the variance of the soft symbol, \(\mathbb{E}[|X_{k,m}|]\) and \(\sigma^2_{k,x,m}\) respectively, are updated every time the soft symbol is subtracted from the received composite signal, as shown in (16) and (17). The global iteration is activated when no relevant gain in MI is achieved after several inner iterations alone.

The mean and the variance of the \(k\)-th user’s soft symbol at the timing index \(m\) are updated by using
\[
\mathbb{E}[\hat{x}_{k,m}] = \sum_{x_{k,m} \in S} x_{k,m} \prod_{\sigma=1}^t P(b_{k,\sigma} = \mp 1), \quad (9)
\]
\[
\sigma^2_{k,x,m} = 1 - \mathbb{E}[\hat{x}_{k,m}]^2 \quad (10)
\]
with
\[
P(b_{k,\sigma} = W) = \frac{e^{-b_{k,\sigma} L_{k,p}}}{1 + e^{-L_{k,p}}}, \quad (11)
\]
where \(W \in \{0, 1\}\) and \(\sigma\) is bit index of EM label. \(S\) is a set of constellation points. \(L_{k,p}\) denotes the a posteriori LLR fed back via the global iteration to generate the soft symbol replica, \(\hat{x}_{k,m} = \mathbb{E}[|x_{k,m}|]\), defined as
\[
L_{k,p} = L_{k,d,\text{dec},j} + L_{k,d,\text{dec},j} + L_{k,p,\text{acc},j} \quad (12)
\]
Obviously, before the first global iteration is activated, the mean and the variance are initialized, respectively, as
\[
\mathbb{E}[\hat{x}_{k,m}] = 0, \quad (13)
\]
\[
\sigma^2_{k,x,m} = 1. \quad (14)
\]
The soft interference cancellation can be expressed as
\[
l_m^t = r_m - \mathbb{E}[|\hat{x}_{k,m}|], \quad (15)
\]
where
\[
\mathbb{E}[|\hat{x}_{k,m}|] = \sum_{g=1}^{K} \sqrt{P_g} \cdot \mathbb{E}[|X_{g,m}^-|] - \sqrt{P_k} \cdot \mathbb{E}[|X_{k,m}^-|]. \quad (16)
\]
and \(t\) is the global iteration index for each \(m\)-th transmission block. Then, the variance of the equivalent noise experienced by the \(k\)-th user after the soft cancellation via the global iteration is given by
\[
\sigma^2_{k,x,m} = \sum_{g=1}^{K} P_g \cdot \sigma^2_{g,x,m} + \sigma^2_n. \quad (17)
\]
Thus, the equation for demapping, originally given by (8), can be rewritten for MUD as
\[ L_{k,dem}[b_{k,d}] = \ln \frac{\sum_{s_{a,n} \in S_0} e^{-\beta_{k,am}^2} \prod_{q=1}^{l} e^{-b_q(s) L_{k,dem}(b_q(s))}}{\sum_{s_{a,n} \in S_1} e^{-\beta_{k,am}^2} \prod_{q=1}^{l} e^{-b_q(s) L_{k,dem}(b_q(s))}}. \]

where \( \beta_{k,am}^q \) and \( \beta_{k,am}^{q'} \) are updated every time the global iteration is activated, before they are provided to the demapper. The demapping equations in (8) and (18) can be calculated efficiently in the log-domain using the Jacobi algorithm [13, 14].

4. EXIT Analysis of BICM-ID-Based IDMA

This section presents results of EXIT analysis for the proposed system. We exactly follow the established methods [10, 15] when calculating the EXIT curves. SNR and SNR for each user are defined as follows

\[ \text{SNR}_k = \frac{P_k}{\sum_{q=1}^{L} P_y + \sigma_n^2}, \]

\[ \text{SNR} = \frac{P_k}{\sigma_n^2}, \]

where \( P_k \) and \( \sigma_n^2 \) denote the power allocated to \( k \)-th user and AWGN noise variance, respectively.

4.1 EXIT Analysis of IDMA-SUD

Assume that the power allocated to each user is identical, i.e., \( P_k = 1.0 \). We set \( \text{SNR}_k = -8.69 \) dB for \( k = 1, 2, \ldots, 6 \), and hence the SUD EXIT chart is identical to that shown in Fig. 1 for \( \text{SNR}_k = -8.69 \) dB for BICM-ID. The achieved spectrum efficiency \( \eta_{PG-IIR} = 0.1611 \) bits per 4-QAM symbol (code rate \( R_c = 0.0424 \)). With this very low code rate, because of the area property, the area under the decoder curve is very small, which means that the decoder EXIT curve exhibits a "reverse-L" shape, and so is the demapper’s EXIT curve. Because they are closely matched, near-capacity performance, very sharp BER threshold and error-floor removal (or reduction to a value range below \( 10^{-6} \) to \( 10^{-5} \) of BER) can be expected even with the designed very low-rate code.

4.2 EXIT Analysis of IDMA-MUD

As stated in Introduction, we assume the simplest two-user (\( K=2 \)) IDMA MAC scenario to identify the convergence property and to focus on the impact of unequal power allocation. We first draw the demapper’s EXIT curve by assuming that all the other users’ signals are cancelled and we only consider one user. This assumption is reasonable because as described above, labelling patterns and coding parameters are determined by the EBSA algorithm so that two EXIT curves are very closely matched, and hence very sharp BER threshold can be expected. This means that if the labelling patterns and coding parameters are designed at a specified SNR value, SSIC can gradually but finally completely eliminate the other users’ signals, without having to involve any statistical signal processing-based interference cancellation, as opposed to [6]. The EXIT curve obtained by using EBSA is presented in Fig. 3 for \( \text{SNR}_k = -3.8 \) dB. Since the simultaneous users provide the LLR feedback to each other, three-dimensional (3D) EXIT curves are presented to visualize the convergence property.

4.2.1 Equal Power Allocation

Assume that the powers allocated to all users are equal which is the same as the power allocation in SUD. A 3D EXIT chart is presented in Fig. 4(a) for \( \text{SNR}_1 = \text{SNR}_2 = -0.8 \) dB. It is found that the demapper and decoder planes are very close to each other, with a small gap near the \((0.0, 0.0, 0.0)\) MI point. Hence, the LLC exchange can start. The tunnel opens in the most of the areas of the planes, and with the help of SSIC, the gap between the two planes becomes larger, and hence the trajectory is expected to directly reach a point very close to the \((1.0, 1.0, 1.0)\) MI point. This will be confirmed in Sect. 5.2.

4.2.2 Unequal Power Allocation

Assume that the powers allocated to different users are unequal but the total power \( P_{total} \) is kept constant. In this paper, \( P_{total} = 2.0 \), for all the scenarios tested with two-user IDMA-MUD, and the noise variance is changed accordingly in this case. Figure 4(b) presents the 3D EXIT chart in an unequal power allocation scenario where the ratio \( P_1/P_2 = 0.68 \). \( \text{SNR}_1 = -3.29 \) dB and \( \text{SNR}_2 = -1.62 \) dB. It is found that the two planes intersect at the most of the middle part where the decoder’s EXIT plane is obviously above the demapper’s. However, there still remains a gap, through which the trajectory is expected to go through and reach a
point very close to the (1.0, 1.0, 1.0) MI point. It should be noticed that for the both users, the SNR value is less than \(-0.8\) dB, which is the case of equal power allocation, tested in the previous Sect. 4.2.1. This makes significant impact on the MAC region to be analysed in Sect. 5.3.

5. Performance Evaluation

5.1 Performance of IDMA-SUD

BICM-ID-based IDMA-SUD does not require soft interference cancellation, and it only performs demapping and decoding, user-by-user, independently, without providing any a priori information to help the other users. Therefore, for IDMA-SUD, the BER performance versus SINR, defined by (19), is not affected by the number of the users, if the total user number \(K\) and the noise variance \(\sigma^2\) are fixed. Figure 5 plots BER performance of the proposed BICM-ID-based IDMA-SUD for \(K = 6\), shown by "o". The BER threshold is very sharp, and no error floor can be observed (or invisible within the BER value range shown in the figure). It is found that the threshold SINR is around \(-8.69\) dB, which is exactly consistent with the EXIT chart shown in Fig. 1, and this observation is independent of the number of the simultaneous users. The consistency between Figs. 1 and 5 indicates that it is reasonable to approximate the composite signal composed of the simultaneous users’ signals plus Gaussian noise by equivalent Gaussian noise having the same power, at least, in a low enough SINR range.

5.2 Performance of IDMA-MUD

With the proposed BICM-ID-based IDMA technique, excellent BER performance versus SINR can be achieved with SUD. However, when the number of users increases, BER versus each user’s SINR, defined by (19), degrades due to the multiple access interference from the other simultaneous users. Therefore, to achieve better performance, a technique to reduce or to ultimately eliminate the interference, such as SSIC, is needed. Again, the simplest two-user scenario is assumed, and this section investigates the BER performance of user 1 with the SSIC IDMA-MUD as a reference. The trajectory indicating the MI exchange obtained through chain simulation is also presented.

5.2.1 Performance of Equal Power Allocation

Figure 6 presents 3D EXIT chart and the trajectory of the proposed BICM-ID-based IDMA-MUD for \(K = 2\) users, respectively, where the \(SNR_1 = SNR_2 = -3.43\) dB \((SNR_1 = SNR_2 = -0.8\) dB and \((P_1 + P_2)/\sigma^2 = 2.21\) dB). The BER performance in this scenario is shown by “o” in Fig. 5. With our proposed technique, the BER threshold is very sharp and no error-floor is visible in the BER range. Due to the exactly matched EXIT curves combined with the soft cancellation technique, very near-capacity performance, only 0.52 dB away from the limit, can be achieved. It is found that the trajectory directly goes through the middle part between the two planes, and reaches a point very close to the (1.0, 1.0, 1.0) MI point, as expected in Sect. 4.2.
in BER can not be observed, when the ratio $P_1/P_2 < 1.0$. Hence, $(P_1 + P_2)/\sigma_n^2 = 0.63$ dB is identified as the limit case with this set of code parameters and labelling pattern. In the following part, we focus on the limit case so as to make comparison among several unequal power allocation cases as well as with a counterpart technique, shown in Sect. 5.3.

The trajectories representing the MI exchange are investigated at the ratios of $P_1/P_2 = (1.0, 0.6, 0.68)$ with $(P_1 + P_2)/\sigma_n^2 = 0.63$ dB. Figure 8(a) shows the trajectory for $P_1/P_2 = 1.0$ in the 3D EXIT chart. It is found that although there is a gap between the planes of demapper and decoder, the trajectory is stuck at a relatively low MI point. This is because with $P_1/P_2 = 1.0$, $SNR_1 = SNR_2 = -2.38$ dB and $(P_1 + P_2)/\sigma_n^2 = 0.63$ dB, the two planes are so close to each other around the (0.0, 0.0, 0.0) MI point and hence the trajectory can not go through the tunnel. Figure 8(b) shows the trajectory for $P_1/P_2 = 0.6$ ($SNR_1 = -3.62$ dB, $SNR_2 = -1.4$ dB and $(P_1 + P_2)/\sigma_n^2 = 0.63$ dB). It is found that the two planes intersect in the most of the middle part of the 3D EXIT chart, however, there still exists a small gap on the left side of the intersected area, and the tunnel is open until the extrinsic MI of the demapper for user 1 is around 0.35 and hence the trajectory can reach the point (demapper’s extrinsic MI = 0.35 for the user1). Furthermore, it is found from the trajectory that for user 2, decoder’s extrinsic MI reaches very close to 1.0. This means that user 2 can be nearly fully detected without errors while user 1 can not be fully detected. Figure 8(c) presents the trajectory for $P_1/P_2 = 0.68$ ($SNR_1 = -3.29$ dB, $SNR_2 = -1.62$ dB and $(P_1 + P_2)/\sigma_n^2 = 0.63$ dB). It is found that the two planes intersect in the most of the middle part of the 3D EXIT chart, but a gap still exists near the left edge of the two planes, and the tunnel opens until a point very close to the (1.0, 1.0, 1.0) MI point. The trajectory can sneak through the gap between the two planes, and reach the point very close to (1.0, 1.0, 1.0) MI point, which also means both the two users can be fully detected, even with smaller $(P_1 + P_2)/\sigma_n^2$ value (0.63 dB), compared with equal power allocation case, whose $(P_1 + P_2)/\sigma_n^2$ value is 2.21 dB.

### 5.3 MAC Rate Region Analysis

It is of our great interest to make the MAC rate region comparison between equal and unequal power allocation cases, as well as between our proposed and [6]’s proposed technique. The scenario with $K = 2$ is considered for the both equal and unequal power allocation cases. To calculate the MAC rate region, we assume that all the users use Gaussian codebook. The points in the MAC rate region $A_1$ and $A_2$, as defined in Fig. 9, are given by

$$A_1 = C \left( \frac{P_1}{\sigma_n^2} \right),$$

$$A_2 = C \left( \frac{P_1}{P_2 + \sigma_n^2} \right),$$

with $C(x) = \log_2(1 + x)$. 

### 5.2.2 Performance of Unequal Power Allocation

Assume that the total power is fixed as $(P_1 + P_2) = 2.0$ such that $(P_1 + P_2)/\sigma_n^2 = 1.08$ dB, while changing the ratio of $P_1/P_2$. The results of the simulations conducted to evaluate the BER performance with unequal power allocation, are plotted in Fig. 7. It is found from the figure that the BER curve shown by “×” for user 1 first decreases very sharply as the ratio $P_1/P_2$ increases, and it becomes lower than $10^{-5}$ between $P_1/P_2 = 0.58$ and $P_1/P_2 = 0.75$, and then it suddenly increases to a value larger than $10^{-1}$, when $P_1/P_2 \approx 1.0$. Then, after that, it sharply decreases again when $P_1/P_2 \geq 1.3$. When the $(P_1 + P_2)/\sigma_n^2$ is decreased to 0.63 dB, the BER curve shown in “×” has almost the same tendency, still the rapid decrease in BER can be found around $P_1/P_2 = 0.68$, when the ratio $P_1/P_2 < 1.0$. However, the BER curve shown in “×” is for $(P_1 + P_2)/\sigma_n^2 = 0.46$ dB where the same labelling pattern and code parameters, including the switching and mixing ratios, $p$ and $D$, respectively, are used as in the case of $(P_1 + P_2)/\sigma_n^2 = 1.08$ dB. A similar tendency can be observed but the rapid decrease

\[ \frac{P_1}{P_2} = \frac{1}{2} \quad \text{when} \quad P_1 = P_2, \]

\[ \frac{P_1}{P_2} > \frac{1}{2} \quad \text{when} \quad P_1 > P_2. \]
$B_1$ and $B_2$ are defined in the same way as the points $A_1$ and $A_2$ by replacing the user index 1 by 2. Moreover, since we are assuming $P_1 = P_2 = 1.0$ for the case of equal power allocation, and $P_1 + P_2 = 2.0$, while changing $\sigma^2_n$ and $P_1/P_2$ values for the unequal power allocation case.

From Fig. 5 we first determined the $\text{SINR}_k$ value required to achieve $10^{-6}$ BER for $P_1/P_2 = 1.0$ and $(P_1 + P_2)/\sigma^2_n = 2.21$ dB, then, all the values of the argument of $C(x)$, which is needed to calculate (21), (22), can be determined for equal power allocation case. For the unequal power allocation case, those values were directly obtained from $P_1/P_2 = 0.68$, $(P_1 + P_2)/\sigma^2_n = 0.63$ dB and $P_1 + P_2 = 2.0$ (Recall that the rapid decrease of BER happens at $P_1/P_2 = 0.68$, as shown in Fig. 7). Figure 9 shows the MAC rate regions (or MAC-pentagon) with the equal and unequal power allocation cases. It is found that the MAC rate region with unequal power allocation is smaller than that with equal power allocation. However, the achieved spectrum efficiency of two cases are the same, i.e., $R_1 = R_2 = \eta_{\text{SPC}-4\text{IR}} = 0.4879$ bits per 4-QAM symbol, which is shown in Fig. 9 by “◦”. This confirms that unequal power allocation can achieve the same spectrum efficiency with smaller SNR values of each user.

The dashed line connecting $A_i$ and $B_i$, $i = \{1, 2\}$, corresponds to two-user orthogonal signalling such as frequency or time division multiple access (FDMA or TDMA). It is found that with both the equal and unequal power allocation cases, the rate-pair plot is above the FDMA/TDMA line, and with the unequal power allocation, the plot is closer to the theoretical MAC rate region.

The upper bound of the sum-rate $R_1 + R_2$ is given by

$$R_1 + R_2 \leq C \left( \frac{P_1 + P_2}{\sigma^2_n} \right)$$  (23)

It is found from Fig. 9 that the MAC rate region with unequal power allocation is smaller than that with equal power allocation, and obviously, with the unequal power allocation, the MAC region is not symmetric. With the equal power allocation ($\text{SNR}_1 = \text{SNR}_2 = -0.8$ dB), the sum-rate bound $B_{\text{equal}}$ is 1.41, while with unequal power allocation ($\text{SNR}_1 = -3.29$ dB and $\text{SNR}_2 = -1.62$ dB), the sum-rate bound $B_{\text{unequal}}$ is 1.1. Therefore, we can conclude that the
achieved sum-rate $R_1 + R_2 = 2 \times 0.4879$, and $R_1 + R_2 < B_{\text{unequal}}$ ($SNR_1 = -3.29$ dB and $SNR_2 = -1.62$ dB) $< B_{\text{equal}}$ ($SNR_1 = SNR_2 = -0.8$ dB). It can be concluded that to achieve the same spectrum efficiency ($\eta_{\text{spc-IR}} = 0.4879$), unequal power allocation requires smaller $SNR$s values for each user.

It is interesting to make comparison of the achieved rate pair and the MAC rate region between our proposed and [6]’s proposed techniques. Since [6] assumes an 8 user IDMA scenario, we converted the rate pair and the MAC region to the two-user case by the following method: first of all, we identified the SNR value, required to achieve $10^{-6}$ BER from Fig. 3 in [6]. Since, in [6], all users use the same code, which achieves 0.2550 bits per 4-QAM symbol, and the same power is allocated to them, A1 point in Fig. 9 can be calculated by assuming that 6 out of 8 users are totally cancelled, and A2 by assuming that 6 out of 8 users are equivalent to noise. The point B1 and B2 can also be calculated in the same way.

Since spectrum efficiency of the system proposed in [6] is 0.2550 bits per 4-QAM symbol for all the 8 users, it is equivalent to each user’s spectrum efficiency of 0.02 bits per 4-QAM symbol in two-user case, assuming a Gaussian codebook. The calculated MAC region and the rate pair (indicated by “□”) obtained by converting from 8 user IDMA to two-user IDMA are also shown in Fig. 9. It is found that surprisingly the achieved rate pair with [6]’s technique is lower than the FDMA/TDMA line with a Gaussian codebook. Obviously, this is because the code used in [6] (a convolutional code combined with a low rate repetition code) can achieve neither near-capacity performance nor very sharp BER threshold.

6. Conclusions

In this paper, we have focused on an up-link multiple access technique with IDMA that requires proper operability at very low SINR range. First of all, we have verified the near-capacity performance of BICM-ID using very low rate SPC-IR codes, designed by an optimization algorithm for BICM-ID, EBSSA. Results of simulations, conducted to verify the performance of the proposed technique, were then presented. It has been shown that near-capacity performance, very sharp BER threshold and error floor removal (or at least reduced to a value range below $10^{-6} - 10^{-5}$ of BER) can be achieved at a very low SINR range where IDMA systems are required to properly work. Therefore, the proposed technique is effective in achieving excellent performance when it is applied for IDMA. Motivated by the very sharp BER threshold, a new yet simple MUD technique for IDMA was proposed, which does not require heavy per-iteration computational burden. This paper then analyzed the convergence and the MAC rate region properties. Multi-dimensional EXIT chart was used as a tool for the analysis. It has been shown that even though the demapper and decoder’s EXIT planes are very closely matched, the trajectory sneaks through the small gap between the planes and reaches a point very close to the $(1.0, 1.0, 1.0)$ MI point. Furthermore, the results of the MAC rate region analysis show that to achieve the same spectrum efficiency, unequal power allocation requires smaller MAC rate region (or MAC-pentagon) compared with the equal power allocation; the proposed IDMA technique outperforms a counterpart technique in terms of the rate pair relative to the MAC region. The results of the performance analyses and evaluations shown in this paper are all consistent with each other.
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Appendix: Gaussian Noise Approximation

It is well-known that when the number of users increases, in multiple access systems, the interference from the other users can be approximated as Gaussian noise according to the central limit theorem. However, this paper has assumed instantaneous power control and furthermore the phase rotations have been ignored, which is essentially equivalent to the scenario where all the users transmit the same static AWGN channel. To identify the impact of this assumption on the demapper’s extrinsic MI, we evaluate the EXIT curve for $K = 2$, which is the worst case, where each user has randomly different phase rotation, resulting in more Gaussian-like receive signal point distribution. The received signal in this case can be expressed as

$$r_m = \sqrt{P_k} \cdot x_{k,m} \cdot e^{j\theta_k} + \zeta_{k,m},$$

where $\theta_k$ denotes the phase rotation of $k$-th user, uniformly distributed over $[0, 2\pi]$. The comparison between the two cases is presented in Fig. A.1 in terms of the demapper’s EXIT curves. It can be observed that the difference in the EXIT curves is negligible.

![EXIT curves comparison](image)

**Fig. A.1** Comparison between the EXIT curves of demapper with and without phase rotations, $K = 2$ users, $SNR = -3.8$ dB.
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