
Japan Advanced Institute of Science and Technology

JAIST Repository
https://dspace.jaist.ac.jp/

Title

Exact and Approximated Outage Probability

Analyses for Decode-and-Forward Relaying System

Allowing Intra-link Errors

Author(s)
Zhou, Xiaobo; Cheng, Meng; He, Xin; Matsumoto,

Tad

Citation
IEEE Transactions on Wireless Communications,

13(12): 7062-7071

Issue Date 2014-09-04

Type Journal Article

Text version author

URL http://hdl.handle.net/10119/12280

Rights

This is the author's version of the work.

Copyright © 2014 IEEE. IEEE Transactions on

Wireless Communications, 13(12), 2014, 7062-7071.

Personal use of this material is permitted.

Permission from IEEE must be obtained for all

other uses, in any current or future media,

including reprinting/republishing this material

for advertising or promotional purposes, creating

new collective works, for resale or

redistribution to servers or lists, or reuse of

any copyrighted component of this work in other

works.

Description



1

Exact and Approximated Outage Probability
Analyses for Decode-and-Forward Relaying System

Allowing Intra-link Errors
Xiaobo Zhou, Member, IEEE, Meng Cheng, Student Member, IEEE, Xin He, and Tad Matsumoto, Fellow, IEEE

Abstract—In this paper, we theoretically analyze the outage
probability of decode-and-forward (DF) relaying system allowing
intra-link errors (DF-IE), where the relay always forwards the
decoder output to the destination regardless of whether errors are
detected after decoding in the information part or not. The results
apply to practical fading scenarios where all the links between
the nodes suffer from independent block Rayleigh fading. The
key idea of DF-IE system is that the data sequence forwarded
by the relay is highly correlated with the original information
sequence sent from the source, and hence with a proper joint
decoding technique at the destination, the correlation knowledge
can well be exploited to improve the system performance. We
analyze this problem in the information theoretical framework
of correlated source coding. Using the theorems for lossy source-
channel separation and for source coding with side information,
the exact outage probability is derived. It is then shown that
the exact expression can be reduced to a simple, yet accurate
approximation by replacing the theorem for source coding with
side information by the Slepian-Wolf theorem. Compared with
conventional DF relaying where relay keeps silent if errors
are detected after decoding, DF-IE can achieve even lower
outage probability. Moreover, by allowing intra-link errors, the
optimal position of the relay is found to be exactly the midpoint
between the source and destination. Results of the simulations
are provided to verify the accuracy of the analytical results.

Index Terms—Decode-and-forward, relay channel, intra-link
errors, source coding with side information theorem, Slepian-
Wolf theorem, Shannon’s lossy source-channel separation theo-
rem, outage probability

I. INTRODUCTION

COOPERATIVE communication has been recognized as a
promising technology for future ubiquitous communica-

tion systems, where there is an increasing demand for efficient
and reliable information transmission from multiple sources
to multiple destinations over wireless channels suffering from
deep fading. By exploiting the broadcasting nature of the
wireless signals, multiple nodes cooperate with each other
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in the network to form a virtual multiple-antenna system by
sharing the single antenna of each node [1], thereby spatial
diversity gain with multiple-input multiple-output (MIMO)
techniques can be achieved. Furthermore, cooperative com-
munications can be adopted by future cellular networks or
wireless sensor/mesh networks, without requiring significant
changes in infrastructure. On the contrary, techniques requiring
fixed multiple antennas in each single node may not be
suitable, if the bandwidth, size and energy limitations impose
practical difficulties in achieving the MIMO gains [2].

Decode-and-Forward (DF) relaying is the most widely
studied protocol for cooperative communications. For the DF
protocol, after receiving signal transmitted from the source,
the relay first decodes the received signal, re-encodes and
then forwards it to the destination. With the help of the
relay, diversity gain can be achieved. So far several derivative
techniques of the DF protocol have been proposed from the
perspective of diversity-multiplexing tradeoff (DMT) [3], [4].
In this contribution, however, our focus is mainly on the DF
protocol which satisfies the half-duplex and orthogonal system
setup, referred to as conventional DF relaying in this paper.
Due to the half-duplex setup, the relay does not transmit and
receive simultaneously on the same frequency. Various prac-
tical implementations of conventional DF relaying have been
proposed using different code families, such as convolutional
codes [5], Turbo codes [6], [7] and low density parity check
(LDPC) codes [8], [9]. Besides the practical coding schemes,
results of the theoretical analysis on the outage probability
of conventional DF relaying in Rayleigh fading channels are
provided in [10]–[12].

In the conventional DF systems, the recovered data sequence
is discarded at the relay if errors are detected after decoding. It
has been believed that if the relay re-encodes the data sequence
containing errors and forwards it to the destination, error
propagation will occur, resulting in even worse performance
[13]. However, even if errors are detected at the relay, the
data sequences transmitted from the source and relay are
still highly correlated, and therefore Slepian-Wolf’s correlated
source coding theorem [14] can be well utilized in this
scenario. Ref. [15] formulates this issue from the viewpoint of
the Slepian-Wolf theorem, where the authors assume that the
relay does not aim to perfectly correct the errors occurring
in the source-relay link (referred to as intra-link). Instead,
it interleaves the information sequence, re-encodes and then
forwards the encoder output to the destination, even though
there may remain some errors after decoding. It is shown in
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[15] that with iterative processing utilizing the Log-likelihood
Ratio (LLR) updating function [16], the error probability can
be utilized at the destination. The key idea of the coding
technique provided in [15] is that the relay system can be
seen as a distributed Turbo code, and hence it can achieve
Turbo-cliff-like bit-error-rate (BER) performance in Additive
White Gaussian Noise (AWGN) channels. In this paper, the
scheme presented in [15] is referred to as DF relaying system
allowing intra-link errors (DF-IE) for notational convenience.

Recently, outage probability of DF-IE system is investigated
in [17], where the source-destination and relay-destination
links are assumed to suffer from block Rayleigh fading while
the intra-link is modeled by a binary symmetric channel
(BSC) with a fixed crossover probability as a parameter. The
admissible rate region of the source-destination link and relay-
destination link are determined by the Slepian-Wolf theorem.
The outage probability is expressed as a set of double integrals
over the admissible rate region, with respect to the probability
density function (pdf ) of the instantaneous signal-to-noise
ratios (SNRs) of the source-destination and relay-destination
links. However, there are two fundamental drawbacks inherent
in this approach. First of all, the assumption that the intra-link
is modeled by a BSC with fixed crossover probability (intra-
link error probability) is not realistic in practical applications
because the intra-link also suffers from block Rayleigh fading
[18]. In this case, the error probability is no longer a fixed
value but a random variable that changes according to the
variation of the intra-link. Secondly, in the DF-IE system
considered, correlated data sequences are transmitted from the
source and the relay to the destination, however the destination
aims only to recover the information sent from the source.
This system setup does not perfectly match the Slepian-Wolf
theorem which intends to recover both the two correlated
sources at the destination.

The primary goal of this paper is to overcome these two
drawbacks and to theoretically investigate outage probabil-
ity of DF-IE system, where account is taken of the fading
variations of all the links. As mentioned before, in DF-IE
system, the intra-link error probability is considered as a
random variable rather than a fixed value, hence deriving the
pdf of the intra-link error probability is of crucial importance
and a challenging topic. In our method, instead of deriving
the pdf of the intra link error probability, we establish the
relationship between the intra-link error probability and the
instantaneous SNR of the intra-link according to Shannon’s
lossy source-channel separation theorem [19]. Furthermore,
we found the data transmission over DF-IE system falls exactly
into the category of source coding with side information
problem [20], where only one of the two correlated sources
is to be recovered and the other is served as a helper. Hence,
the admissible rate region for the source and relay can be
accurately determined by the theorem for source coding with
side information [21]. We then show that the exact outage
probability of DF-IE system can be expressed by a set of
triple integrals over the admissible rate region, with respect
to the pdf of the instantaneous SNRs of each link. Moreover,
inspired by [17], we found that the exact outage probability
expression can be reduced to a simple, yet accurate enough

Broadcast

Fig. 1. The block diagram of the single relay system.

approximation by replacing the theorem for source coding with
side information by the Slepian-Wolf theorem. It is shown
that this approximation is quite accurate so far as the relay
location scenarios assumed in this paper are concerned. As
stated above, the outage analyses provided in this paper purely
follow the correlated source coding theorems and assume
infinite frame length. Therefore the analytical results upper
bound the performance of the practical signaling schemes.

The rest of this paper is organized as follow. In Section II,
we introduce the abstract model of DF-IE system assumed
in this paper, and the corresponding channel model as well.
The relationship between intra-link error probability and the
instantaneous SNR of the source-relay link is established in
Section III. In Section IV, we derive the exact outage probabil-
ity of DF-IE system, based on the theorem for source coding
with side information. In Section V, the approximated outage
probability of DF-IE system is derived by using the Slepian-
Wolf theorem. Numerical results are provided in Section VI to
verify the theoretical analysis. Finally, conclusions are drawn
in Section VII with some concluding remarks.

II. SYSTEM MODEL

A. DF-IE system

We consider a simple one-way orthogonal half-duplex relay
system, where a source S and a relay R cooperate to transmit
a message to a destination D, as shown in Fig. 1. To guarantee
orthogonal transmission, a time-division channel allocation is
assumed; the transmission consists of two time slots. During
the first time slot, S encodes the original message and broad-
casts it to both R and D. R always decodes to recover the
information sequence, interleaves the information sequence,
re-encodes it and forwards the encoder output to D during the
second time slot, even though the decoding result may contain
errors in the original information sequence (such errors are
referred to as intra-link errors). Note that the decoder output
at R is highly correlated with the original message sent from
S. This correlation is referred to as source-relay correlation
in this paper.

After receiving signals from S and R, D performs joint
decoding by exploiting the source-relay correlation to retrieve
the original message sent from S. The relay system assumed
in this paper, as a whole, can be seen as a distributed Turbo
code. Hence, an iterative decoding process is required at D
between the decoders for the codes used by S and R [15].
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B. Channel Model

The links between S and R, S and D, and R and D are
assumed to suffer from independent block Rayleigh fading,
where the channel gains keep constant within one transmission
block but vary transmission-by-transmission. The received
signals at S and D can be expressed as

y0[k] =
√
G0 · h0 · s[k] + n0[k], (1)

y1[k] =
√
G1 · h1 · s[k] + n1[k], (2)

y2[k] =
√
G2 · h2 · s′[k] + n2[k], (3)

where s[k] and s′[k] denote the signals transmitted from S
and R, respectively, with k being the timing index of the
symbols. hi and ni[k] denote the complex channel gain and the
zero-mean AWGN with the variance σ2

i per dimension, where
i ∈ {0, 1, 2} denotes the SR, SD and RD links, respectively.
It is assumed that σ2

0 = σ2
1 = σ2

2 = N0/2 without loss of
generality. The geometric-gain of each link is also considered
in this paper, which is represented by Gi, i ∈ {0, 1, 2}. With
di denoting the distance of its corresponding link and G1

being normalized to the unity, G0 and G2 can be defined as
G0 = (d1/d0)

l and G2 = (d1/d2)
l, respectively,1 where l

is the pathloss exponent, which is empirically set at 3.52 as
in [7]. Note further that we assume the transmit power per
symbol at S and R is the same, which is denoted as Es.

With the definitions described above, the instantaneous
and average SNRs of SD link are expressed as γ1 =
G1|h1|2Es/N0 and Γ1 = G1Es/N0, respectively. Similar
definitions apply to γ0, Γ0, γ2 and Γ2. With Rayleigh fading
assumption, the pdf of γi is given by [22]

p(γi) =
1

Γi
exp

(
− γi
Γi

)
, i = 0, 1, 2. (4)

III. INTRA-LINK ERROR PROBABILITY ANALYSIS

With the block Rayleigh fading assumption, the intra-link
error probability p stays constant over one block, but varies
transmission-by-transmission. In this section, we consider the
point-to-point intra-link transmission and identify the relation-
ship between p and γ0.

According to Shannon’s lossy source-channel separation
theorem [19], [23], U1 can be transmitted over the intra-link,
with a distortion level D , if

Rc,1 ·R(D) ≤ C(γ0), (5)

where Rc,1 and R(D) are the spectrum efficiency2 of the
transmission chain of the intra-link and the source rate-
distortion function [21], respectively. C(γ0) denotes the in-
stantaneous channel capacity of the intra-link given γ0.3 With
the Hamming distortion measure and for a given γ0 value, the
minimum distortion Dmin is equivalent to the intra-link error

1The geometric-gain between two nodes with distance d is defined as G =
( 1
d
)l according to [7].

2The spectrum efficiency includes both the channel coding rate and the
modulation multiplicity.

3Assuming Gaussian codebook is used for modulation, C(x) =
ND
2

log2(1 + 2x
ND

), with its inverse function C−1(x) = ND
2

(2
2x
ND − 1),

where ND denotes the dimensionality of the channel input.

Encoder

Encoder

Decoder

+

Fig. 2. Abstract model for the coding/decoding of U1 and U2 from the
viewpoint of source coding with side information. U2 is the bit-flipped version
of U1 and served as a helper for the decoding of U1 at the decoder.

probability p [24]. By substituting p into (5) and taking the
equality, we have R(p) = Φ1(γ0) =

C(γ0)
Rc,1

. Therefore, p can
be further expressed as4

p =

{
H−1

b [1− Φ1(γ0)], for Φ−1
1 (0) ≤ γ0 ≤ Φ−1

1 (1),
0, for γ0 ≥ Φ−1

1 (1),
(6)

where H−1
b (·) denotes the inverse function of the binary

entropy function Hb(x) = −x log2 x − (1 − x) log2(1 − x),
and Φ−1

1 (·) is the inverse function of Φ1(·).

IV. EXACT OUTAGE PROBABILITY ANALYSIS

A. Admissible Rate Region Based on Source Coding with Side
Information

As mentioned before, the intra-link error probability p stays
fixed within one transmission. In this subsection, we consider
only one transmission, and hence p is regarded as a fixed
parameter. Let U1 denote the original binary information
sequence transmitted from S, and U2 the decoder output at
R. As described above, U2 may contain some errors. Hence,
U2 can be regarded as the bit-flipped version of U1, as
U2 = U1 ⊕ E, where ⊕ indicates modulus-2 addition and
E is a binary random variable with probability Pr(E = 1) =
1 − Pr(E = 0) = p, as shown in Fig. 2. The correlation
between U1 and U2 is characterized by p, where p = 0
indicates perfect decoding at R, and 0 < p ≤ 0.5 indicates
errors occurring in the intra-link.

Assume U1 and U2 are described with rates R1 and R2,
respectively, as shown in Fig. 2. As stated before, in DF-IE
system, the objective of D is only to retrieve U1, which was
sent from S. On the other hand, U2 sent from R does not need
to be successfully recovered at D. The coding/decoding of U1

and U2 falls exactly into the category of source coding with
side information problem [20], where two correlated sources
are encoded separately and transmitted to the same decoder
at the destination, but only one of the two sources is to be
recovered at the destination and the other one serves as a
helper (side information). Obviously, in DF-IE system, U2

provides side information to help the decoding of U1 at the
destination. According to the theorem for source coding with
side information [21], successful recovery of U1 after joint
decoding at D can be achieved if R1 and R2 satisfies{

R1 ≥ H(U1|Û2),

R2 ≥ I(U2; Û2),
(7)

4For i.i.d. binary source, R(D) = 1−Hb(D).
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Admissible 

Region

Fig. 3. The admissible rate region for S and R determined by the theorem
for source coding with side information.

where Û2 is the estimate of U2 at the final output, as shown
in Fig. 2. The relationship between U2 and Û2 can also be
expressed as a bit-flipping model with a error probability α,
where α ∈ [0, 0.5]. Let H(U1|Û2) and I(U2; Û2) denote the
entropy of U1 conditioned on Û2 and the mutual information
between U2 and Û2, respectively. In this paper, we only
consider independent and identically distributed (i.i.d.) source,
therefore it is easily found that H(U1|Û2) = Hb(α ∗ p)
and I(U2; Û2) = H(Û2) − H(Û2|U2) = 1 − Hb(α), where
α ∗ p = (1− α)p+ α(1− p).

Let RSI denote the admissible rate region specified by (7).
To facilitate the rate region comparison to be provided later
in this paper, we divide the entire rate region into five sub-
regions, Ra, Rb, Rc, Rd and Re, as shown in Fig. 3. From
this figure, we have RSI = Rc ∪ Rd ∪ Re. Consider two
extreme cases: (1) In the case U2 can be successfully decoded
at the decoder, Û2 = U2 and α = 0. Therefore, the conditions
become as R1 ≥ Hb(0∗p) = Hb(p) and R2 ≥ 1−Hb(0) = 1,
which corresponds to the linear boundary between Ra and Rd.
(2) In the case the estimate Û2 of U2 after decoding is totally
wrong, Û2 does not contain any information about U2 and α =
0.5. Therefore, the conditions become as R1 ≥ Hb(0.5∗p) = 1
and R2 = 1 −Hb(0.5) = 0, which corresponds to the lower
linear boundary of Re. In all other cases (0 < α < 0.5), it is
easily to know the conditions become as R1 ≥ Hb(α ∗ p) and
R2 ≥ 1−Hb(α), which corresponds to the nonlinear boundary
between Rb and Rc. According to the discussions presented
above, RSI can be expressed even in an explicit way as

R1 ≥
{

Hb(p), for R2 ≥ 1,
Hb(α ∗ p), for 0 ≤ R2 ≤ 1.

(8)

The three boundaries between Rd and Rc, Rd and Re, and
Rc and Re will be discussed in Section V-A.

B. Relationship Between R1, R2 and Their Corresponding
Channel SNRs

It should be emphasized here that, in the system consid-
ered in this paper, specific source coding for compression

is performed neither at S nor at R. Instead, the correlation
knowledge between U1 and U2 is exploited at D to enhance
the error correction capability of the system. Now consider the
transmission of the SD and RD links. According to Shannon’s
separation theorem, if the total information transmission rates
over these two independent channels satisfy [16]{

R1Rc,1 ≤ C(γ1),
R2Rc,2 ≤ C(γ2),

(9)

the message error probability can be made arbitrarily small.
Here, Rc,1 and Rc,2 indicate the spectrum efficiency of the
transmission chain of the SD and RD links, respectively.
C(γ1) and C(γ2) denote the channel capacity of the SD and
RD links, respectively, given the instantaneous SNRs of the
SD and RD links being γ1 and γ2.

In the theoretical analysis, we only consider the equality
of (8) and (9). The relationship between rate Ri and its
corresponding instantaneous channel SNR γi is given by

Ri = Φi(γi) =
C(γi)

Rc,i
, (10)

with its inverse function

γi = Φ−1
i (Ri) = C−1(RiRc,i), (11)

where i = 1, 2 and C−1(·) denotes the inverse function of
channel capacity.

C. Exact Outage Calculation Based on RSI

Within one transmission and for a given p value, the outage
event happens when (R1, R2) falls outside the admissible rate
region RSI , i.e., the set (R1, R2) is in Ra or Rb. Note
that the intra-link error probability p changes, according to
the variation of γ0, as described in Section III. Taking into
account the impact of the variation of the intra-link, the outage
probability of the system is defined by taking average over all
the transmissions, which results in

PSI
out = Pr{0 ≤ p ≤ 0.5, (R1, R2) /∈ RSI}

= Pr{p = 0, (R1, R2) ∈ Ra ∪ Rb}
+ Pr{0 < p ≤ 0.5, (R1, R2) ∈ Ra ∪ Rb}

= Pr{p = 0, (R1, R2) ∈ Ra}
+ Pr{p = 0, (R1, R2) ∈ Rb}
+ Pr{0 < p ≤ 0.5, (R1, R2) ∈ Ra}
+ Pr{0 < p ≤ 0.5, (R1, R2) ∈ Rb}.

(12)

Note that the intra-link error probability p and the rates R1,
R2 can be converted into the instantaneous channel SNR
of their corresponding links, as shown in Section IV-B and
III. Moreover, since all the three links are suffering from
statistically independent block Rayleigh fading, the joint pdf
of the instantaneous SNRs can be expressed as p(γ0, γ1, γ2) =
p(γ0) · p(γ1) · p(γ2). Given the facts described above, the
last four terms of (12), denoted as P1,a, P1,b, P2,a and P2,b,
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respectively, can be further expressed as

P1,a = Pr{p = 0, R2 ≥ 1, 0 ≤ R1 ≤ Hb(p)}
= Pr{γ0 ≥ Φ−1

1 (1), γ2 ≥ Φ−1
2 (1),

Φ−1
1 (0) ≤ γ1 ≤ Φ−1

1 (0)}

=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (1)

Φ−1
2 (0)

dγ2

·
∫ Φ−1

1 (0)

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

= 0,

(13)

P1,b = Pr{p = 0, 0 ≤ R2 ≤ 1, 0 ≤ R1 ≤ Hb(α ∗ p)}
= Pr{γ0 ≥ Φ−1

1 (1),Φ−1
2 (0) ≤ γ2 ≤ Φ−1

2 (1),

Φ−1
1 (0) ≤ γ1 ≤ Φ−1

1 [1− Φ2(γ2)]}

=

∫ Φ−1
1 (∞)

Φ−1
1 (1)

dγ0

∫ Φ−1
2 (1)

Φ−1
2 (0)

dγ2

·
∫ Φ−1

1 [1−Φ2(γ2)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ2
exp

[
−Φ−1

1 (1)

Γ0

] ∫ Φ−1
2 (1)

Φ−1
2 (0)

exp(− γ2
Γ2

)

·
[
1− exp(−Φ−1

1 [1− Φ2(γ2)]

Γ1
)

]
dγ2,

(14)

P2,a = Pr{0 < p ≤ 0.5, R2 ≥ 1, 0 ≤ R1 ≤ Hb(p)}
= Pr{Φ−1

1 (0) ≤ γ0 ≤ Φ−1
1 (1), γ2 ≥ Φ−1

2 (1),

Φ−1
1 (0) ≤ γ1 ≤ Φ−1

1 [1− Φ1(γ0)]}

=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (∞)

Φ−1
2 (1)

dγ2

·
∫ Φ−1

1 [1−Φ1(γ0)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ0
exp

[
−Φ−1

2 (1)

Γ2

] ∫ Φ−1
1 (1)

Φ−1
1 (0)

exp(− γ0
Γ0

)

·
[
1− exp(−Φ−1

1 [1− Φ1(γ0)]

Γ1
)

]
dγ0,

(15)

and

P2,b = Pr{0 < p ≤ 0.5, 0 ≤ R2 ≤ 1, 0 ≤ R1 ≤ Hb(α ∗ p)}
= Pr{Φ−1

1 (0) ≤ γ0 ≤ Φ−1
1 (1),Φ−1

2 (0) ≤ γ2 ≤ Φ−1
2 (1),

Φ−1
1 (0) ≤ γ1 ≤ Φ−1

1 [Ψ(γ0, γ2)]}

=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (1)

Φ−1
2 (0)

dγ2

·
∫ Φ−1

1 [Ψ(γ0,γ2)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ0Γ2

∫ Φ−1
1 (1)

Φ−1
1 (0)

∫ Φ−1
2 (1)

Φ−1
2 (0)

exp(− γ0
Γ0

− γ2
Γ2

)

·
{
1− exp

[
−Φ−1

1 [Ψ(γ0, γ2)]

Γ1

]}
dγ0dγ2

(16)

Encoder

Encoder

Decoder+

Fig. 4. Abstract model for the coding/decoding of U1 and U2 from the
viewpoint of Slepian-Wolf theorem. U2 is the bit-flipped version of U1 and
also needs to be recovered at the decoder.

with Ψ(γ0, γ2) = Hb{H−1
b [1− Φ1(γ0)] ∗H−1

b [1− Φ2(γ2)]}.
As indicated by (13), the value of P1,a is found to be always

equal to 0. Since the derivation for the explicit expressions
of the integrals in (14), (15) and (16) may not be possible,
we use a numerical method [25] to calculated the values
of P1,b, P2,a and P2,b. Note that the boundary between Rb

and Rc is nonlinear, and the calculation of PSI
out requires

an inverse binary entropy function H−1
b (·). However, it is

difficult to derive explicit expression of H−1
b (·) and we use an

approximation technique which is described in Appendix B.

V. APPROXIMATED OUTAGE PROBABILITY ANALYSIS

The Slepian-Wolf theorem is well known for lossless
transmission of correlated sources. Unlike the theorem for
source coding with side information, the Slepian-Wolf theorem
provides the admissible rate region required to recover all
the correlated sources. In this section, we show that the rate
region of the DF-IE system can also be approximated by the
Slepian-Wolf theorem. With this assumption, the boundary can
be expressed by a connection of linear lines. Based on the
approximated admissible rate region with linear boundary, we
derive the outage probability, which eliminates the difficulty in
numerical calculation due to the nonlinear boundary of RSI .

A. Approximated Admissible Rate Region Based on Slepian-
Wolf Coding

First of all, we consider the successful transmission of both
U1 and U2 from the viewpoint of Slepian-Wolf theorem, as
shown in Fig. 4. According to the Slepian-Wolf theorem [14],
successful recovery of both U1 and U2 after joint decoding at
D is possible if R1 and R2 satisfies R1 ≥ H(U1|U2),

R2 ≥ H(U2|U1),
R1 +R2 ≥ H(U1, U2),

(17)

where H(U1|U2) (H(U2|U1)) denotes the conditional entropy
of U1 (U2) given U2 (U1), and H(U1, U2) denotes the joint
entropy of U1 and U2. It is obvious that H(U1) = H(U2) =
1, H(U1|U2) = H(U2|U1) = Hb(p) and H(U1, U2) =
1 + Hb(p). The admissible rate region identified by (17)
is represented by Rd, which is an unbounded polygon, as
shown in Fig. 3. However, Re should also be included as the
admissible rate region for DF-IE system [17], [18], since we
only focus on the transmission of U1 and an arbitrary value
of R2 is satisfactory as long as R1 ≥ H(U1).
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Admissible 

Region

Fig. 5. The approximated admissible rate region for S and R determined
by the Slepian-Wolf theorem.

Let RSW denote the admissible rate region that includes
both Rd and Re (RSW = Rd ∪Re), RSW can be expressed
as

R1 ≥

 Hb(p), for R2 ≥ 1,
1 +Hb(p)−R2, for Hb(p) ≤ R2 ≤ 1,
1, for 0 ≤ R2 ≤ Hb(p).

(18)

According to (18), if 0 ≤ R2 ≤ Hb(p), R1 should always
be larger than 1 to guarantee successful recovery of U1 at the
receiver. However, U2 can be partially recovered at the receiver
as long as R2 > 0, and the partially recovered U2 can serve as
side information for recovering U1. Intuitively, with the help of
the side information at the receiver, R1 can be further reduced
to less than 1 while keeping the possibility that U1 still can
be successfully recovered at the receiver, which is obviously
excluded in (18). This shows that RSW is an approximation
of the admissible rate region for S and R. As shown in
Fig. 3, RSI ≥ RSW , and the difference is represented by
Rc. Although RSW is an approximation of RSI , if we set
p = 0 and according to (8) and (18), the boundaries of RSI

and RSW become the same, and Rc vanishes. This indicates
that as the instantaneous SNR of intra-link is large enough, Rc

does not have any impact on the outage probability calculation.

B. Approximated Outage Calculation Based on RSW

Similarly, given RSW , the outage event happens when
(R1, R2) falls outside RSW . In this case, the outage prob-
ability of DF-IE system is defined as

PSW
out = Pr{0 ≤ p ≤ 0.5, (R1, R2) /∈ RSW }

= Pr{p = 0, (R1, R2) ∈ Ra ∪ Rb ∪ Rc}
+ Pr{0 < p ≤ 0.5, (R1, R2) ∈ Ra ∪ Rb ∪ Rc}

= Pr{p = 0, (R1, R2) ∈ Rab′}
+ Pr{p = 0, (R1, R2) ∈ Rb′′c}
+ Pr{0 < p ≤ 0.5, (R1, R2) ∈ Rab′}
+ Pr{0 < p ≤ 0.5, (R1, R2) ∈ Rb′′c}.

(19)

To simplify the calculation of PSW
out , we further divide Rb

into two subregions, Rb′ and Rb′′ , i.e., Rb = Rb′ ∪ Rb′′ , as
shown in Fig. 5. In (19), Rab′ and Rb′′c are defined as Rab′ =
Ra ∪ Rb′ and Rb′′c = Rc ∪ Rb′′ , respectively. It is obvious
that Rab′ = {(R1, R2) : 0 ≤ R1 ≤ Hb(p), R2 ≥ 0}, and
Rb′′c = {(R1, R2) : Hb(p) ≤ R1 ≤ 1, R1+R2 ≤ 1+Hb(p)}.

Note that R1, R2 and p can be expressed as functions of
their corresponding channel SNRs, as shown in Section IV-B
and III. Let P1,ab′ , P1,b′′c, P2,ab′ and P2,b′′c denote the last
four terms in (19), respectively. They can be calculated as

P1,ab′ = Pr{p = 0, 0 ≤ R1 ≤ Hb(p), R2 ≥ 0}
= Pr{γ0 ≥ Φ−1

1 (1),Φ−1
1 (0) ≤ γ1 ≤ Φ−1

1 (0),

γ2 ≥ Φ−1
2 (0)}

=

∫ Φ−1
1 (∞)

Φ−1
1 (1)

dγ0

∫ Φ−1
1 (0)

Φ−1
1 (0)

dγ1

·
∫ Φ−1

2 (∞)

Φ−1
2 (1)

p(γ0) · p(γ1) · p(γ2)dγ2

= 0,

(20)

P1,b′′c = Pr{p = 0, Hb(p) ≤ R1 ≤ 1, R1 +R2 ≤ 1 +Hb(p)}
= Pr{γ0 ≥ Φ−1

1 (1),Φ−1
1 (0) ≤ γ1 ≤ Φ−1

1 (1),

Φ−1
2 (0) ≤ γ2 ≤ Φ−1

2 [1− Φ1(γ1)]}

=

∫ Φ−1
1 (∞)

Φ−1
1 (1)

dγ0

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ1∫ Φ−1
2 [1−Φ1(γ1)]

Φ−1
2 (0)

p(γ0) · p(γ1) · p(γ2)dγ2

=
1

Γ1
exp

[
−Φ−1

1 (1)

Γ0

] ∫ Φ−1
1 (1)

Φ−1
1 (0)

exp(− γ1
Γ1

)

·
[
1− exp(−Φ−1

2 [1− Φ1(γ1)]

Γ2
)

]
dγ1,

(21)

P2,ab′ = Pr{0 < p ≤ 0.5, 0 ≤ R1 ≤ Hb(p), R2 ≥ 0}
= Pr{Φ−1

1 (0) ≤ γ0 ≤ Φ−1
1 (1),

Φ−1
1 (0) ≤ γ1 ≤ Φ−1

1 [1− Φ1(γ0)], γ2 ≥ Φ−1
2 (0)}

=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
1 [1−Φ1(γ0)]

Φ−1
1 (0)

dγ1

·
∫ Φ−1

2 (∞)

Φ−1
2 (0)

p(γ0) · p(γ1) · p(γ2)dγ2

=
1

Γ0

∫ Φ−1
1 (1)

Φ−1
1 (0)

exp(− γ0
Γ0

)

·
[
1− exp(−Φ−1

1 [1− Φ1(γ0)]

Γ1
)

]
dγ1,

(22)
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Fig. 6. Comparison of the outage probability of the DF-IE and conventional
DF system.

and

P2,b′′c = Pr{0 < p ≤ 0.5, Hb(p) ≤ R1 ≤ 1,

R1 +R2 ≤ 1 +Hb(p)}
= Pr{Φ−1

1 (0) ≤ γ0 ≤ Φ−1
1 (1),

Φ−1
1 [1− Φ1(γ0)] ≤ γ1 ≤ Φ−1

1 (1),

Φ−1
2 (0) ≤ γ2 ≤ Φ−1

2 [2− Φ1(γ0)− Φ1(γ1)]}

=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
1 (1)

Φ−1
1 [1−Φ1(γ0)]

dγ1

·
∫ Φ−1

2 [2−Φ1(γ0)−Φ1(γ1)]

Φ−1
2 (0)

p(γ0) · p(γ1) · p(γ2)dγ2

=
1

Γ0Γ1

∫ Φ−1
1 (1)

Φ−1
1 (0)

∫ Φ−1
1 (1)

Φ−1
1 [1−Φ1(γ0)]

exp(− γ0
Γ0

− γ1
Γ1

)

·
[
1− exp(−Φ−1

2 [2− Φ1(γ0)− Φ1(γ1)]

Γ2
)

]
dγ1dγ0.

(23)

Again, the value of P1,ab′ is always equal to 0. To calculate
the values of P1,b′′c, P2,ab′ and P2,b′′c, the numerical method
[25], used to calculate PSI

out, was also used here. Note that the
outage probability PSW

out and PSI
out both include the average

SNR and the spectrum efficiency of all the three links, only as
parameters, i.e., Pout = g(Γ0,Γ1,Γ2, Rc,1, Rc,2). Therefore,
they both can be applied to arbitrary relay location case.
However, since RSI is larger than RSW , it is expected that
PSI
out is smaller than PSW

out .

VI. NUMERICAL RESULTS

In this section, the numerical results of the theoretical
outage probability calculation and the simulation results using
Monte Carlo (MC) method are presented. In the simulations,
Rc,1 and Rc,2 both are set at 1/2.

The outage curves of DF-IE, obtained using the analytical
expressions of PSW

out and PSI
out, respectively, are shown in

Fig. 6. Here, two different relay location scenarios are consid-
ered: in Location A, d0 = d1 = d2; in Location B, d0 = 1

4d1
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Fig. 7. Outage probability versus the relay location, where Γsd = 1 dB and
Γsd = 5 dB.

and d2 = 3
4d1.5 From the figure we can see the difference

between PSW
out and PSI

out is roughly 0.01 dB in Location A, and
0.001 dB in Location B. This observation indicates PSW

out is an
accurate approximation to the exact outage probability PSI

out.
Moreover, it is found that PSI

out is always smaller than PSW
out ,

which is consistent with the theoretical analysis provided in
Section V-B. As a reference, the outage probability of a
conventional DF system [12], where the relay keeps silent
in case of intra-link error is detected, is also provided in the
same figure. As can be seen from the figure, DF-IE system can
achieve better performance than the conventional DF system,6

which also agrees with the theoretical analysis. However,
the performance gain obtained in Location B (≈ 0.6 dB) is
smaller than that obtained in Location A (≈ 1.5 dB). This is
because, in Location B, the quality of the intra-link is better
than that in Location A, resulting in lower probability of the
intra-link transmission failure. Note that the theoretical outage
probabilities of the both DF-IE and conventional DF system
are in excellent agreement with their corresponding simulation
results, respectively.

The impact of the relay location on the outage probability
of the both DF-IE and conventional DF systems is depicted in
Fig. 7, where the average SNR of SD link is kept at Γsd = 1
dB and Γsd = 5 dB. Here, the position of R is assumed
to vary along the line between S (x = 0) and D (x = 1).
With the conventional DF relaying system, the lowest outage
probability is achieved at a certain point (x ≈ 0.43) between S
and the midpoint. With DF-IE system, interestingly, we found
that when the relay is located at the midpoint (x = 0.5),
the lowest outage probability can be achieved. In general, the
lowest outage probability can be achieved at a point where
the contributions of both SR and RD links to outage are

5According to (5), the average SNR of Lsr and Lrd are Γsr = Γsd +
10 log10[(dsd/dsr)

3.52] (dB) and Γrd = Γsd + 10 log10[(dsd/drd)
3.52]

(dB), respectively.
6Note that DF-IE system causes more complexity or energy consumption

than conventional DF system when the intra-link errors are detected. However,
the increase in complexity or energy consumption over the conventional DF
is negligible, especially in high SNR regime.
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balanced. Since in conventional DF, the relay stops forwarding
the information sequence when errors are found, the quality
of the SR link has to be good enough, which results in the
optimal position shifted more closer to the side of the source.
In DF-IE system, the contributions of the two links to the
outage probability are balanced because there is a chance that
the errors occurring in the SR link can be corrected at the
destination, and as a consequence, the optimal location is the
midpoint.

VII. CONCLUSIONS

In this paper, the outage probability of DF-IE system was
theoretically analyzed, where all the links between source, re-
lay and destination are subject to independent block Rayleigh
fading. The exact and approximated outage probabilities are
derived from the viewpoint of the theorem for source coding
with side information and the Slepian-Wolf theorem, respec-
tively. The admissible rate region is determined by the theorem
for source coding with side information, and found to be
larger than that determined by the Slepian-Wolf theorem. The
exact outage probability is lower than its approximation by the
Slepian-Wolf theorem, however, the difference is negligible.

Compared with the conventional DF system, DF-IE can al-
ways achieve better outage performance. The most significant
finding of this paper is, with the DF-IE system, the optimal
relay location is shifted to exactly the midpoint between the
source and destination, where the contributions of the SR
and RD links are balanced. The accuracy of the theoretical
analysis has been verified through computer simulations. The
analytical results presented in this paper provide a theoretical
basis for designing cooperative networks where intra-link
error is allowed. The extension of the analytical results to
relay systems with multiple sources and/or multiple relays is
straightforward. This is left as a future study.

APPENDIX A
PROOF OF RSI ≥ RSW

According to (8) and (18), for a given p value, RSI ≥ RSW

is equivalent to f1(x) ≤ f2(x), where

f1(x) =

{
Hb(p), for x ≥ 1,
Hb(α ∗ p), for 0 ≤ x ≤ 1,

(24)

and

f2(x) =

 Hb(p), for x ≥ 1,
1 +Hb(p)− x, for Hb(p) ≤ x ≤ 1,
1, for 0 ≤ x ≤ Hb(p),

(25)

are the boundaries for the sets of the inequalities for RSI

and RSW , respectively. It is obviously that f1(x) = f2(x) for
x ≥ 1. For 0 ≤ x ≤ Hb(p), f1(x) ≤ f2(x) since Hb(α∗p) ≤ 1
always holds. For Hb(p) ≤ x ≤ 1, we can obtain x = R2 =
1−Hb(α) according to (7). In this case,

f2(x)− f1(x) = 1 +Hb(p)− x−Hb(α ∗ p)
= Hb(α) +Hb(p)−Hb(α ∗ p).

(26)

To prove f2(x)−f1(x) ≥ 0 for Hb(p) ≤ x ≤ 1, we consider
the joint entropy of two binary random variable X and Y ,
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b
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b−

1
(z
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−1
(z)
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Fig. 8. The inverse entropy function and its approximation.

where X follows a Bernoulli distribution with parameter α,
and Y is the observation of X over a BSC with a crossover
probability p. The joint entropy of X and Y can be expressed
as

H(X,Y ) = H(X) +H(Y |X)

= H(Y ) +H(X|Y ),
(27)

where H(X) = Hb(α), H(Y ) = Hb(α ∗ p) and H(Y |X) =
Hb(p). From (27), we get

H(X|Y ) = H(X) +H(Y |X)−H(Y )

= Hb(α) +Hb(p)−Hb(α ∗ p)
≥ 0.

(28)

Hence, it can be concluded that f2(x)−f1(x) ≥ 0 for Hb(p) ≤
x ≤ 1.

In summary, f1(x) ≤ f2(x) for x ≥ 0, and RSI ≥ RSW

has been proven.

APPENDIX B
APPROXIMATION OF H−1

b (·)
The binary entropy function is defined as

Hb(x) = z = −x log2 x− (1− x) log2(1− x). (29)

For 0 ≤ x ≤ 0.5, Hb(x) is monotonically increasing and
therefore has a unique inverse function

x = H−1
b (z). (30)

However, it may not be possible to derive the explicit expres-
sions of H−1

b (z), according to (29). By using a curve fitting
technique [26], it can be well approximated by

H−1
b (z) ≈ (2c1z

c2 − 2−c3z
c4
)c5 , (31)

with c1 = 0.6794, c2 = 0.7244, c3 = 0.1357, c4 = 21.8026
and c5 = 1.9920. The numerically calculated H−1

b (z) and its
approximated curves are shown in Fig. 8.
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