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Abstract—Speech-to-speech translation (S2ST) is the process
by which a spoken utterance in one language is used to produce
a spoken output in another language. The cnventional approach
to S2ST has focused on processing linguistic information only
by directly translating the spoken utterance from the source
language to the target language without taking into account
para-linguistic and non-linguistic information such as the
emotional states at play in the source language. In this work, we
explore how to deal with para- and non-linguistic information
among multiple languages, with a particular focus on speakers’
emotional states, in S2ST scenarios called “affective S2ST.”
In our efforts to construct an effective system, we discuss (1)
how to describe emotions in speech and how to model the
perception/production of emotions and (2) the commonality and
differences among multiple languages in the proposed model.
We then use these discussions as context for (3) an examination
of our “affective S2ST” system in operation.

Keywords-Speech-to-speech translation (S2ST) system; par-
alinguistic and non-linguistic information; emotion recogni-
tion/synthesis; multiple languages

I. I NTRODUCTION

Wide spread use of the Internet has ushered in a new era
of communication. For example, these days communication
can be carried out instantaneously regardless of the distance
between two parties, even if the other party is on the other
side of the world. However, although spoken language is the
most direct means of communication among human beings,
it is not yet possible to communicate with others directly
across the Internet if a common language is not shared.
This makes it challenging to construct universal speech
communication environments on the Internet.

One approach to this challenge is constructing a speech-
to-speech translation (S2ST) system. S2ST is the process by
which a spoken utterance in one language is used to pro-
duce a spoken output in another language. Conventionally,
automatic S2ST consists of three component technologies
whereby the spoken utterance is 1) converted into text
using an automatic speech recognition (ASR) system, 2) the
recognized speech is translated using a machine translation
(MT) system into the target language text, and 3) the target
language text is resynthesized using a text-to-speech (TTS)
synthesizer [1][2].
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Figure 1. Schematic graph of proposed affective S2ST. This graph contains
two paths: one for linguistic information and one for para- and non-
linguistic Information.

Speech contains a variety of information [3] including
linguistic-, paralinguistic- and nonlinguistic- information.
However, conventional S2ST focuses on processing linguis-
tic information only, directly translating the spoken utterance
from the source language to the target language, and does
not take into account para-linguistic and non-linguistic in-
formation such as the emotional states at play in the source
language. For example, conventional S2ST systems typically
output speech in a neutral voice that remains unchanged
even if the input speech changes from one emotional state to
another. For natural communication, it is crucial to preserve
the emotional states expressed in the source language [4].

In this work, we explore how to deal with para- and
non-linguistic information among multiple languages, with
a particular focus on speakers’ emotional states, called “af-
fective S2ST. ” To produce an output of the affective S2ST
system colored with the emotional states of the speakers
in the source language, the system has to first detect the
emotional state at the source language and then convert the
acoustic features of the neutral speech produced by the TTS
system into those of an emotional speech among multiple
languages, as well as to recognize, translate, and synthesize
linguistic information in the utterances, as shown in Fig. 1.

In our efforts to construct an effective system, we discuss
(1) how to describe emotions in speech and how to model the
perception/production of emotions and (2) the commonality
and differences among multiple languages in the proposed
model. We then use these discussions as context for (3) an
examination of our “affective S2ST” system in operation.
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II. D ESCRIPTION OFEMOTION

A. Emotion Space

Most of the existing techniques for automatic speech emo-
tion recognition/synthesis focus only on the classification
of emotional states into discrete categories such as happy,
sad, and angry [5][6]. However, a single label or a small
number of discrete categories may not accurately reflect the
complexity of the emotional states conveyed in everyday
interaction [7]. Hence, a number of researchers advocate the
use of a dimensional description of human emotion, where
emotional states are not classified into an emotion category
but rather are estimated on a continuous-valued scale in a
multi-dimensional space (e.g., [8][9]).

In this work, we adopt a dimensional description of human
emotion, specifically, emotion space spanned by Valence-
Activation (V-A) axes [10]. Using the dimensional approach,
emotion is represented by a point in this space and emotion
categories are represented by regions in an n-dimensional
space, where the neutral category lies near the origin, and
other emotions lie in a specific region in the n-dimensional
space. For example, in the two-dimensional V-A space,
happy is represented by a region that lies in the first quarter,
in which valence is positive and activation is high, as shown
in Fig. 2. Numerical representation is more appropriate to
reflect the gradual changes of expressive speech conveyed in
everyday interaction, representing the degree within a certain
emotion: happy ‘not-’, ‘weak-’, ‘medium-’, and ‘strong-
happy’. [11]

B. Modeling of Emotion Perception

Scherer [12], in his study of human perception, adopted
a version of Brunswik’s lens model that was originally
proposed in 1956 [13]. In this model, human perception is
considered a multi-layer process. In 2008, Huang and Akagi
adopted a three-layer model for human perception [14], in
which they assumed that human perception for emotional
speech is not directly realized from a change of acoustic
features but rather from a composite of different types of

Figure 3. Three layer model for emotion space spanned by Valence-
Activation axes. In this figure, Valence is shown [11].

smaller perceptions expressed by semantic primitives or
adjectives describing the emotional voice.

In this work, we adopt a two-dimensional model in [15]
based on [14] to represent emotional states using emotion
dimensions. Our model consists of three layers, with emo-
tion dimensions as the top layer, semantic primitives as the
middle layer, and acoustic features as the bottom layer (Fig.
3).

We took this approach because emotions are not generated
in a prototypical modality but rather in complex states
that feature a mixture of emotions with varying degrees of
intensity. This approach allows a more flexible interpretation
of emotions [16].

III. C OMMONALITY IN PERCEPTION OFEMOTIONAL

SPEECH

Even without an understanding of a certain language, we
can still judge the expressive content, i.e., the emotions,
of a human voice. To enable communication independent
of language, biological features common to both speech
production and perception are required [17]. In this section,
we discuss commonalities and differences in the perception
of emotional speech in the V-A space derived from the
results of a listening experiment.

In the experiment, we evaluated the values of valence
and activation for three emotional speech databases using
three different languages: Japanese, German and Chinese.
All three databases were consisted of acted emotions. For the
Japanese database, we used the Fujitsu database produced
and recorded by Fujitsu Laboratory and selected 20 neutral,
40 happy, 40 angry and 40 sad utterances for a total of 140
utterances. For the German database, we used the Berlin
database and selected 200 utterances, 50 of which came from
the same four emotional states as the Japanese database. The
Chinese database produced and recorded by CASIA using
four professional actors (two male and two female) with 48
neutral, 48 happy, 48 angry, and 48 sad utterances selected
for a total of 192 utterances.

The three databases were evaluated in terms of valence
and activation by 30 subjects: 10 Japanese, 10 Chinese, and
10 Vietnamese. A 5-point scale (-2, -1, 0, 1, 2) was used for
the valence and activation evaluations. The valence scale ran
from very negative (-2) to very positive (2) and the activation



scale ran from very calm (-2) to very excited (2). The central
positions for these emotions were separately calculated by
the average value of valence and activation for each emotion
category. The central positions of all emotional states were
then individually compared for the three listener groups for
each database. The results scattered on the V-A space are
shown in Fig. 4.

In our analysis of the results obtained on the commonality
and differences of human perception for perceiving emotion
for different languages in the V-A space, we addressed the
following questions: (1) Are the neutral positions the same or
different among different languages? (2) Are the directions
from neutral to other emotional states similar? (3) Could the
subjects estimate the degree of emotional state for different
languages, i.e., perform cross-lingual estimations?

For the first question, we found that, according to ANOVA
analyses, neutral positions in the V-A space are different
among the three subject groups, which indicates that the
neutral position is dependent on the subject’s native lan-
guage. For the second question, we found that the directions
from neutral to other emotional states were quite similar for
the three subject groups of all databases. However, for the
third question, no clear tendencies were evident, although
the degrees of responses of the Chinese subject group seem
larger. More investigation is required to clarify this.

The most significant result here is that human perception
for different languages is identical in the V-A space: i.e., the
directions from neutral voice to other emotional states are
common among languages. However, the neutral positions
are different. This demonstrates that direction could be
adopted as a feature for recognizing emotional states in
multi-languages scenarios. Moreover, it is also important to
normalize the features of emotional states by the features of
the neutral state for each language individually. These find-
ings can be used for adapting emotion recognition system
to different languages.

IV. M ULTI -LINGUAL EMOTION

RECOGNITION/SYNTHESIS SYSTEM

A. Recognition of Emotional Speech: Estimation of position
in V-A space

The task of emotion recognition using the dimensional
approach can be viewed as using an estimator to map the
acoustic features to real-valued emotion dimensions.

We used an adaptive-network-based fuzzy inference sys-
tem (AN-FIS) to construct a three-layer model that con-
nects the elements of our recognition system. Each FIS
has multiple inputs and one output. Once we obtained the
acoustic features set, we constructed an individual estimator
to predict the values (-2 to 2; rated by the listening test) of
each emotion dimension. For example, in order to estimate
the valence dimension using the perceptual model in Fig. 3,
we used a bottom-up method to estimate the values (1 to
5; rated by the listening test) of the six semantic primitives
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Figure 5. Block diagram of proposed approach for estimating valence
based on 3-layer model.
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Figure 6. Mean absolute error (MAE) between human evaluation and
estimated values of emotion dimensions, in the cases of mono-language
and cross-language.

in the middle layer from the six acoustic features in the
bottom layer, as shown in Fig. 5. Six FISs were required
for this task; one for estimating each semantic primitive.
One additional FIS was needed to estimate the value of
the Valence dimension from the six semantic primitives.
In the same way, the Activation can be estimated using
FIS for each semantic primitive. To avoid speaker and
language dependency on the acoustic features, we adopt a
new acoustic feature normalization, in which all acoustic
feature values are normalized by those of the neutral speech.

The mean absolute error (MAE) between the predicted
values of emotion dimensions and the corresponding average
value obtained from listening tests by human subjects is used
as a metric of the discrimination associated with each case.
The MAE is calculated by

MAE(j) =

∑N
n=1

∣∣∣⌢x(j)

i − x
(j)
i

∣∣∣
N

(1)

wherej ∈ {Valence,Activation}, ⌢
x
(j)

i is the output of the
emotion recognition system, andx(j)

i , −2 ≤ x
(j)
i ≤ 2 are

the values evaluated by the human subjects.
The results, shown in Fig. 6, indicate that the MAEs have

small values. Even in the cross-language case, although the
mean absolute error of emotion dimensions increased, these
increments do not constitute a large difference comparing
x
(j)
i , −2 ≤ x

(j)
i ≤ 2.



(a) Japanese database

−2 −1 0 1 2

−2

−1

0

1

2

Valence

A
c
ti
v
a

ti
o

n

 

 

Neutral

Happy

Angry

Sad Chinese

Japanese

Vietnamese

−2 −1 0 1 2

−2

−1

0

1

2

Valence

A
c
ti
v
a

ti
o

n

 

 

Neutral

Happy

Angry

Sad
Chinese

Japanese

Vietnamese

(b) German database

−2 −1 0 1 2

−2

−1

0

1

2

Valence

A
c
ti
v
a

ti
o

n

 

 

Neutral

Happy

Angry

Sad Chinese

Japanese

Vietnamese

(c) Chinese database

Figure 4. Position of emotional states in valence-activation space.

B. Synthesis of Emotional Speech: Modification of Acoustic
Features According to Positions in Emotion Space

Synthesizing emotional speech is an opposite task to
recognizing emotion speech i.e., converting a position on an
emotion space to the amount of change of the corresponding
acoustic features from neutral speech by applying extracted
rules from the FISs of the three-layer model used in the
emotion recognition (Fig. 5). Although each FIS follows a
non-linear mapping, in this paper we linearize the FISs for
the rules. STRAIGHT [18] is adopted to synthesize speech
using the converted acoustic features. According to internal
listening tests, the synthesized speech based on the positions
in the V-A space is controlled well and can give the intended
impression.

V. CONCLUSION

In this paper, we discussed how to deal with para- and
non-linguistic information among multiple languages, with
a particular focus on speakers’ emotional states, in S2ST
scenarios called “affective S2ST.” The system was formu-
lated in the V-A emotional space based on an discussion of
commonality and differences of emotion perception among
multiple languages. An example of our “affective S2ST”
system in operation was also shown.
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