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Unsupervised Learning Approach to Attention-Path Planning for
Large-scale Environment Classification

Hosun Lee, Sungmoon Jeong, and Nak Young Chong

Abstract— An unsupervised attention-path planning algo-
rithm is proposed and applied to large unknown area classi-
fication with small field-of-view cameras. Attention-path plan-
ning is formulated as the sequential feature selection problem
that greedily finds a sequence of attentions to obtain more
informative observations, yielding faster training and higher
accuracies. In order to find the near-optimal attention-path,
adaptive submodular optimization is employed, where the
objective function for the internal belief is adaptive submodular
and adaptive monotone. First, the amount of information of
attention areas is modeled as the dissimilarity variance among
the environment data set. With this model, the information gain
function is defined as a function of variance reduction that has
been shown to be submodular and monotone in many cases.
Furthermore, adapting to increasing numbers of observations,
each information gain for attention areas is iteratively updated
by discarding the non-informative prior knowledge, enabling to
maximize the expected information gain. The effectiveness of
the proposed algorithm is verified through experiments that can
significantly enhance the environment classification accuracy,
with reduced number of limited field of view observations.

I. INTRODUCTION

There has been an increase in the demand for smarter
robots that perform a variety of tasks autonomously in
different environments. First of all, robots need to obtain
enough information about the environment to reach appro-
priate decisions and actions. However, it is difficult for robots
to perform a full-scale measurement of the environment at
once, in particular, when they are exploring large areas.
Therefore, multiple view images are required to capture data
for an entire environment, concatenated into a single high-
dimensional data. Over the years, as an effort to avoid dealing
with very high dimensional data, many approaches have
been tried with low-dimensional data. In this paper, a new
learning technique is proposed to sequentially discover the
most informative data from large-scale data sets with possible
applications to unknown area classification.

Over the years, many mobile robot navigation problems
deal with informative path planning for search-and-rescue
tasks under limited time or battery capacity [1][2]. The path
of robot is optimized to obtain the maximum information
required to perform a given task. Likewise, the active vision
[3] has been studied to plan proper actions for the optimal
observation such as viewpoint planning and saliency map
[4][5]. However, they assume full access to the whole infor-
mation without limited sensing coverage consideration.
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There have been similar studies on human attention-path
planning which show efficient eye movement for maximiz-
ing local information [6] [7]. This attention-path planning
problem under limited sensing coverage can be described
as a sequential feature selection problem [8] [9]. At each
time step, the system has to sequentially decide the most
informative sequence based on the observed feature set
and the internal belief of the target. Notably, conventional
sequential feature selection is a supervised learning approach
which fully trains the classifier with an associated class
label. However, manual labeling of a large set of training
data causes a severe bottleneck in robotic applications. In
practice, selecting the informative feature without labels
is a quite challenging problem. Recently, the property of
adaptive submodularity is investigated to ensure the bounded
performance of the informative path planning [10] [11].
Based on this property, we attempt to solve the attention-
path planning problem in the unsupervised scenario.

In this work, we discuss the attention-path planning with
small field-of-view cameras for large area classification.
We assume that the robot can obtain the area information
partially at each step by selecting proper fixations; attention
can be defined by a sequence of fixations. Then, our goal is
how to plan the next fixation based on the current observation
and unlabeled training datasets called prior knowledge to
enhance the robot’s uncertain environment perception ca-
pability. There are two main components of attention-path
planning: (1) top-down approach for sequential selection
of fixations using the prior knowledge to maximize the
information gain, and (2) bottom-up approach for the prior
knowledge update by discarding the non-informative subset
of the prior knowledge according to current observation data.
First, the information is defined as the amount of uncertainty
reduction, and an information gain function is modeled to
measure the expected information gain, and maximized using
the proposed adaptive submodular optimization framework.
Adaptive submodular optimization can be a great help to
solve the problem of sequential feature selection without any
fully trained classifier. Secondly, a cascade nearest neighbor
classifier is implemented to recursively update the prior
knowledge depending on the previously selected observation.
In each time step, non-informative data of the prior knowl-
edge is discarded by calculating the dissimilarity between
the unlabeled dataset and current observation. After then,
the sequentially modified prior knowledge is simultaneously
used to update the information gain of each attention area
for selecting the next fixation and classify the uncertain
environment with a nearest neighbor classifier.
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Fig. 1. Concept of attention path planning: (a) example of sequential
attention-path, (b) unlabeled training dataset (prior knowledge), (c) infor-
mation gain of each attention data, (d) update of prior knowledge according
to dissimilarity between observed data and prior knowledge. Attention: top-
down approach to select a fixation using prior knowledge, Observation:
bottom-up approach to update the prior knowledge based on observed data

In summary, the main contributions of this paper are as
follows:
• We propose an attention planning framework for large

scale area classification with limited field of view.
• We can achieve a near optimal solution not only for

the sequence of sensing, but the classification accu-
racy applying adaptive submodular optimization. In
the attention planning process, the most informative
fixation is selected by the prior knowledge and then
non-informative data is discarded for the next fixation
selection, comparing with the current observation. This
procedure can guarantee the bounded optimal attention,
and the retrieved prior knowledge improves the classi-
fication performance.

• The proposed algorithm can be applied to unsupervised
sequential feature selection, while conventional algo-
rithms rely on supervised learning approaches.

II. PROBLEM STATEMENT

Attention-path planning can be regarded as the sequential
feature selection [8], where the most informative feature is
gathered from a set of features at each iteration. The feature
selection is decided depending on the obtained feature set and
the internal belief. For the attention-path planning problem,
a fixation is selected at each time step and used to observe a
subset of the target dataset. The observed target data is finally
classified with the given training class set, C= {c1,c2, · · ·}.

Attention and Observation At each iteration, we can
select a fixation a from the whole set of possible attention
A = {a1, · · · ,an×m}, where the target image is divided into
n×m rectangular blocks according to the range of the sensing
coverage as shown in Fig. 1(a). Each fixation is represented
with a position vector [i, j]T , where i and j are the indices
on the column and row directions. By selecting a fixation,
a local feature placed on the same position and size as the

fixation is observed from the target feature set of the target
data O = {o1, · · · ,on×m} which is not available to access
before the selection of the fixation. Accordingly, a selected
fixation set A ⊂ A and an observed feature set OA ⊂ O are
accumulated sequentially.

Prior knowledge In sequential feature selection, we are
given the prior knowledge for the internal belief in the
informativeness of each feature. There is also a local feature
set of training data D= {d1, · · · ,dN} as the prior knowledge
that consists of the unlabeled local feature as shown in
Fig. 1(b). Initially, N training dataset are divided into n×m
rectangular blocks, and re-grouped into n×m cells according
to the position of the fixation. Then, all partial data is
transformed to the local feature set as the prior knowledge.
The prior knowledge is updated after the observations are
made as shown in Fig. 1(d). The next fixation is decided
sequentially by taking attention A, observed feature set OA,
and updated training data DA.

Information gain The attention-path planning is to con-
struct the attention subsets that maximizes the information
gain. It can be stated as the following optimization problem:

max f (A,D) s.t. A⊂ A, (1)

where the information gain function f (A,D) is modeled to
quantify the “informativeness” of an attention.

The attention set Aopt can be determined by optimizing
the information gain function. It is known to be difficult
to obtain even approximate solutions [11]. However, near-
optimal performance can be guaranteed with a simple greedy
algorithm, if the information gain function satisfies the
properties of adaptive submodularity and monotonicity.

A. Submodularity

First, we consider the static case, where the training data
D is not updated.

Definition 1: (submodularity) A function f is called sub-
modular iff, for all X ,Y ⊆ A and all singletons a ∈ A,

X ⊆ Y ⇒ f (X ∪a,D)− f (X ,D)≥ f (Y ∪a,D)− f (Y,D)
The information gain of adding a fixation to a smaller

attention set is at least as much as adding it to the larger
attention set. The information gain is never decreased by
adding fixations.

Definition 2: (monotonicity) A function f is called
monotone iff, for all X ⊆ A,

f (X ∪a,D)− f (X ,D)≥ 0
In this case, the information gain of each attention is

maximized using a simple greedy algorithm. Let Agdy be the
set of attention generated with the greedy algorithm. Then,
the following condition is guaranteed, when our information
gain function is submodular and monotone:[10]

f (Agdy,D)≥ (1−1/e) f (Aopt ,D) (2)
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Fig. 2. Unsupervised large-scale area classification framework

B. Adaptive Submodularity
We consider the adaptive case where the training data

D is updated at each iteration. The information is obtained
sequentially as the attentions make the observations. Hence,
the expected information gain of selecting a fixation is
defined as

∆(a|DA) = E [ f (A∪{a},D)− f (A,D)|DA] . (3)

Definition 3: (adaptive submodularity) A function f is
called submodular iff, for all X ,Y ⊆ A and all singletons
a ∈ A,

X ⊆ Y ⇒ ∆(a|DX )≥ ∆(a|DY )
The expected information gain of adding an a fixation to

a smaller attention set is at least as much as adding it to the
larger attention set.

Definition 4: (adaptive monotonicity) A function f is
called monotone iff, for all X ⊆ A and all singletons a ∈ A,

∆(a|DX )≥ 0
The expected information gain is nonnegative for all atten-
tions.

In this adaptive case, the information gain of each atten-
tion is sequentially maximized using the recursive greedy
algorithm. Based on the concept of adaptive submodularity,
the following condition is guaranteed, when our information
gain function is adaptive submodular and monotone:[11]

f (Agdy
adapt ,D)≥ (1−1/e) f (Aopt

adapt ,D), (4)

where Aopt
adapt and Agdy

adapt are the optimal attention in the
adaptive case and the set of attention generated with the
recursive greedy algorithm, respectively.

III. UNKNOWN ENVIRONMENT CLASSIFICATION

The proposed unknown environment classification frame-
work is designed based on adaptive submodular optimiza-
tion [11] by developing the information gain map and the
attention-path planner: proactive and semi-reactive versions.
The whole framework of the proposed attention-path planner
and unknown area classification are described in Fig. 2.

A. Local Feature Descriptor and Matching process

The entire target image is partially accessed by dividing
it into m× n fixation areas depending on the size of field-
of-view, and the edge information of each fixation area is
represented by a local feature descriptor. In computer vision
and image processing, histogram of orientation gradient
(HOG) [12] is a well-known feature descriptor used for
object detection and classification. The technique counts
occurrences of gradient orientation in localized portions of
an image. Compared to other methods such as scale invariant
feature transformation (SIFT) [13] and GIST [14], HOG
performs improved accuracy using a dense grid of uniformly
spaced cells and overlapping local contrast normalization.
Initially, all the block images in the training data set are
transformed to the local feature set respectively without
labels; the training data contains the label information only
for the classification. The block images of the target scene are
transformed separately at each observation. In the attention
planning process, the next fixation is selected by comparing
the expected information gain of each possible fixation that is
computed with the local feature set and the prior knowledge.
During the test, new observations is made with the selected
fixation and the images are transformed to the local feature
descriptor.

In the matching process, the local features of the obser-
vation and the prior knowledge are compared using Cosine
Similarity (CS) [15]; a similarity between two features of
block image can be measured with the cosine of the angle
between them given by

CS(A,B) =
A ·B
||A||||B||

=

n

∑
i=1

Ai×Bi√
n

∑
i=1

(Ai)2×

√
n

∑
i=1

(Bi)2

(5)

We can now define the degree of dissimilarity as follows,

Dissimilarity(A,B) = 1−CS(A,B). (6)



Information Gain

high

low
Prior knowledge

pr
ob

ab
ili

ty
or

ie
nt

at
io

n
Histogram of oriented gradients

0 1

variance

Distribution of dissimilarity

Fig. 3. Information Gain Map

B. Information Modeling

We propose a quantitative model of attention defined as
the amount of uncertainty reduced by an observation. For
the purpose of uncertain environment classification using a
small field-of-view camera, the similarity between the local
features of the target image and training images needs to
be assessed at each observation. Initially, the local features
of the training dataset remain uncertain until the fixation
of target image is selected. It is advantageous to select the
most informative cells in the training dataset for the target
data assessment. Note that a cell is “informative” if the
features of that cell are significantly dissimilar from each
other across the training dataset. As it is difficult to make a
prediction about the target image based on prior knowledge,
any new observation of the target image is combined that
should correspond to the informative cell. In contrast, a cell
is “less informative”, if its features are similar to each other
across the training dataset. We model the information gain
function f (A,D) as the dissimilarity variance in a set of prior
knowledge D considering attention A.

f (A,D) = E [1−CS(DA,µDA)] , (7)

where µDA is the mean of the feature vectors on the attention
A. Using this function, we can compute an expectation
over observation for possible fixations. Finally, the expected
information gain over all attentions can be represented as the
information gain map (Fig. 3).

C. Proactive Unsupervised Attention-path Planner (PUAP)

In Proactive Unsupervised Attention-path Planner (PUAP),
the attention-path is selected using the statistical analysis
of the corresponding features of prior knowledge to each
fixation and submodular optimization technique, as described
in Algorithm 1. At the beginning of the algorithm, the
information gain map is created initially from the prior
knowledge. By following this map, a new fixation which has
the maximum information gain is selected sequentially. The
proposed information gain function can be used as the objec-
tive, since the observation reduces the dissimilarity variance
existing on the training dataset. There are many studies that
indicate that variance reduction is monotone and submodular
[16]. Based on the submodularity, a simple greedy algorithm
can guarantee some bounded performance for the attention

Algorithm 1: PUAP
input : dataset D, attention limit l
output: attention A⊆ A, dataset D
begin

A← /0, DA← /0, OA← /0;
foreach a ∈ A do

compute f (a,D);
end
for i = 1 to l do

Select a∗ ∈ argmaxa 6∈A f (A∪a,D);
Set A← A∪a∗;
Observe O(a∗);

end
Select Ddis := DiscardData(OA,DA);
Set D← D\Ddis;

end

selection: f (Agdy,D)≥ (1−1/e) f (Aopt ,D). With this offline
learning technique, an informative observation sequence for
environment classification can be obtained in an efficient
way, without considering the given target dataset.

D. semi-Reactive Unsupervised Attention Planner (s-RUAP)

We now present semi-Reactive Unsupervised Attention
Planner (s-RUAP) which considers both the statistical anal-
ysis of the prior knowledge and relationship between the
current observation and the prior knowledge. The prior
knowledge is updated by discarding non-informative dataset
which are dissimilar with observations in successive time
steps. For the purpose of the update, a cascade type of nearest
neighbor classifier [17] is implemented to finally discard
required numbers of dataset at each time step. Also, the ex-
pected information gain is computed at each time step using
the information gain function that takes the attention and the
updated prior knowledge. Therefore, the attention sequence
of each target image is adaptively generated by maximizing

Algorithm 2: s-RUAP
input : dataset D, attention limit l
output: attention A⊆ A, dataset D
begin

A← /0, DA← /0, OA← /0;
for i = 1 to l do

foreach a ∈ A\A do
compute ∆(a|DA);

end
Select a∗ ∈ argmaxa ∆(a|DA);
Set A← A∪a∗;
Observe O(a∗);
Select Ddis := DiscardData(OA,DA);
Set D← D\Ddis;

end
end



the adaptive submodular function for the target image, as
detailed in Algorithm 2. Based on the concept of adap-
tive submodularity, variance reduction guarantees certain
performance [10][16]: f (Agdy

adapt ,D) ≥ (1−1/e) f (Aopt
adapt ,D).

The expected information gain function ∆(a|DA) estimates
the reduction of dissimilarity variance according to added
fixations and satisfies adaptive submodularity and adaptive
monotonicity. The observation set is found by recursively
discarding non-informative datasets and selecting a fixation
which maximizes the expected information. Finally, a part
of target image and retrieved prior knowledge are obtained.

IV. EXPERIMENTAL VERIFICATION

A. LabelMe: urban and natural scene categories

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. LabelMe (urban and natural scene categories): (a) coast/beach, (b)
open country, (c) forest, (d) mountain, (e) highway, (f) street, (g) city center,
and (h) tall building,

To evaluate the effectiveness of the proposed PUAP and
s-RUAP, “LabelMe: urban and natural scene categories” was
used by randomly selecting 2080 various scene images (size:
256×256 pixel) categorized into 8 classes (8 classes × 260
images) among the entire scene database [14], as seen in Fig.
4. It is assumed that the whole area is discovered with a small
field-of-view (64×64 pixel) camera. 10-fold cross-validation
is used to assess the performance of the data retrieval of the
attention-path planners and the classification accuracy. By
limiting the number of fixations, the experimental result is
evaluated on limited rate of attentions, respectively.

B. Experimental results

Fig. 5 shows the information gain map and correspond-
ing attention subregions selected at each iteration. Initially,
PUAP and s-RUAP generate the same information gain map
as shown in Step 1 in Fig. 5(a). PUAP employs only this
initial information gain to select the attention subregions.
Thus, the entire selection path conforms exactly to the initial
map, detailed in Fig. 5(b). In contrast, s-RUAP updates the
information gain map at every time step, yielding a different
attention path as shown in Fig. 5(c) that conforms to the
information gain map seen in 5(a).

The effectiveness of the proposed planners is evaluated
with the simple nearest neighbor algorithm between the
numbers of the training data remained in each class. Note

that the class information is not used in PUAP and s-RUAP.
Fig. 6 is the result of environment classification by limiting
the number of the fixation from 1 to 16. It should be noted
that only with approximately 20% of attention regions, both
planners reach the performance obtained with the whole
target image. An average of 67.36% classification accuracy
is achieved with 100% attention regions as seen in Fig. 6.
However, the random path selection approach can yield the
similar performance with 90% of attention regions. For the
verification of the retrieval performance, the maintenance
rate is defined as the rate of remained number of data in
the final result of the prior knowledge. Fig.7 shows that the
maintenance rate in non-target classes rapidly decreases at
each attention step by discarding unnecessary data, while
the rate in the target class remains higher.

V. CONCLUSION AND FUTURE WORKS

In this paper, an attention control algorithm is proposed
for the environment classification system. The goal of the
proposed algorithm is to enable the system to decide the
next fixation area using previous observations and updating
prior knowledge to perform the given task. Specifically,
the information gain function is modeled as dissimilarity
variance of the training data to select the most informative
fixation where the information gain is maximized. The
information gain function can guarantee a near optimal
solution to maximize classification performance because of
adaptive submodularity. Experimental results on uncertain
environment classification show encouraging performance of
PUAP and s-RUAP. Also, the proposed information model
can represent the informativeness of each fixation.

As future works, extensive experiments and analyses will
be performed considering the trade-off between proactive and
reactive approaches. This algorithm can be further improved
by employing various pattern recognition techniques such as
distance measurement between target object and training data
and robust classifier. It can be also applied to a wide range
of robotics, particularly, when wheeled and aerial vehicles
perform uncertain environment exploration and map building
with a small field-of-view camera.
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