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1 Introduction

Modern processors contain multiple cores which can concurrently execute
multiple applications on a single chip. It is called Multicore processor. Mul-
ticore processors usually employ a shared cache memory used by multiple
cores as last-level cache. The shared cache is efficiently used by cores. how-
ever, there is a problem that increases misses by conflict between cores. To
solve the problem, dynamic cache partitioning has been studied by many
investigators. The partitioning divides a cache memory among cores, and
changes dynamically the partition sizes by predicting to improve perfor-
mance of the cache. Conventional dynamic cache partitioning predicts a
core that increase cache hits by increased partition sizes. In constrast to
this, this thesis proposes novel dynamic cache partitioning that predicts a
core that does not increase misses by decreasing the partition sizes.

2 Related Works

Stone studied the optimal partitioning of cache memory between some
conflict processes to minimize the overall miss-rate of a cache[1]. The
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literature defines ”Marginal Gain”, gj(x), which is the amount of miss
reduction for the threadj during the period when the number of allocated
cache blocks increases from x to x + 1. This method change each partition
size depend ”Marginal Gain” on the period.
This partitioning is based on off-line profiling. Suh, et al. proposed

to predict optimal partition sizes based on the past pseudo ”Marginal
Gain”[2]. This mechanism assumes that the cache uses the standard LRU
replacement policy and gj(x) represents the number of hits on x most re-
cently used cache blocks of the threadj in the previous period.
This method has many hardware-counters. Ogawa, et al. investigated

cache allocation named HFCA that do not need hardware counters[3].
HFCA does not count hits or misses. They divide each cache set into pri-
vate partition(PP) used by a core and shared partition used by all cores.
HFCA increases a PP size when a core hits a block in SP.

3 Proposed Method

This thesis proposes a novel dynamic cache partitioning technique that
predicts a core that does not increase misses even if the partition size is
decreased. Our method predicts such a core based on dead block predic-
tion. Our mechanism decreases the partition size when the dead block
predictor detects multiple dead blocks in the partition. New partition size
is calculated by equation (1). The blocks excluded from the shrinked par-
titions are distributed to other partitions with no dead blocks.
The dead block predictor regards a block accessed a long time ago as a

dead block. The time threshold is dynamically calculated by equation (3).

partition sizenew = partition sizeold − (deadblocknum− 1) (1)

access interval = current time(thread)− last access(block) (2)

long timenew = (long timeold + access interval ∗ δ))/2 (3)

Our method redistributes the excluded blocks equally among the other
partitions with no dead blocks. This is because our method cannot predict
a core that increases hits by increasing the partition size.
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4 Evaluation

The proposed method is compared with the other methods in simulation.
Evaluation criteria are the followings.

IPCsum =
∑

(IPCi) (4)

WeightedSpeedup =
∑

(IPCi/SingleIPCi) (5)

The results showed that our method is better than HFCA by 1.4%. How-
ever, the method by Suh et al. is a little better than the proposed method.

5 Conclusion

This research proposed a novel dynamic cache partitioning technique that
predicts a core that does not increase misses by decreasing partition sizes.
This mechanism decreases the size of a partition with multiple dead blocks.
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