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Abstract

In our day-to-day life, communication plays a very important role. Emotion is a
convenient way for human to communicate. As a result, research on human emotion
estimation has become a key focus area of Human Computer Interaction (HCI), Human
Robot Interaction (HRI) and Computer Vision. There are lots of works done on this topic,
and many promising approaches have been proposed. The current dominant approaches
to human emotion estimation reply on visual-based signals that are on or over the skin.
Through analyzing expression, they want to predict the emotions behind the expression.
However, there exist several hard problems had not been solved well for real system to
handle naturally occurring emotions such as uncontrolled environment, poker-face, fake
emotion, deliberately displayed and exaggerated expression of prototypical emotions. Our
work presents a novel framework for human emotion estimation based on fusion of visible-
based and thermal-based signals to fill these gaps.

The motivation behind this effort is to capitalize on the permanency of innate char-
acteristics that are under the face skin using thermal Infrared (IR) signals. To establish
feasibility, we propose special methodologies, temperature spaces and thermal Regions of
Interest (t-ROIs) for feature-based level, thermal Principal Component Analysis (t-PCA)
and norm Eigen-space Method based on Class-features (n-EMC) for decision-based level,
and fusion models of visible-based and thermal-based features. To conduct experiments, a
multimodal facial emotion database (KTFE) with strict procedures is built. The positive
experimental results show that the proposal framework has merit, especially with respect
to the problem of poker-face and/or uncontrolled environment. More importantly, the
results demonstrate the feasibility of fusion of visible-based and thermal-based in human
emotion estimation and open the way to solve challenges for complex emotions.

Keywords: Estimation of Human Emotion, t-ROIs, t-PCA, n-EMC, Thermal Infrared
Image, KTFE Database.
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Chapter 1

Introduction

1



1.1 Motivation of Research

There are many scientific research has proven that human beings use a variety of
visual and auditory cues such as tone of voice, hand gestures, and face expression to
express feeling, give feedback and understand other’s emotion [1], [2], [3]. It seems easy,
simple, casual and effortless for human to use these auditory and visual cues [4]. In spice
of growing processing power and multiplicity of input-output modalities, to recognize,
understand and interpret emotion are very difficult tasks for computer and robot [1].
In spice of that, there are many recent scholarly works on automated recognition, inter-
pretation, and expression of emotion [1], [2], [5], [6]. Researchers still have inspiration to
design and implement intelligent systems due to the potential of computers. Currently,
many potential applications of intelligent computers and robots have been reported in
some field such as Human-Computer Interaction (HCI), Robotics, and so on [7], [8], [9],
[6], [10], [3], [11]. However those systems still have many limitation of recognizing, inter-
preter and expression emotions [7], [12], [13], [14],[17]. Therefore, research in this topic is
still a big challenge.

In visual cues, one of the important source to understand emotion is face including
facial expression [15]. Human face conveys to us such a wealth of social signals, and we are
so expert at reading these. A further reason for interest in the face has been its biological
background. The structure of the face has evolved to allow it to contain organs serving
a range of functions; the mouth for eating, nose for breathing, eyes for seeing, ears for
hearing,especially the signalling of emotion by movement of facial muscles [16].

A large number of researches relies on visual facial cues to recognize and classify the
facial expressions and estimate emotion [96]. Not only we have academic researches but
also hardware accessory, tools for implement visual-based Automatic Facial Expression
Analysis (FEA) which are being developed, test and made available. Recently, some
researches and applications have reach over 80 % accuracy in analyzing facial expression
[96]. There are many surveys, discussion about strengths as well as limitation when using
visual-based for FEA in underlying theories and implementation details[96], [35], [97],
[95], [55].

Based on their discussion, most of researches of FEA are tested under controlled
environments, laboratory environments. There is a lack of accurate and robust FEA
methods to be deployed in uncontrolled environments. Ambient light intensity is one of
the factors to reduce the effective of those researches.

Besides, inconsistency between facial expressions and human motions is an impossible
mission with visual-based systems, for example, another might be very happy but his face
does not express any changes.

Those limitation of using visual-based for FEA and human emotion estimation has
inspired researchers to explore the other sources to fill out the gaps. Using non-visual
signal is one of solutions. Recent works in variety fields such as computational intelligence,
psychology, physiology, neuropsychology, pattern recognition, machine learning and HCI
show a useful, effective in using of non-visual signal to solve the problem of FEA, Human
emotion estimation [32], [111], [78], [17].

There are many human bio-physiological signals, which are considered useful for esti-
mating human emotion, are used to conduct on human emotion estimation, FEA. With
bio-physiological signal, to obtain them, systems need to directly contact with human
body, therefore, systems using non-visual cues remain intrusive . Many discussion and
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reviews of using non-visual cues for FEA, human emotion estimation in theory and im-
plementation are showed in [17]. Because of intrusive manner, which is major operational
difference with visual-based system, the FEA and human emotion estimation using non-
visual based are still having some obstacles. Even though there exist some problems of
using non-visual based cues, recent advances in thermal infrared (IR) image made it pos-
sible to acquire a very useful human bio-physiology signals, body temperature, through
non-intrusive and non-contact means [18]. Human skin can be measure through IR image
in non-invasive, non-contact, and illumination manner [19], [20], [17]. It is also consid-
ered as a function of thermal-muscular, hmodynamics and metabolic factors [21], [17].
There are many studies using the facial hmodynamics variations and thermal features
to detect transition of emotional states [22], to classify affects and facial expressions
[23],[24],[25],[26],[27],[28],[29], [30], [31], [32].

Most of researches used only thermal images or skin temperature inferring from pixel
gray-level of thermal images [25], [33]. The database, which they used to experiment,
includes just static thermal images. With emotions, sequence of thermal images seem to
give the best knowledge to estimate human emotions. The emotion/expressions includ-
ing those databases are deliberate, extraordinary expression,unreal emotion and overplay
features, fake emotion. There are very few attentions using both of visible and thermal
information to recognize facial expressions or human emotions.

Motivated by the success of previous studies and based on their disadvantages, in our
work, firstly, we propose and establish a thermal facial expression and emotion database
to allow the research in facial expression analysis to be more realistic; secondly, this
work explores the possibilities of estimating human emotions using visible information
and sequence of thermal information. Our works are done on the assumption that visible
expression and thermal IR information are caused by the same emotion.

1.2 Objective of Research

Research in FEA and human emotion estimation has been biased toward the visible
spectrum for a variety of reasons. Among those is the availability and low cost of visible
cameras and the undeniable fact that face expression/emotion is one of the activities of the
human visual system [86]. Although there are a significant number of sophisticated algo-
rithms and advanced computational methods for implementing the visible-based FEA and
human emotion estimation system [96], [97],[55], [35], FEA and especially human emotion
estimation using thermal-based cues have received relatively little attention compared to
those systems[111], [32].

This work focuses on developing an human emotion estimation system using visible-
based cues and thermal-based cues.

The work began by investigating, designing, proposing, and building an multi-modal
spontaneous visible and thermal facial thermal database. This database will help re-
searches in this field to have more realistic database to make experiment. Some analysis
based on database shows the relation between visible expressions and true emotion.

To reduce the disadvantages of thermal-based information, some methods are pro-
posed. And to understand the effective of fusion method of visible-based and thermal-
based information, an fusion method is proposed.
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1.3 Contributions and Achievements

One innovation in this study has been using thermal IR information to estimate human
emotion and integrating features extracted from thermal IR image and visible imaging to
assess peoples emotional state. The main contributions of this research have been:

i) To produce new multi-modal, spontaneous visible and thermal facial emotion database
which helps researches in this field to have more realistic database.

ii) To fill out the gaps of visible and thermal IR image, some techniques are proposed
such as, removing the effect of eyeglass, thermal Regions of Interest(t-ROIs).

iii) To propose a fusion feature-level fusion and decision-level fusion from visual-based
and thermal-based signals to estimate human emotion. This is one of the first attempts
in human emotion estimation field using both visual-based and thermal-based signals.

1.4 Thesis Layout

The layout of this thesis is arranged in the following manner:
This document comprises of 7 chapters and a list of references.
Chapter 2 first discusses the existing and potential approaches using visible-based

and non-visible based signal. Strengths and limitations of existing FEA and human
emotion estimation systems are also examined.

Chapter 3 We analyze the procedure to obtain the database, propose and establish
the multi-model spontaneous visible and thermal facial emotion database. We also present
some analysis of that database.

Chapter 4 We propose a method to fill out the gap of thermal IR information. With
our method, the negative effect of eyeglasses is reduced.

Chapter 5 We propose thermal Regions of Interest (t-ROIs) for thermal IR informa-
tion. Using t-ROIs, we can reduce the effect of eyeglasses, increase the accuracy rate and
decrease the running time.

Chapter 6 We propose a fusion method using both visible-based and thermal-based
information. A fusion method includes feature-level fusion and decision-level fusion.

Chapter 7 provides a summary of this work and future works.
Reference section is appended at the end of this document. It provides a list of

cited work.
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Chapter 2

Review of Human Emotion

Estimation Using Visible-Based and

Non-Visible Based Signals
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The human face has a fascinating capacity to express emotions. It conveys to
us such a wealth of social signal, and we are so expert at reading these [16]. However,
this is a big challenge for computer to understand emotion as well as we do. In order
to make human-computer interaction effective, many studies have been investigating the
possibilities of developing affective HCI models [3], [17]. Therefore, FEA and human
emotion estimation have emerged as important research areas during the last three decades
[34].
A survey of existing FEA and human emotion estimation based on visible-based and
non-visible based signal is presented in the following paragraphs.

2.1 Review of Automatic Human Emotion Estima-

tion Using Visual-Based Signals

In our definition, human emotion estimation system using visual-based signals is facial
expression analysis system,because emotion signals obtained from visible cues are expres-
sions. Face expression and emotion estimation have been a focus of research in human
behavior for a hundred years [36]. Mehrabian [37] found that when people are commu-
nicating feelings and attitudes, 55% of the message is conveyed through facial expression
alone, vocal cues provide 38% and the remaining 7% is via verbal cues. Other studies
confirmed that facial visual signals are used during Human-Human Communication [14],
help understand cognition and behavior [38], and are believed to have a significant role
in the HCI and HRI systems [39], [40].

There are many applications of facial expression from variety of fields, for example,
marketing [41], perceptual user interface, Human-Robot Interaction [42], [43],[44], drowsy
driver detection [45], tele-nursing [46], pain assessment [47], analyzing mother-infant in-
teraction [48], autism [49], social robotic [50], , facial animation [52], [53] and expression
mapping for video gaming [54], [55] There tables, 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, show some
prominent researches in this fields.

To estimate the human emotions, most of approaches try to map the draw data to
other spaces which have better describe, and are easy to estimate or classify the human
emotions. Feature extraction or representation is a good maps by finding the proper
features for the best representation of human emotions. And to estimate human emotion
based on these features, classification is another stage to divide features into several
categories.

2.1.1 Feature Extraction and Representation

Feature extraction and representation are the key to extract the useful information of
face. We can categorize facial feature extraction into two main categories: appearance-
feature based and geometric-feature based methods. Geometric features are the shape
and locations of facial components such as eyes, eyebrows, nose, cheek-bones, mouth.
From the obtained facial components or facial feature points, a feature vector which are
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Table 2.1: A summary of some of the posed and spontaneous expression recognition

systems [35].
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Table 2.2: (continued) A summary of some of the posed and spontaneous expression

recognition systems [35].
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Table 2.3: (continued) A summary of some of the posed and spontaneous expression

recognition systems [35].
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Table 2.4: (continued) A summary of some of the posed and spontaneous expression

recognition systems [35].
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Figure 2.1: Geometric feature extraction [95]

formed, represents the face geometry. The appearance features include the appearance
changes of human face.

� Geometric feature
In general, geometric features include the facial shape, such as points, edges, curves,

and their relative relations. The facial shape can be extracted by active shape models
(ASMs), statistical models of shape of objects which performs energy minimization to
deform a given shape to match the nearest salient contour [123]. The other approach, the
facial shape can be defined by 58 facial landmarks or set of facial characteristic points
around the eyes, eyebrows, mouth, chin and nose [62]. The common problem of these
methods is mis-alignment problems, which is that localization of landmark can not be
accurate enough. Fig 2.1 shows an example of geometric feature extraction.

� Appearance feature
The appearance features present the skin texture changes of human face, such as

wrinkles, furrows, eye area, mouth and nose. To extract the texture features, there are
several popular methods, Gabor wavelets [124], and local binary pattern (LBP) [125].
• Gabor wavelets
A Gabor filter, named after Dennis Gabor, is a linear filter to detect the edges. In

spatial domain, a family of Gabor kernel [122] is the product of a Gaussian envelope
function and the relative width σ.

Ψρ,γ(z) =
| kρ,γ |2

σ2
e−‖kρ,γ‖

2�σ2 | eikρ,γz − e−σ2�2 | (2.1)

where kρ,γ is frequency vector kµ,γ = kmax
gγ

eiΦµ , kmax = Π�2,g =
√

2, and Φµ = µΠ
8

,

z = (x, y). µ and γ are orientation and scale factors, respectively.
For each input image I(x, y), the Gabor transformation at a particular position is

computed as follows Gρ,γ = I(x, y)×Ψρ,γ(x, y).
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Figure 2.2: Gabor features extracted from face image [121]

Figure 2.3: The LBP operator [125]

The feature vectors Fm,K are given by

Fm,n =
xn+m∑
i=xn−m

xn+m∑
j=yn−m

| Gi,j | (2.2)

where m = 2k + 1, k ∈ N, n ∈ 0, K, | G |=
√
Re (G)2 + Im (G)2 Fig2.2 shows Gabor

features extracted from face image. • Local binary pattern features
The LBP are proposed by Ojala et al. [125]. The operator labels the pixels of an image

by thresholding a 3× 3 neighborhood of each pixel with the center value and considering
the results as binary number 0 or 1 and m-bin histogram of the LBP labels computed
over a region is used as a texture descriptor. The Fig.2.3 shows how the basic operator
works. And LBP feature vectors extracted from each zone shows in Fig 2.4.

2.1.2 Classification

After extracting facial features, the classification/estimation methods are used in the last
stage of an automatic facial expression analysis/emotion estimation system.
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Figure 2.4: LBP feature vectors extracted from different region on the face image. [125]

• Linear Discriminant Analysis (LDA)
Linear discriminant analysis is one of the best know pattern classification by searching

the projection axes on which different-classes’ data points are far from each other while
satisfying the same-class’s data points to be close to each other [127].

Let F be a set of classes to be analyzed. Here, F is a set of all emotion classes. Assume
that M f

m in Rn training data are given as the facial pattern for each class f ∈ F where
F = {anger, disgust, fear, happiness, neutral, sadness, surprise}. Let Γfi be the i − th
facial pattern where i = 1,Mf ;

LDA finds a transformation matrixW that mapsMf points toN f
n points inRl (l ≤| F |).

The objective function of LDA is as follows:

maxw =
wτSBW

wτSWW
(2.3)

where

M =
∑
f∈F

Mf (2.4)

Ψf =
1

M f

Mf∑
i=1

Γfi ; Ψ =
1

M

∑
f∈F

Mf∑
i=1

Γfi (2.5)

SB =
1

M

∑
f∈F

Mf‖Ψf −Ψ‖‖Ψf −Ψ‖τ . (2.6)

SW =
1

M

∑
f∈F

Mf∑
i=1

‖Γfi −Ψf‖‖Γfi −Ψf‖τ . (2.7)

• Support Vector Machines (SVM)
Support vector machine is a supervised learning methods that construct a hyperplane

or set of hyperplanes optimally separate the data points to one of two categories [126].
Let Ytrain = {Y1, Y2, ..., Ym} is a set of m training data with target values given by

ztrain = {z1, z2, ..., zm}, where Yi ∈ RD and zi ∈ {−1, 1} ; i ∈ 1,m, the main task in
training SVMs is to solve the following quadratic optimization problem:

13



Table 2.5: (continued) A summary of some of the posed and spontaneous expression

recognition systems [35].

minαf (α) =
1

2
ατQα− eτα (2.8)

subject to
0 ≤ αi ≤ C, i ∈ 1,m,

yτα = 0
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Table 2.6: (continued) A summary of some of the posed and spontaneous expression

recognition systems [35].

Table 2.7: Cohen et al.’s system’s performance [59].
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Table 2.8: Cohen et al.’s system’s performance [60].

Table 2.9: Cohen et al.’s system’s sample size [60].

Figure 2.5: Bourel et al.’s systems performance. [57].
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2.2 Review of Automatic Human Emotion Estima-

tion Using Non-Visible Based Signals

Automatic human emotion estimation is an area with immense practical potential
which includes a wide range of commercial and law enforcement applications, and it con-
tinues to be one of the most active research areas of computer vision. Even after over three
decades of intense research, the state-of-the-art in human emotion estimation continues to
improve, benefiting from advances in a range of different fields including image process-
ing, pattern recognition, computer graphics and physiology. However, systems based on
visible spectrum images continue to face challenges in the presence of illumination, pose
and expression changes, as well as facial disguises, all of which can significantly decrease
their accuracy. Among various approaches which have been proposed in an attempt to
overcome these limitations, the use of infrared (IR) imaging has emerged as a particularly
promising research direction[74].

The following paragraphs present a comprehensive and timely review of the literature
on this subject.

2.2.1 Thermal Infrared (IR) Image

In Latin, ’infra’ means ”below”, so ”Infrared” means below red. The longest wave-
lengths of visible light is the red color. Therefore, Infrared wavelength is longer than the
wavelength of red light visible.

The infrared ray is a form of an electromagnetic wave as well as a visual light or a
radio wave. The wavelength band is 0.78 to 1000(µm) that is longer than visual light yet,
shorter than radio wave, and the the wavelengths are classified from the near infrared to
the far infrared region. However, it shall be considered as various classification have been
proposed. The infrared ray is also energy radiated by motions of atoms and molecules on
the surface of object, in case the temperature of object is more than absolute zero degree.

Estimation of facial emotions using different imaging modalities, specially thermal IR
image is one of the hot research topics. There are some electromagnetic spectral bands
such as X-rays and ultraviolet radiation which below the visible spectrum are harmful
to the human body, hence cannot be employed for human face applications. However,
thermal IR image is not harmful to the human body. Therefore it has been suggested as
an alternative source of information for detection and recognition of faces and estimation
of emotions.

The visible spectrum range of visual cameras are from 0.4 - 0.7 µm, while infrared
spectrum range at 0.7 14.0 µm. The infrared spectrum comprises the reflected IR and the
thermal IR wavebands. The IR spectrum is divided into four bands: the near-infrared
(NIR) (0.7 - 0.9 µm) and the short-wave infrared (SWIR) (0.9 - 2.4 µm) spectra, the
mid-wave infrared (MWIR) of the spectral range (3.0 - 5.0 µm) and long-wave infrared
(LWIR) from (8.0 - 14.0 µm). This division of the IR spectrum is also observed in the
manufacturing of IR cameras, which are often made with sensors that respond to electro-
magnetic radiation constrained to a particular sub-band. It should be emphasized that
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Figure 2.6: The infrared bands in the electromagnetic spectrum. Figure reprinted from

[75]
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the division of the IR spectrum is not arbitrary. Rather, different sub-bands correspond
to continuous frequency chunks of the solar spectrum which are divided by absorption
lines of different atmospheric gasses [76], [77].

In the context of human emotion estimation, one of the largest differences between
different IR sub-bands emerges as a consequence of the human face and bodys heat emis-
sion spectrum. Specifically, most of the heat energy is emitted in LWIR sub-band, which
is why it is often referred to as the thermal sub-band (this term is sometimes extended to
include the MWIR sub-band). Significant heat is also emitted in the MWIR sub-band.
Both of these sub-bands can be used to passively sense facial thermal emissions without
an external source of light. This is one of the reasons why LWIR and MWIR sub-bands
have received the most attention in the human emotion estimation literature. In contrast
to them, facial heat emission in the SWIR and NIR sub-bands is very small and human
emotion estimation systems operating on data acquired in these sub-bands require appro-
priate illuminators i.e. estimation is active in nature. And estimation of facial emotions
in the thermal IR favors the LWIR due to much higher emissions in this band than in the
MWIR. In recent years, the use of NIR also started received increasing attention from the
human emotion estimation community, while the utility of the SWIR sub-band has yet
[74].

2.2.2 Estimation of Human Emotion

Emotions of human can be obtained by expressions and skin temperature change.
Whenever expressions change, facial skeletal muscles are active and produce heat for
maintaining the body temperature [79], [80]. Using the facial EMG readings, scientists
were able to discover an association between the muscular movements, muscle energy
expenditure and the facial expressions of affective states [34], [85]. The major facial
muscles that are considered responsive to emotions are shown in [2.3].

The increased blood volume flow under an area of facial skin (as the result of stress)
is termed as reactive hyperemia [81]. Reactive hyperemia includes situations such as
mechanical insult to the skin, chemical reactions causing vasodilatation of blood capillaries
and thermal stress (like cold water immersion). Infrared imaging is used to diagnose,
monitor and quantify hyperemia effects and quantify the dynamic stress on the skin [81],
[82],[18]. Studies suggest that facial muscles either contract or expand when the facial
expressions change [83]. Muscular contraction and expansion are believed to cause some
fluctuations in the rate and volume of blood flow under the facial skin. A change in the
emotional experience is also believed to influence the blood flow rate under the facial skin
[19],[17],[84],[20].

There are some advantages when we use thermal IR images.
1. Facial skin temperature can be measured from a distance using the infrared cameras.

Since no body contact is required, the target person may not notice any thermographic
activity though this may result in breach of personal privacy and may raise some ethical
issues. Despite these issues, surveillance and security communities require non-contact
and secret monitoring of suspects and would benefit from thermal IR images based human
emotion estimation system;

2. Modern infrared equipment allows non-invasive thermographic measurements. This
may be particularly useful for medical and psychological diagnostic applications under
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Figure 2.7: Frontal view of the facial muscle map showing all major facial muscles [17].
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Figure 2.8: Images of vascular structure minutiae for an individual smiling and frowning,

respectively [87].

Figure 2.9: a) Overview of arterial network. (b) Overview of venous network. (c) Arteries

and veins together under the facial surface [86].
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conditions when patients are either unable or unwilling to cooperate;
3. Thermal IR images are invariant to light and illumination conditions;
4. Thermal IR image equipment is accessible and is becoming less expensive and

affordable;
5. Modern thermal IR image equipment is light, aesthetically appealing and is easy

to handle;
6. The latest infrared cameras are highly sensitive to any thermal variations on the

human skin. These cameras are capable of sensing up to ± 0.05 0C thermal variations;
7. Thermal IR images provide both visual and physiological information for the human

emotion estimation system;
8. Thermal IR images are safe and harmless to both the user of infrared equipment

and the target individual [17].
Several approaches have been researched to classify human affective states using facial

expressions and thermal imaging, a method to explore facial changes in temperature
during the state assessment.

O.Kane et al. [88] have demonstrated noticeable changes in the thermal signature of
the human face during breathing, muscle tension, aerobic exercise, and during aggressive
playing of video games. These results suggest that thermal imaging is a promising tech-
nology that could be used to gain insight on the perception of human state assessment
and also to understand underlying internal states.

Sophie Jarlier et al. [89] show that the thermal changes of the face are caused by
the changes in the facial muscle contractions. The FACS coders are trained to produce
different action unit combination at various intensities. These changes in action unit
combination eventually cause the thermal patterns which can be classified using a PCA
decomposition of the thermal signal and used K-nearest neighbor to classify seven expres-
sions. The database for testing has four persons and the accuracy rate is 56.4 %. One of
the things to be noted is that all the coders are forced to certain emotions; which makes
it difficult to detect and characterize spontaneous expressions.

M.M.Khan et al. [23] suggested using Facial Thermal Feature Points (FTFPs), which
are defined as facial points that undergo significant thermal changes in presenting an
expression, and used Linear Discriminant Analysis (LDA) to classify intentional facial
expressions based on Thermal Intensity Values (TIVs) recorded at the Facial Thermal
Feature Points (FTFPs). The database has sixteen persons with five expressions and the
accuracy rate ranges from 66.3% to 83.8%.

L.Trujillo et al. [24] proposed using a local and global automatic feature localization
procedure to perform facial expression in thermal images. They used PCA to reduce the
dimension and interest point clustering to estimate facial feature localization and Support
Vector Machine (SVM) to classify three expressions.

B.Hernandez et al. [25] used SVM to classify the expressions surprise, happy, neutral
from two inputs. The first input consists of selections of a set of suitable regions where
the feature extraction is performed, second input is the Gray Level Co-occurrence Matrix
used to compute region descriptors of the thermal IR images.

B.R.Nhan et al. [26] extracted time, frequency and time-frequency features from
thermal infrared data to classify the natural responses in terms of subject-indicated levels
of arousal and valence stimulated by the International Affective Picture System.

Y.Yoshitomi et al. [33] used two dimensional detection of temperature distribution on
the face using infrared rays. Based on studies in the field of psychology, several blocks
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on the face are chosen for measuring the local temperature difference. With Back Prop-
agation Neutral Network, the facial expression is recognized. The recognition accuracy
reaches 90% with neutral, happy, surprising and sad expressions. However, the testing
database is obtained from only one female frontal view. Y. Yoshimomi generated feature
vectors by using a two-dimensional Discrete Cosine Transformation (2D-DCT) to trans-
form the grayscale values of each block in the facial area of an image into their frequency
components, and used them to recognize five expressions, including angry, happy, neutral,
sad, and surprise. The mean expression accuracy is 80% with four test subjects [90].

Y.Koda et al. used the idea from [90] and added a proposed method for efficiently
updating of training data, by only updating the training data with happy and neutral
facial expression after an interval [91]. The expression accuracy increased from 80% to
87% with this new approach.

Wang et al. [32] proposed both decision-level and feature-level fusion methods using
visible and thermal IR image. In feature-level, they used tools for the Active Appearance
Model (AAM) to extract features and extracted three features of head motion for visible
feature and calculated several statistical parameters including mean, standard deviation,
minimum and maximum as thermal IR features. To select the feature, they used F-test
statistic. They also used Bayesians networks (BNs) and SVMs to obtain the feature
fusion. In decision-level, BNs and SVMs are used to classify three emotions, happiness,
fear and disgust. The results show that their methods improved about 1.35% accuracy
compare with only using visible features.

Yoshitomi et al. [22] proposed decision-level fusion of voices, visual and thermal IR
image to recognize the affective states. DCT is used to extract the visible and thermal
IR features, then two neutral networks are trained for obtained visible and thermal IR
features, respectively. For voice recognition, Hidden Markov Models (HMMs) are used.
To decide the results, simple weighted voting is used.

I. Pavlidis et al. [92] have shown evidence of a unique way to capture high definition
thermal images of the face for detecting deceit. Exploring thermal images and detecting
deceit has accuracy comparable to the polygraph examination. To attach electrodes and
to perform a security screening at the airport using a polygraph mechanism for each
individual person is almost impossible because of the amount of time needed. Using
thermal imaging of a face gives a specific thermal signature for different emotions. In
the paper[40], an experiment is conducted with twenty participants and they were asked
to stab a mannequin, rob it for 20 dollar, and then prove that they are innocent. The
thermal imaging was successful in correctly classifying 6 out of 8 participants who were
guilty. Using thermal imagery as a stand-off sensor in turn helps to measure and analyze
psychological responses without contact sensors.
Another study [93] measures the startling effect using thermal imaging. Facial thermal
signatures changes have been seen near the periorbital and cheek regions for subjects after
fright eliciting experiments. The study in [41] shows that thermal signatures of the face
help us to determine the psychological state of a person. However, the above mentioned
studies did not provide any pattern recognition analysis of thermal signatures to classify
the emotions.

Liu and Wang [27] analyzed a facial temperature sequence data and computed sta-
tistical features and temperature difference histogram features. Further, Hidden Markov
Models (HMM) were used to discriminate happiness, disgust and fear with a recognition
rate of 68.11 %, 57.14% and 52.30%; respectively. The results also demonstrated the
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temperature information of the forehead is more useful than other regions of the face.
They used samples from the USTC-NVIE (natural visible and infrared facial expression)
database to evaluate their results [44]. All the research demonstrate that, thermal cameras
could be used as a non-contact, non-invasive way to detect the changes in the temperature
across the face [94].
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Chapter 3

A Thermal Facial Emotion Database
and Its Analysis
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In recent years, thermal IR image has been extensively used in many fields such
as military (e.g., target acquisition, surveillance, night vision, homing and tracking) and
civilian purposes (e.g., medical diagnosis, thermal efficiency analysis, environmental mon-
itoring). It is a promising alternative for investigation of facial expression and emotion.
Currently there are very few database to support the research in facial expression and
emotion, however most of them either only include posed thermal expression images or
lack thermal IR information. For these reasons, we propose and establish a natural visi-
ble and thermal facial emotion database. The database contains spontaneous expression
of 30 subjects. We also analyze a visible database, a thermal IR database to recognize
expression and thermal IR information to recognize emotion.

3.1 Introduction

To choose the database which is used for testing the new system is one of the most
important aspect of the developing any new detection, recognition, analysis and estima-
tion system. If there is a common database used by all the researcher, then testing the
new system, comparing it with the other state of art systems becomes a very easy and
straightforward job. Therefore, creating or building a ’common’ database or affective
database which can satisfy some strict requirement of the problem domain and become a
standard is a very difficult and challenging task.

With respect to emotion estimation or expression analysis or recognition, there are
many novel databases which are created contained emotional expression and emotions
described and surveyed in detail in [95],[96],[97]. However the problem of a standardized
database for human emotion is still an open problem.

Currently most of database uses visible images or videos. However, under the lack of
illumination, either darkness or exceeding of source of light, the result of visible expression
analysis is not good. On the other hand, thermal IR images are not sensitive to light
conditions. Consequently, using thermal IR images helps us to complete the gaps of
visible images. Besides, the skin temperature changes are useful to classify the emotions
[23] and facial expression is a good emotion-related behavior [98]. We can infer emotions
from skin temperature and expressions from several special emotions. Moreover, most of
the current databases used for research are visible and posed. The expressions, from those
databases, are usually obtained from unreal emotion and overplay features. In addition,
there are a few thermal facial image databases but they are posed thermal expression
images. Even though a database is built in posed and spontaneous expressions, it still
made some mistakes such as when they designed data acquisition, they forgot about
time lag phenomenon or expressions are elicited by asking participants to imitate sample
expressions, exaggerated expressions. With these reasons, we propose and establish a
thermal facial expression and emotion database to allow the research in facial expression
analysis to be more realistic.

In this chapter, we describe in detail the materials and methods to design and collect
the thermal facial emotion database - KTFE (Kotani Thermal Facial Emotion) database.
To verify the effectiveness of our spontaneous database, we analyze the effective of eliciting
videos and use PCA (Principal Component Analysis), EMC (Eigenspace Method based
on Class features) and PCA-EMC to classify facial expressions of a visible and thermal
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Table 3.1: A summary of some of the facial expression databases that have been used in

the past few years [35].

facial image database. We have also used PCA, EMC and PCA-EMC to classify emotions
of thermal facial emotion database leading to very attractive results. Using the obtained
thermal IR data, we can induce some interesting information relating to the temperature
trends when emotions change.

3.2 Review of Existent Natural and Infrared Databases

Innumerable natural databases for facial expression analysis have been built since
many years, such as Cohn-Kanade (CK) database also known as CMU-Pittsburg AU
coded database [99]. This fairly extensive database has been used widely by facial expres-
sion analysis community. However the database contains only visible posed expression.
Therefore, it is suitable to use for comparison against former systems, but not to use
for spontaneous expression analysis and recognition. There are also several standardized
databases containing both posed and spontaneous expressions, such as UA-UIUC [69],
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Table 3.2: (continued) A summary of some of the facial expression databases that have

been used in the past few years [35].

Table 3.3: Current thermal IR facial database.
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Figure 3.1: Current thermal IR facial database.

MMI [64], AAI [108] and so on, co. A comprehensive survey of these databases is given
in [65], [35].

Following the work done bey Sebe at al. [69], they found out that it is very difficult
to induce the fear and sadness expression. They also found that spontaneous facial ex-
pression could be misleading such as some subjects had a sad expression when they were
actually feeling happy. This raised a question on how we deal with those problems with
the visible source. Is there any information to help us to reveal the hidden emotion?
Currently, thermal IR infrared source is one solution. Besides, compared to the number
of existing visible databases, only very few thermal face databases are available in the lit-
erature. Furthermore, these databases only include some posed thermal IR data and one
spontaneous thermal IR data. In this document, we listed and compared several databases
of infrared facial expression, along with the information related to the name, the num-
ber of subjects, wave band of thermal IR camera, lighting, illumination and expression
description as table 3.3. Firstly, NIST Equinox [109] has been used in many researches
of thermal IR image, which is not available anymore. Secondly, IRIS Thermal/Visible
Face Database [110] is very useful only for face recognition because posed expressions
are elicited by asking subjects to perform a series of emotional expressions in front of a
camera. Thirdly, USTC-NVIE database [111] is a very good database and adaptable for
a good posed and spontaneous thermal IR database. However, their procedure for data
acquisition to induce emotions has a mistake. In their video clips to evoke emotion, the
gaps between each emotion clip are 1-2 min long which is too short for participants to
establish a neutral emotion status. They do not mention about the recording time before
ending of each emotion clip. The changing of human temperate is later than the changing
of emotion. Therefore, the time before ending of each emotion clips is very important.

In a short, there is only one facial expression database using visible and thermal IR
image, although many expression databases use visible or thermal only. Furthermore,
there exist several unclear and non-suitable procedures in these databases. These reasons
motivated us to propose and build up another natural visible and infrared facial emotion
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Table 3.4: Information of participants in building the KTFE database.

database.

3.3 Materials and Method

3.3.1 Participants

The database contains 30 subjects from 11 year-old to 32 year-old as depicted in table
3.4. To ensure accuracy in results of the experiments, all of the participants were asked to
take rest, maintain in good mood for 2 hours prior to the measurements and to avoid the
presence of cosmetic substances on their face at the time of experiment. Participants have
not had cardiovascular or respiratory conditions and are not taking medications at the
time of the experiments. They allowed us of their visible-spectrum and infrared images in
scholarly publications. Before taking the experiment, each participant consented to join
the test and also signed the test agreement. At the beginning of each data acquisition, they
are explained about the object of the experiments, methods, procedures, and potential
benefits of the experiments. Participant are informed about ethical experiment design
practices and protocols. During each experiment, the participants could quit any stages
if they do not want to join it. At the end of each stage of data acquisition, participants
must give self-reports designed by us.
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Figure 3.2: Overview of experiment room.

3.3.2 Measurement Devices and Environment

Room Setup

The room for conducting the experiment is L shaped with 8m∗12m ∗3.5m and the
omitted area is about 6m2. The experiment room was always kept quiet to ensure no effect
to induce the participants emotions. During the data acquisition, the internal temperature
of the room that is used for conducting experiments is maintained between 24◦C and
26◦C because of the sensitivity of the facial surface to the environmental temperature. To
control the humidity and temperature of the room, we used the building air conditioning
system, and the flow of air condition was not directed to the testing area. To keep
the constant illumination between day and night, kept both the door and the curtains
closed during the experiment. The experiment area had infrared camera, equipped with
laptop, desk, chair, LCD screen, mass storage disk, head phone, and two special curtains.
Two curtains separated the participant from the experimenter as a result of which the
participants felt more comfortable and not shy, making it easier to induce their emotions.
The view of the room and experiment area is depicted in Fig.3.2.

Camera Setup

We used an Infrared Camera NEC R300 to obtain the visible and thermal IR videos.
The general construction and introduction of user guide for R300 are introduced in Fig-
ure 3.4, 3.5, 3.6,3.7, 3.8, Table 3.5, 3.6. The infrared camera has 3.1mega pixels visible
camera capturing 5 frames per second and a long wavelength infrared (LWIR) camera
opening from 8µm to 14µm. The thermal sensitivity is 0.03◦C at 30◦C. Thermal infrared
imaging data were captured at 5ft/s. The camera was placed at a height of 1.5m above
the floor and 0.85m in front of the participants. To obtain the correct temperature of
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Table 3.5: Overall user guide of R300.
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Table 3.6: Overall user guide of R300.33



Figure 3.3: InfReC thermography camera NEC R300.

participants, the calibration was set up before each experiment and updated automati-
cally per minute. We used NS9500 PRO, supporting real-time monitor, to capture both
visible and thermal IR data and NS9500 STD to view, enhance, analyze, and extract the
thermal IR data.

3.3.3 Procedures

Stimuli

In this experiment, we use selected emotional video clips to evoke the emotion of the
participant. The video clips were gained by four persons from the internet and judged
by the authors. There are four angry clips, four disgust clips, four fearful clips and one
fearful game, six happy clips, seven sad clips, three surprised clips and two neutral clips.
We further classified each emotion class into four sub-classes according to their intensive
levels.

Data Acquisition

The experiment room had only one participant and experimenter during data collec-
tion. The participant was seated comfortably in an armchair in front of a laptop screen
as shown in Fig.3.2. Fig.3.9 shows the data acquisition procedure, which fixes the former
database mistake. Depending on the participants, we did not ask them to not wear on or
take off their glasses. We also did not require them to keep their head fixed in one position
because we wanted to obtain the spontaneous emotions. The participants were given an
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Figure 3.4: Overall construction of R300.
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Figure 3.5: Overall construction of R300.
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Figure 3.6: Overall user guide of R300.
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Figure 3.7: Overall user guide of R300.
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Figure 3.8: Overall user guide of R300.

introduction of the purpose and procedure of the experiment prior to taking data and
then they were asked to wear headphone. Before and after each session, the instrumental
music turned on to help the participant return to the neutral feeling. In each session, we
tested only one emotion and specially paid attention to the time lag phenomenon. When
participants did not to want to watch fearful or angry clips, we stopped the session to
respect their right. After experiment of each person, we asked them to give the report
contributed their feeling to each emotion video clips. These self-reported data were helped
us to label the recorded videos.

3.3.4 KTFE Database Design

The first version of KTFE database includes 186 gigabyte of visible and thermal IR fa-
cial emotion videos, visible facial expression image database and thermal facial expression
image database. To obtain the thermal expression image database, we manually choose
the expressions using NS9500STD software. A team of three people selects manually the
suitable frames for every emotion of each person and extract into thermal images. The
visible image database is also manually extracted and chosen by two people.
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Figure 3.9: Data acquisition procedure.
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Figure 3.10: Sample thermal IR and visible images of seven expressions.
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Figure 3.11: Video used to induce anger.

3.4 Data Analysis

3.5 Analysis of the Effectiveness of Eliciting Video

In this section, we evaluate a method of emotions elicitation. Using self-report of par-
ticipants about their emotions, we estimate the effectiveness of emotion-elicitation video
clips.

3.5.1 Methodology

In the database acquisition process, after each process, participants will make a self-report
about their feeling. In each self-report, they will answer some questions which are designed
by us. For example, ”Have you ever watched this clips?”, ”What are your feelings (picking
up from 7 emotions)?”, ” In 5-levels of feeling, which scale are you feeling? and so on.
From the most view clips, we choose four clips for sadness, four clips for fear, fours clips
for disgust, four clips for happiness, four clips for sadness and three clips for surprise. We
calculate the mean evaluation values of each emotions as well as the valence and arousal,
which reflect the overall evaluation results for each emotion-eliciting video clips [31].
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Figure 3.12: Video used to induce disgust.

Figure 3.13: Video used to induce fear.
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Figure 3.14: Video used to induce happiness.

Figure 3.15: Video used to induce sadness.
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Figure 3.16: Video used to induce surprise.

3.5.2 Results and Analysis

From figure 3.11 to figure 3.16, the mean of participant self-report data for each emotion
are shown. We have some conclusion from those results:

Firstly, according to those pictures, most of the video clips are induced the desire
emotions. Therefore, our clips almost work well and effectively. Another cue to support
the effectiveness of our clips is the means of the valences. With happiness, surprise, the
positive emotions have positive means of the valences, and the negative emotions, sadness,
anger, disgust, fear have negative means of the valences.

Secondly, the positive means of arousal prove that all video clips are induced emotion
almost successful.

From figure 3.11 to figure 3.16, we can infer that the video clips used to evoke a
emotion could induce multiple emotions. For example, the clips for anger can evoke some
degree of the disgust, fear and sad emotions. The clips for disgust can indicate some
degree of the anger, fear and surprise. The clips for happiness can evoke some degree of
surprise. This is consistent with the previous study results described in [31], [120]. From
those phenomenon, we can develop to new complex emotions which are not limited to six
basic categories. They also give some prior information to support for estimate human
emotion.
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Figure 3.17: Temperature change of happiness.

Figure 3.18: Temperature change of sadness(crying).
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Figure 3.19: Temperature change of sadness.

Figure 3.20: Temperature change of disgust.
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Figure 3.21: Temperature change of surprise.

Figure 3.22: Temperature change of fear.
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Figure 3.23: Temperature change of anger.

3.6 Analysis of Temperature Change

We calculate the mean of all participant’s facial area temperature of each emotion from
onset to offset of emotion. The facial area are interest regions of face where temperature
increases and decreases significantly when emotion changes. Here, we use one to three
areas for forehead, two areas for cheek-bone, one to two for noses.

Based on figure 3.17, with A,B and C part are in forehead, D and E part are in
eye-holes, F part is in nose, G part is in cheek-bone, we can extract some interesting
information about happiness. From onset to offset, it takes approximately 10s to change
temperature. Most of the areas will increase the temperature of the first phrase, and
decrease for others remaining phrases. Only the cheek-bone left temperature is always
decrease.

Using figure 3.18 and figure 3.19, with A part is in forehead, B part is in eye-holes, C
part is in nose, D and E part are in cheek-bone, F part is around nose, the temperature of
sadness separates two kind of changing, firstly for crying, after time-lag approximately 10s,
at the first phrase, temperature decreases, and then others remaining phrases, temperature
of all chose facial parts decrease, secondly for normal sadness, after time-lag approximately
10s, temperature decreases for all phrases.

From figure 3.20, with A and B part are in forehead, C part is in eye-holes, F part is
in nose, D and E part are in cheek-bone,temperature of disgust in all areas for all phrases
decreases after time-lag approximately 10s.

Following figure 3.21, with A part is in forehead, B and C part are in cheek-bone, D
part is in nose, temperature of all phrase has no changing rule. However, based on total
of temperature means, the trend of temperature is down.

Following figure 3.22, with A part is in forehead, F part is in cheek-bone, D part

49



is in nose, E part is around mouth, B and C part are in eye-holes temperature of all
phrase has no changing rule. However, based on total of temperature means, the trend of
temperature is down.

Following figure 3.23, with A and B are in forehead, C part is in eye-holes, F part
is in nose, D and E part are in cheek-bone, for anger emotion, after approximately 10s
from the onset, temperature of two areas of forehead, cheek-bone, nose increases. This
information prove that with anger emotion, the blood pressure increases than temperature
face increases.

In conclusion, for those information, the temperature changes of happy, sad, anger,
disgust emotion are following some rules, however temperature changes of fear and sur-
prise from our database are not following any rules. Using the obtained rules, we can
use to support for estimating the human emotions. Those are the very important prior
information to support for estimating human emotions.

3.6.1 Estimation of Human Emotion

In this section, we bring a fundamental evaluation of usability of the visible facial
database, thermal facial database and conduct the thermal IR data to analyze emotions.
Before evaluating of these databases, to avoid any undesired noise in the thermal IR
images, visible images, we use median smoothing filter to reduce noises and blurring. The
preprocessing for visible image is to normalize image to facial space containing only face.
To analyze the facial expression using thermal IR data of expressions, after reducing the
effect of noise, we use three convention methods PCA, EMC, PCA-EMC. With PCA,
the aim is to build a face space, including the basis vectors called principal components,
which better describe the face images [113]. To estimate emotions using PCA, we divide
the training set into five classes and compute the eigen-space as following:
Step 1: Concatenating each row of a thermal IR data of each frame by row, the thermal
IR data can be transformed to a column vector. Given M frames of thermal IR data as
training data, we convert these datum to corresponding column vectors
Step 2: The mean of training data has to be calculated and then subtracted from each
original thermal IR data in the datum.
Step 3: Calculate the eigenvectors and eigen-values of the covariant matrix.
For each test thermal IR data, we project it to the eigen-space of each class and derive
the reconstruction thermal IR data from each eigen-space. Using mean square error,
measuring the similarity, between input thermal IR data and reconstruction thermal IR
data, we can choose a suitable class for input thermal IR data which is a minimum of
mean square errors [113].

In Reference [114], the authors proposed eigen-space method based on class-features
(EMC) to analyze the facial expressions. The difference between PCA and EMC is that
PCA finds the eigenvector to maximize the total variance of the projection to line, while
EMC is obtained eigenvector to maximize the difference between the within-class and
between-class variance. The Fig.3.24 shows the advantage of EMC over PCA. The differ-
ence between the within-class and between-class covariance is calculated as following:

S = SB − SW . (3.1)
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Figure 3.24: Examples of a eigenvector of PCA and EMC [115].

SB =
1

M

∑
f∈F

Mf (xf − x)(xf − x)τ . (3.2)
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M

∑
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Mf∑
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Mf (xfm − xf )(xfm − xf )τ . (3.3)

xf =
1

M

Mf∑
m=1

xfm;x =
1

M

∑
f∈F

Mf∑
m=1

xfm. (3.4)

where F is a set of expression classes, Mf facial-patterns are given for each class f ∈ F
and xfm is an N -dimension vector of the m− th facial patterns,m = 1,Mf

To estimate emotion using EMC, we divide the training set into five classes and com-
pute the eigen-space. For each test thermal IR data, we project it into the eigen-space
of each class and an emotion is chosen if it gets maximum of cosine of angle between
obtained vector after projection and eigenvector of each class. With PCA-EMC, we use
PCA to reduce the dimension and then apply EMC to the obtain data.

3.6.2 Evaluation of the Visible Image Database

The preprocessing for visible image is to normalize image to facial space containing only
face. The three well-know algorithms are used to classify images to emotions. There are
PCA [113], EMC[114] and PCA-EMC methods. We extracted the visible image database
from KTFE database. It includes 330 images of 22 subjects for 5 expressions. The rate of
testing and training is 40 percent and 60 percent of total images, respectively. Table 3.7,
Table 3.8, Table 3.9, including confusion matrices and average recognitions, shows the
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Table 3.7: Confusion matrix of expression analysis of visible images with PCA.

Table 3.8: Confusion matrix of expression analysis of visible images with PCA-EMC.

Table 3.9: Confusion matrices of expression analysis of visible images with EMC.

performance of these algorithms with respect to our visible image database. According to
confusion matrices, anger expression do not recognize by sadness and vice versa. There
are some confusion between happiness and neutral because some persons do not reveal
their smiling.

3.6.3 Evaluation of the Thermal IR Data

To classify emissions using thermal data, we used PCA, PCA-EMC. The thermal data
was extracted from KTFE. It includes 3.5GB thermal data for five emotions. The training
and testing data are 60 percent and 40 percent of the total thermal data. From table
3.10, 3.11, 3.12, no instance of anger is incorrectly recognized as happiness. Neutral
emotion and anger emotion are the most recognized by PCA, and PCA-EMC and EMC,
respectively. Based on the results, we confirm that thermal data are important addition
information to support for expressions and emotions analysis.
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Table 3.10: Confusion matrix of emotion classification of thermal IR data with PCA.

Table 3.11: Confusion matrix of emotion classification of thermal IR data with PCA-EMC.

Table 3.12: Confusion matrix of emotion classification of thermal IR data with EMC.
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Table 3.13: Confusion matrix of expression analysis of thermal IR images with PCA.

Table 3.14: Confusion matrix of expression analysis of thermal IR images with PCA-EMC.

3.6.4 Evaluation of the Thermal Image Database

Before classifying images to emotions, the preprocessing is similar to the preprocessing
for the visible images. The PCA, EMC, PCA-EMC also used to classify the emotions. In
this experiment, we use 330 images of 22 subjects for 5 expressions. We used 40 percent
images and 60 percent images in total images to test and train, respectively. From table
3.13, 3.14, 3.15, EMC method, suitable for thermal IR images, gave very high classify
rate.

3.7 Conclusions

In this chapter, we have presented a KTFE database for the estimation emotion and
analysis of spontaneous emotions. The database contains visible and thermal IR videos of
30 participants, where each participant watched the designed video, induced emotions and

Table 3.15: Confusion matrix of expression analysis of thermal IR images with EMC.
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made self-reports about their true emotion. This new database offers several advantages
with respect to the previously existing databases. Firstly, this is one of the first natural
spontaneous visible and thermal IR videos. These databases will allow researchers on fa-
cial expressions and emotions to have more approaches more realistic; they can be used for
visible, infrared, or multi-spectral natural emotion estimation. The database also contains
the facial temperatures of subjects, thereby providing the potential for emotion estima-
tion. Secondly, this database already fixed some mistakes which the former database met
when they did experiment settings such as the time lag phenomenon; Thirdly, we did the
analysis of the effectiveness of eliciting video and the results of analysis show our selected
emotion-eliciting videos are suitable and effective to induce the emotions; Fourthly, we
analyzed the temperature trend of each emotion. The results may be helpful for infer-
ence human emotion when we use thermal IR information. Finally, we also carried out
an elementary assessment of the usability of the spontaneous sub-database, using three
baseline algorithms for visible emotion estimation and thermal emotion estimation. The
results on thermal IR data give us a promising future on facial research. In future, we
will continue developing our data and working on thermal IR data to contribute better
results.
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Chapter 4

Estimation of Human Emotion by

Reducing the Effect of Eyeglasses
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In recent years, research on human emotion estimation using thermal IR image
has appealed to many researchers due to its invariance to visible illumination changes.
Although infrared image is superior to visible image in its invariance to illumination
changes and appearance differences, it has difficulties in handling transparent glasses in
the thermal IR spectrum. As a result, when using infrared image for the analysis of human
facial information, the regions of eyeglasses are dark and eyes thermal IR information is
not given. A single thermal IR frame can not give the exact human emotion, hence we
suggest a method using thermal IR frame sequence. We propose a temperature space
method to correct eyeglasses effect using the thermal IR facial frame sequence and then
thermal-Principal Component Analysis (t-PCA), norm-Eigenspace method based on class
feature (n-EMC) and PCA & EMC to classify human emotions from the corrected thermal
IR images. We collected the Kotani Thermal Facial Emotion (KTFE) database and
performed the experiments, which show the improved accuracy rate in estimating human
emotions.

4.1 Introduction

Nowadays, Human Computer Interaction (HCI) is a very attractive research area in
computer vision. One of the key researches in HCI is to detect the inner emotions through
human faces by performing automatic analysis of facial expressions. Many previous works
have proposed towards developing facial emotion estimation [96]. However, we still lack
an accurate and robust facial emotion estimation method to be deployed in uncontrolled
environments. Several factors that affect facial emotion estimation include pose variations,
occlusions, and most importantly, illumination changes [96]. Therefore, it is a new and
imaginative way to use IR image, which is not sensitive to light condition, to fill the gap
in the human emotion estimation field. Besides, human emotions could be manifested by
changing temperature of face skin which is obtained by IR camera. Consequently, thermal
IR image gives us more information to help us robustly estimate the human emotions.
Recently, a number of studies have demonstrated that thermal IR image offers a promising
alternative to visible image in facial emotion estimation problems by better handling
the visible illumination changes. Y.Yoshitomi et al. used two dimensional detection
of temperature distribution on the face using infrared rays [33]. Based on studies in
the field of psychology, several blocks on the face are chosen for measuring the local
temperature difference. With Back Propagation Neutral Network, the facial expression
is recognized. The recognition accuracy reaches 90% with neutral, happy, surprising
and sad expressions. However, the testing database is obtained from only one female
frontal view. Y. Yoshimomi generated feature vectors by using a two-dimensional Discrete
Cosine Transformation (2D-DCT) to transform the grayscale values of each block in the
facial area of an image into their frequency components, and used them to recognize five
expressions, including angry, happy, neutral, sad, and surprise. The mean expression
accuracy is 80% with four test subjects [90]. Y.Koda et al. used the idea from [90]
and added a proposed method for efficiently updating of training data, by only updating
the training data with happy and neutral facial expression after an interval [91]. The
expression accuracy increased from 80% to 87% with this new approach. Sophie Jarlier
et al. extracted the features as representative temperature maps of nice action unit
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(AUs) and used K-nearest neighbor to classify seven expressions [89]. The database for
testing has four persons and the accuracy rate is 56.4%. M.M.Khan et al. suggested
using Facial Thermal Feature Points (FTFPs), which are defined as facial points that
undergo significant thermal IR changes in presenting an expression, and used Linear
Discriminant Analysis (LDA) to classify intentional facial expressions based on Thermal
Intensity Values (TIVs) recorded at the Facial Thermal Feature Points (FTFPs) [23]. The
database has 16 persons with 5 expressions and the accuracy rate ranges from 66.3% to
83.8%. L.Trujillo et al. proposed using a local and global automatic feature localization
procedure to perform facial expression in thermal IR images. They used PCA to reduce the
dimension and interest point clustering to estimate facial feature localization and Support
Vector Machine (SVM) to classify three expressions [24]. B.Hernandez et al. used SVM
to classify the expressions surprise, happy, neutral from two inputs. First input consists
of selection of a set of suitable regions where the feature extraction is performed, second
input is the Gray Level Co-occurrence Matrix used to compute region descriptors of the
IR images [25]. B.R.Nhan et al. extracted time, frequency and time-frequency features
from thermal IR data to classify the natural responses in terms of subject-indicated levels
of arousal and valence stimulated by the International Affective Picture System [26].

All these studies with thermal IR image have shown that human emotion states are
related to the facial skin temperature property. However, to our knowledge, most ap-
proaches that use the extracted features from a single thermal IR image may lose some
useful information which could be contained in the sequences. Although there are many
significant advantages when we use thermal IR image, IR have several drawbacks. One
of drawbacks is eyeglasses. Glass is opaque to IR and the sensitivity of thermal IR to
facial occlusions is decreased by eyeglasses. This is because objects made of glasses act as
a temperature screen, completely occluding the parts located behind them. To eliminate
the effect of presence of eyeglasses, we propose a temperature space method for thermal
IR data. We will also reduce the impact of ambient temperature by normalizing it be-
tween frames. To estimate seven emotions, we use t-PCA, PCA & EMC, and n-EMC to
extract feature vectors and then find the similarity between the testing data and training
data.

4.2 Methods

In this section, we propose a method to reduce the effect of eyeglasses in thermal
IR facial frame sequence and then apply three our proposed methods t-PCA, n-EMC,
and PCA & EMC to analyze emotions. Before applying temperature space, to avoid the
temperature change of ambience from frame to frame, we calculate the mean of ambient
point temperatures of each frame. Then we find the difference of the mean of each frame
to that of its previous frame and update the temperature of all points of each frame by
subtracting those temperatures with the difference.
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Figure 4.1: Reducing the effect of changing ambient temperature

4.2.1 Temperature Space

We propose using temperature space to support the temperature analysis of human
face area. Based on temperature data and observation, we classify images into two main
spaces, i.e. non-face space and face space. Non-face space is for the background area,
which further includes two sub-spaces. In face space, there are three sub-spaces because
the eyebrows and nose are usually cold whereas the cheek is warm [10], and the forehead
is usually the warmest. Using the spaces, we find eyeglasses area and replace each point
of them by the mean of image temperature.

Let f and g be maps from image(I ⊂ R2) to temperature space (T ⊂ R) and image
(I ⊂ R2) to glass space (G ⊂ R2) respectively, as the following:

f : I → T

(i, j) 7→ f(i, j)

g : T → G

(i, j) 7→ g ◦ f(i, j)

g ◦ f(i, j) =

{
0, if (i, j) ∈ glass.
f(i, j), if (i, j) /∈ glass.

(4.1)

where I, T,G are image space, temperature space and glass space, respectively.
We calculate the temperature space for image and face as following:

∆TI = T IMax − T IMin; δTI = ∆TI/h (4.2)

where T IMax, T
I
Min are maximum and minimum of temperature of each image, respec-

tively.
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LIk = {(i, j) ∈ I|T IMin + δTI ∗ (k − 1) ≤ f(i, j) < T IMax − δTI ∗ (h− k)} (4.3)

where k ∈ (1, h),

∆TF = T FMax − T FMin; δTF = ∆TF/h (4.4)

where T FMax, T
F
Min are maximum and minimum of temperature of each human face

area, respectively.

LFl = {(i, j) ∈ F |T FMin + δTF ∗ (l − 1) ≤ f(i, j) < T FMax − δTF ∗ (h− l)} (4.5)

where l ∈ (1, h), h = 5;

LF0 = {(i, j) ∈ F |f(i, j) < T FMin} (4.6)

Based on (1.3), (1.5), (1.6), we find the glass area as following:

glass = {(i, j)|f(i, j) ∈ [sup{infLI2, infLF0 }, inf{LI3, infLF1 }]} (4.7)

After using our proposed method to find eyeglasses area in thermal IR data, to reduce
the effect of eyeglasses, we replace the temperature of the areas by the mean of ambient
temperature.

4.2.2 Estimate of Human Emotion

To estimate the true emotion, using single frame can not give the exact emotion,
hence we use the sequence of thermal IR frames. Therefore, after reducing the effect of
eyeglasses, to apply for sequence of thermal IR frames, we calculate the accumulate of
the discriminant of frame m and frame m + idx.

Let call F ∗ = F\G ⊂ R2

f ∗ : F ∗ → T

(i, j) 7→ f ∗(i, j)

We calculate
∑

m ‖ f ∗m(i, j)− f ∗m+idx(i, j) ‖,∀(i, j) ∈ F ∗
To analyze the human emotion using thermal IR data of emotion, we propose three

methods, thermal-Principal Component Analysis (t-PCA), norm-Eigenspace method based
on class feature (n-EMC) and PCA & EMC.

To illustrate the feasibility of using eigen-space to fulfill facial emotion estimation task,
thermal PCA (t-PCA) is modified from the PCA reconstruction method and evaluated
over thermal IR data [113]. With PCA, the aim is to build a face space, including the
basis vectors called principal components, which better describe the face images. PCA
has several advantages over other face recognition schemes in its speed and simplicity
[113]. We modified PCA to estimate facial emotion from thermal IR data.

Let F be a set of classes to be analyzed. Here, F is a set of all emotion classes. Assume
that M f

m thermal IR frames of training data are given as the facial temperature pattern for
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each class f ∈ F where F = {anger, disgust, fear, happiness, neutral, sadness, surprise}.
Let Γfi be the i − th facial temperature pattern where i = 1,Mf ; the dimension of Γfi ,

n ×m , is equal to the number of pixels in a thermal IR frame, and each element of Γfi
indicates the temperature of each pixel.

Compute the mean of training data Ψf = 1
Mf

∑Mf

i=1 Γfi and let the normalized vector

be Φf
i = Γfi − Ψf . We seek a set of M orthonormal vectors, ufk , which best describes the

distribution of the training data. The kth vector, ufk is chosen by

λfk =
1

Mf

Mf∑
i=1

((ufk)
τΦf

i )
2. (4.8)

is a maximum, subject to (ufl )
τufk =

{
1, if l = k.

0, if otherwise.

The eigenvectors and eigenvalues are the vector ufk and scalar λfk of covariance matrix

Cf = 1
Mf

∑Mf

i=1(Φf
i (Φ

f
i )
τ = Af (Af )τ where Af = [Φf

1 ,Φ
f
2 , ...,Φ

f
Mf

]

After obtaining eigenfaces from training data of each emotion, we map facial thermal
IR training data to feature spaces by ωfi (train) = (ufi )

τ (Γf −Ψf ), i = 1, ρf .
We use the idea that if the input frame is much similar to some emotion training set,

the reconstructed data will has less distortion than the data reconstructed from other
eigenvectors of training emotions [113]. For each testing facial thermal IR frame Γtest,
firstly we project it onto the eigenfaces of each class.

ωftest = (U f )τ (Γtest −Ψf ), where U f = (ufi ), i = 1, ρf .
Secondly, for each emotion, we find the feature which is most similar to the testing
projected vector by calculate the angle between vector of training feature space and testing
projected vector.

βf = argmax
i

ωftestω
f
i (train)

‖ωftest‖‖ω
f
i (train)‖

; i = 1, ρf . (4.9)

Thirdly, we find reconstruction of the testing data by the obtained feature in each class.
Γfreconst = U fωf

βf
+ Ψf

Finally, we choose an emotion of which reconstruction of the testing data is the most
similarity to testing data.

γ = argmax
f

ΓtestΓ
f
reconst

‖Γtest‖‖Γfreconst‖
; f = 1, 7 (4.10)

The second valuation to estimate human emotion uses n-EMC over thermal IR data.
n-EMC is modified from EMC [114]. The difference between EMC and n-EMC is formu-
lation to calculate the difference between the within-class and between-class variance.

In mathematics, with n-EMC, instead of finding the eigenvectors, ufk and eigenvalues

λfk of covariance matrix Cf = 1
Mf

∑Mf

i=1(Φf
i (Φ

f
i )
τ = Af (Af )τ where Af = [Φf

1 ,Φ
f
2 , ...,Φ

f
Mf

],

we find eigenvectors, ufk and eigenvalues λfk of matrix S = ‖SB − SW‖2 where

M =
∑
f∈F

Mf (4.11)
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Ψf =
1

M f

Mf∑
i=1

Γfi ; Ψ =
1

M

∑
f∈F

Mf∑
i=1

Γfi (4.12)

SB =
1

M

∑
f∈F

Mf‖Ψf −Ψ‖2‖Ψf −Ψ‖τ2. (4.13)

SW =
1

M

∑
f∈F

Mf∑
i=1

‖Γfi −Ψf‖2‖Γfi −Ψf‖τ2. (4.14)

For each testing facial thermal IR frame Γtest, firstly we project it onto the eigenfaces
of each class.

ωftest = (U f )τ (Γtest −Ψf ), where U f = (ufi ), i = 1, ρf .
Secondly, for each emotion, we find the feature which is most similar to the testing
projected vector by calculate the angle between vector of training feature space and testing
projected vector.

βf = argmax
i

ωftestω
f
i (train)

‖ωftest‖‖ω
f
i (train)‖

; i = 1, ρf . (4.15)

Finally, we choose an emotion which has maximum of βf

γ = argmax
f

βf ; f = 1, 7 (4.16)

With PCA & EMC, we compute the mean of training data Ψf = 1
Mf

∑Mf

i=1 Γfi and let

the normalized vector be Φf
i = Γfi − Ψf . We seek a set of M orthonormal vectors, ufk ,

which best describes the distribution of the training data. The kth vector, ufk is chosen
by

λfk =
1

Mf

Mf∑
i=1

((ufk)
τΦf

i )
2. (4.17)

is a maximum, subject to (ufl )
τufk =

{
1, if l = k.

0, if otherwise.

The eigenvectors and eigenvalues are the vector ufk and scalar λfk of covariance matrix

Cf = 1
Mf

∑Mf

i=1(Φf
i (Φ

f
i )
τ = Af (Af )τ where Af = [Φf

1 ,Φ
f
2 , ...,Φ

f
Mf

]

After obtaining eigenfaces from training data of each emotion, we map facial thermal
IR training data to feature spaces by ωfi (train) = (ufi )

τ (Γf − Ψf ), i = 1, ρf . Then, we
apply EMC to obtained data and do the same previous n-EMC analysis.

4.3 Experiments

For database, we use KTFE (Kotani Thermal Facial Emotion) database [112]. This
database contains 30 subjects who are Vietnamese, Japanese, Thai from 11 year-olds to
32 year-olds with seven emotions. In our experiments, we use only sequence of thermal
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IR data to estimate human emotions. From 186 GB thermal data, we extracted 28 GB
of sequence thermal IR data for seven emotions.

In our experiments, we use PCA, EMC, t-PCA, n-EMC, PCA & EMC with eyeglasses
and with reducing the effect of eyeglasses. From the obtained database, we separate the
training and testing data as 60% and 40 % of the total data.

Table 4.1 and table 4.2 shows the results of PCA with eyeglasses and with reducing the
effect of eyeglasses. The average of accuracy of PCA with reducing the effect of eyeglasses
for sequence of thermal IR images increases 5.42% in comparison with having eyeglasses.
Especially, for the anger emotion, the average of accuracy increase 8.75 % with reducing
the effect eyeglasses.

Table 4.3 and table 4.4 shows the results of t-PCA with eyeglasses and with reducing
the effect of eyeglasses. The average of accuracy of t-PCA with reducing the effect of
eyeglasses for sequence of thermal IR images increases 3.87% in comparison with having
eyeglasses. Especially, for the neutral emotion, the average of accuracy increase 5.77 %
with reducing the effect eyeglasses.

Table 4.5 and table 4.6 shows the results of EMC with eyeglasses and with reducing
the effect of eyeglasses. The average of accuracy of EMC with reducing the effect of
eyeglasses for sequence of thermal IR images increases 3.08% in comparison with having
eyeglasses. Especially, for the anger emotion, the average of accuracy increase 4.19 %
with reducing the effect eyeglasses.

Table 4.7 and table 4.8 shows the results of n-EMC with eyeglasses and with reducing
the effect of eyeglasses. The average of accuracy of n-EMC with reducing the effect of
eyeglasses for sequence of thermal IR images increases 2.51% in comparison with having
eyeglasses. Especially, for the sadness emotion, the average of accuracy increase 2.96 %
with reducing the effect eyeglasses.

Table 4.9 and table 4.10 shows the results of PCA & EMC with eyeglasses and with
reducing the effect of eyeglasses.The average of accuracy of PCA & EMC with reducing the
effect of eyeglasses for sequence of thermal IR images increases 4.13% in comparison with
having eyeglasses. Especially, for the disgust emotion, the average of accuracy increase
11.09 % with reducing the effect eyeglasses.
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Table 4.1: The confusion matrix of PCA with eyeglasses

Table 4.2: The confusion matrix of PCA with reducing the effect of eyeglasses
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Table 4.3: The confusion matrix of t-PCA with eyeglasses

Table 4.4: The confusion matrix of t-PCA with reducing the effect of eyeglasses
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Figure 4.2: The emotion estimation results of PCA with eyeglasses

Figure 4.3: The emotion estimation results of PCA with reducing the effect of eyeglasses
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Figure 4.4: The emotion estimation results of t-PCA with eyeglasses

Figure 4.5: The emotion estimation results of t-PCA with reducing the effect of eyeglasses
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Figure 4.6: The comparison of anger estimation of t-PCA between with eyeglasses and

with reducing the effect of eyeglasses

Figure 4.7: The comparison of disgust estimation of t-PCA between with eyeglasses and

with reducing the effect of eyeglasses

Figure 4.8: The comparison of fear estimation of t-PCA between with eyeglasses and with

reducing the effect of eyeglasses
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Figure 4.9: The comparison of happiness estimation of t-PCA between with eyeglasses

and with reducing the effect of eyeglasses

Figure 4.10: The comparison of neutral estimation of t-PCA between with eyeglasses and

with reducing the effect of eyeglasses

Figure 4.11: The comparison of sadness estimation of t-PCA between with eyeglasses and

with reducing the effect of eyeglasses
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Figure 4.12: The comparison of surprise estimation of t-PCA between with eyeglasses and

with reducing the effect of eyeglasses
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Table 4.5: The confusion matrix of EMC with eyeglasses

Figure 4.13: The emotion estimation results of EMC with eyeglasses

4.4 Conclusions
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Table 4.6: The confusion matrix of EMC with reducing the effect of eyeglasses

Table 4.7: The confusion matrix of n-EMC with eyeglasses

72



Table 4.8: The confusion matrix of n-EMC with reducing the effect of eyeglasses

Figure 4.14: The emotion estimation results of EMC with reducing the effect of eyeglasses

Figure 4.15: The emotion estimation results of n-EMC with eyeglasses
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Figure 4.16: The emotion estimation results of n-EMC with reducing the effect of eye-

glasses

Figure 4.17: The comparison of anger estimation of n-EMC between with eyeglasses and

with reducing the effect of eyeglasses
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Figure 4.18: The comparison of disgust estimation of n-EMC between with eyeglasses and

with reducing the effect of eyeglasses

Figure 4.19: The comparison of fear estimation of n-EMC between with eyeglasses and

with reducing the effect of eyeglasses

Figure 4.20: The comparison of happiness estimation of n-EMC between with eyeglasses

and with reducing the effect of eyeglasses
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Figure 4.21: The comparison of neutral estimation of n-EMC between with eyeglasses

and with reducing the effect of eyeglasses

Figure 4.22: The comparison of sadness estimation of n-EMC between with eyeglasses

and with reducing the effect of eyeglasses

Figure 4.23: The comparison of surprise estimation of n-EMC between with eyeglasses

and with reducing the effect of eyeglasses
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Table 4.9: The confusion matrix of PCA & EMC with eyeglasses

This chapter describes a novel way to reduce the effect of changing ambient tem-
perature which occurs during the data acquisition and the proposed method to reduce
the effect of eyeglasses using temperature space in thermal IR data sequence. To esti-
mate human emotion and prove the efficiency of the proposed method, three our proposed
methods, namely t-PCA, n-EMC and PCA& EMC are used with KTFE database. Since
the eyeglasses areas are replaced with the averaged-ambient temperature, these is no more
effect of ambient temperature to these areas. The experiment with after removing glasses
and before removing glasses shows the increasing of accuracy rate. Specially, with t-PCA,
the accuracy of PCA & EMC emotion increases 11.9%. In general, the accuracy of each
emotion and each method has been improved with the correction of eyeglass areas.
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Table 4.10: The confusion matrix of PCA & EMC with reducing the effect of eyeglasses

Figure 4.24: The emotion estimation results of PCA & EMC with eyeglasses
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Figure 4.25: The emotion estimation results of PCA & EMC with reducing the effect of

eyeglasses

Figure 4.26: The comparison of anger estimation of PCA & EMC between with eyeglasses

and with reducing the effect of eyeglasses
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Figure 4.27: The comparison of disgust estimation of PCA & EMC between with eye-

glasses and with reducing the effect of eyeglasses

Figure 4.28: The comparison of fear estimation of PCA & EMC between with eyeglasses

and with reducing the effect of eyeglasses

Figure 4.29: The comparison of happiness estimation of PCA & EMC between with

eyeglasses and with reducing the effect of eyeglasses
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Figure 4.30: The comparison of neutral estimation of PCA & EMC between with eye-

glasses and with reducing the effect of eyeglasses

Figure 4.31: The comparison of sadness estimation of PCA & EMC between with eye-

glasses and with reducing the effect of eyeglasses

Figure 4.32: The comparison of surprise estimation of PCA & EMC between with eye-

glasses and with reducing the effect of eyeglasses
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Chapter 5

Estimation of Human Emotion Using

t-ROI for Thermal IR Image

Sequence
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Human emotion estimation is a rapidly growing area of research due to its increas-
ing implications on the development of real human-computer interaction (HCI) systems.
Most of the studies in this field use visible image-based representations to estimate hu-
man emotions. However, under uncontrolled operating conditions, estimation accuracy
degrades significantly. Furthermore, some people have poker-faces, whereas others have
their expressions differing from their true emotions. Therefore, using thermal IR images
and thermal IR information gives several advantages over conventional visible images
because of its invariance to illumination changes. Nevertheless, IR imagery has several
drawbacks, such as being opaque to eyeglasses. Besides, there exist several dominant
facial parts which impact to the emotion change. To address this serious limitation of
IR imagery, we propose using Thermal Regions of Interest (t-ROI). We also use image
sequences to estimate human emotion because a static image can not give a true emotion.
For this experiment, the Kotani Thermal Facial Emotion (KTFE) database is used.

5.1 Introduction

In the last decade, automated estimation of human emotion has attracted the interest
of many researchers, because such systems will have numerous applications in security,
medicine, and especially human-computer interaction. Many previous works proposed
have been inclined towards developing facial emotion estimation [96]. Nevertheless, there
is a lack of accurate and robust facial emotion estimation methods to be deployed in
uncontrolled environments. When the lighting is dim or when it does not uniformly
illuminate the face, the accuracy decreases considerably. Moreover, human emotion esti-
mation based on only the visible spectrum has proved to be difficult in cases where there
are emotion changes that expressions do not show. Using thermal IR image is a new and
innovative way which is not sensitive to light conditions, to fill the gap in the human
emotion estimation field. Besides, human emotions could be manifested by changing tem-
perature of face skin which is obtained by an IR camera. Consequently, thermal IR image
gives us more information to help us robustly estimate human emotions.

Although there are many significant advantages when we use IR imagery, it has several
drawbacks. Firstly, thermal IR data are subjected to change together with body tempera-
ture caused by variable ambient temperatures. Secondly, presence of eyeglasses may result
in loss of useful information around the eyes. Glass is opaque to IR, and object made
of glass act as temperature screen, completely occluding the parts located behind them.
Hence, the sensitivity of IR imagery is decreased by facial occlusions. Thirdly, there are
some facial regions not receptive to the emotion changes. To eliminate the effects of the
three challenging problems above, we propose using Thermal Region of Interest (t-ROI)
for thermal IR data. We will also reduce the impact of ambient temperature by normal-
izing it between different frames. Furthers, single images give only spatial information
while image sequences contain both the temporal and spatial structure of the phenom-
ena observed. And static image can not give the true emotion. Therefore, we propose
t-ROIs for image sequence. To estimate seven emotions, we use three our proposed meth-
ods Principal Component Analysis (PCA), Eigen-space Method based on class-features
(EMC), and PCA-EMC and two proposed methods, t-PCA (thermal PCA) and n-EMC
(norm EMC) over obtained t-ROIs to extract feature vectors and then find the similarity
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Figure 5.1: An example of t-ROIs.

between the testing data and training data.

5.2 Methods

Before selecting features, we perform some preprocessings such as face normalization,
noise deduction.

First, with sequences of thermal IR images, we find the regions of interest based on
t-ROIs.
In our definition, interest regions are regions in which temperature increases or decreases
significantly when human emotions change. We use the two regions which are the hottest
and coldest regions of the face, except the eyeglasses, usually the forehead, eyeholes,
and cheek-bone regions, as our interest regions. Before finding the t-ROIs, to avoid any
ambient temperature change from frame to frame, we update the temperature of each
point of each frame based on the difference between mean of ambient temperature and
mean of the first m frame ambient temperature.
Let h be a map from face (Fa ⊂ R2) to temperature (T ⊂ R) space

h : Fa→ T

(i, j) 7→ h(i, j)

We obtain the t-ROIs by using the following equations:

∆TFa = T FaMax − T FaMin; δTFa = ∆TFa/5

LFak,idx = {(i, j) ∈ Fa|T FaMin + δTFa ∗ (idx− 1) ≤ h(i, j) < T FaMax − δTFa ∗ (5− idx)} (5.1)

Lidx = LFak,idx, k ∈ 1, K

where T FaMax, T
Fa
Min are maximum and minimum of temperature of each human face at

frame k, respectively; K is the number of frame; idx ∈ {2, 5}.
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Figure 5.2: t-ROIs for human emotion estimation.

To estimate the true emotion, using single frame can not give the exact emotion,
hence we use the sequence of thermal IR frames. Therefore, after reducing the effect of
eyeglasses, to apply for sequence of thermal IR frames, we calculate the accumulate of
the discriminant of frame m and frame m + idx.

Lidx : F ∗ → T

(i, j) 7→ f ∗(i, j)

We calculate
∑

m ‖ f ∗m(i, j)− f ∗m+idx(i, j) ‖,∀(i, j) ∈ Lidx
After obtaining the t-ROIs for each frame, we find the dominant levels of frames. A

frame a is more dominant than frame b if only if temperature change of all t-ROIs between
frame a and frame a-k is bigger than temperature change of all t-ROIs between frame b
and frame b-k. Based on the obtained dominant level of each frame, we can automatically
put the weight for each frame.

Let call F is the number of frames. ∀fm ∈ F

wfm > wfn ⇐⇒
∑

∀i,j∈Lidx)

‖ f ∗m(i, j)− f ∗m+idx(i, j) ‖≥
∑

∀i,j∈Lidx)

‖ f ∗n(i, j)− f ∗n+idx(i, j) ‖,

To illustrate the feasibility of using eigen-space to fulfill facial emotion estimation task,
thermal PCA (t-PCA) is modified from the PCA reconstruction method and evaluated
over thermal IR data [113]. With PCA, the aim is to build a face space, including the
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Figure 5.3: PCA for human emotion estimation.
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Figure 5.4: EMC for human emotion estimation.
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Figure 5.5: Accumulate the weighted discriminants of t-ROIs.

basis vectors called principal components, which better describe the face images. PCA
has several advantages over other face recognition schemes in its speed and simplicity
[113]. We modified PCA to estimate facial emotion from thermal IR data.

Let F be a set of classes to be analyzed. Here, F is a set of all emotion classes. Assume
that M f

m thermal IR frames of training data are given as the facial temperature pattern for
each class f ∈ F where F = {anger, disgust, fear, happiness, neutral, sadness, surprise}.
Let Γfi be the i − th facial temperature pattern where i = 1,Mf ; the dimension of Γfi ,

n ×m , is equal to the number of pixels in a thermal IR frame, and each element of Γfi
indicates the temperature of each pixel.

Compute the mean of training data Ψf = 1
Mf

∑Mf

i=1 Γfi and let the normalized vector

be Φf
i = Γfi − Ψf . We seek a set of M orthonormal vectors, ufk , which best describes the

distribution of the training data. The kth vector, ufk is chosen by

λfk =
1

Mf

Mf∑
i=1

((ufk)
τΦf

i )
2. (5.2)

is a maximum, subject to (ufl )
τufk =

{
1, if l = k.

0, if otherwise.

The eigenvectors and eigenvalues are the vector ufk and scalar λfk of covariance matrix

Cf = 1
Mf

∑Mf

i=1(Φf
i (Φ

f
i )
τ = Af (Af )τ where Af = [Φf

1 ,Φ
f
2 , ...,Φ

f
Mf

]

The size of covariance matrix Cf , nm×nm, is too large to determine n×m eigenvectors
and eigenvalues. Turk et al. [118] suggested a computationally feasible method to find
these eigenvectors. Let a matrixHf = (Af )τAf , then size ofHf is sizeM×M � nm×nm;
let νfi denote the eigenvectors of Hf .

We have (Af )τAfνfi = µfi ν
f
i ⇔ Af (Af )τAfνfi = Afµfi ν

f
i ⇔ Af (Af )τAfνfi = Afµfi ν

f
i

⇔ CfAfνfi = µfiA
fνfi (5.3)
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From Equation(4), Afνfi is the eigenvector of Cf = Af (Af )τ [118]. Therefore we
can obtain ρf eigenvector of Cf by calculating the ρf (ρf � nm) eigenvectors (νfi ) of
matrix Hf and multiplying Af to νfi . After obtaining eigenfaces from training data of
each emotion, we map facial thermal IR training data to feature spaces by ωfi (train) =
(ufi )

τ (Γf −Ψf ), i = 1, ρf .
We use the idea that if the input frame is much similar to some emotion training set,

the reconstructed data will has less distortion than the data reconstructed from other
eigenvectors of training emotions [113]. For each testing facial thermal IR frame Γtest,
firstly we project it onto the eigenfaces of each class.

ωftest = (U f )τ (Γtest −Ψf ), where U f = (ufi ), i = 1, ρf .
Secondly, for each emotion, we find the feature which is most similar to the testing
projected vector by calculate the angle between vector of training feature space and testing
projected vector.

βf = argmax
i

ωftestω
f
i (train)

‖ωftest‖‖ω
f
i (train)‖

; i = 1, ρf . (5.4)

Thirdly, we find reconstruction of the testing data by the obtained feature in each class.
Γfreconst = U fωf

βf
+ Ψf

Finally, we choose an emotion of which reconstruction of the testing data is the most
similarity to testing data.

γ = argmax
f

ΓtestΓ
f
reconst

‖Γtest‖‖Γfreconst‖
; f = 1, 7 (5.5)

The second valuation to estimate human emotion uses n-EMC over thermal IR data.
n-EMC is modified from EMC [114]. The difference between EMC and n-EMC is formu-
lation to calculate the difference between the within-class and between-class variance.

In mathematics, with n-EMC, instead of finding the eigenvectors, ufk and eigenvalues

λfk of covariance matrix Cf = 1
Mf

∑Mf

i=1(Φf
i (Φ

f
i )
τ = Af (Af )τ where Af = [Φf

1 ,Φ
f
2 , ...,Φ

f
Mf

],

we find eigenvectors, ufk and eigenvalues λfk of matrix S = ‖SB − SW‖2 where

M =
∑
f∈F

Mf (5.6)

Ψf =
1

M f

Mf∑
i=1

Γfi ; Ψ =
1

M

∑
f∈F

Mf∑
i=1

Γfi (5.7)

SB =
1

M

∑
f∈F

Mf‖Ψf −Ψ‖2‖Ψf −Ψ‖τ2. (5.8)

SW =
1

M

∑
f∈F

Mf∑
i=1

‖Γfi −Ψf‖2‖Γfi −Ψf‖τ2. (5.9)

For each testing facial thermal IR frame Γtest, firstly we project it onto the eigenfaces
of each class.

ωftest = (U f )τ (Γtest −Ψf ), where U f = (ufi ), i = 1, ρf .
Secondly, for each emotion, we find the feature which is most similar to the testing
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projected vector by calculate the angle between vector of training feature space and testing
projected vector.

βf = argmax
i

ωftestω
f
i (train)

‖ωftest‖‖ω
f
i (train)‖

; i = 1, ρf . (5.10)

Finally, we choose an emotion which has maximum of βf

γ = argmax
f

βf ; f = 1, 7 (5.11)

5.3 Experiments

In our experiments, we use only sequence of thermal IR data to estimate human
emotions. From 186 GB thermal data, we extracted 28 GB of sequence thermal IR data
for seven emotions. We separate the training and testing data as 60% and 40% of total
sequence of thermal IR images.

Table.5.1 shows the results of facial emotion estimation of PCA for sequence of thermal
IR images. The average of accuracy using t-ROIs for sequence of thermal IR images in-
creases 6.79% in comparison with without using t-ROIs. Especially, for the anger emotion,
the average of accuracy increase 9.96 % with using t-ROIs.

Table.5.2 shows the results of facial emotion estimation of t-PCA for sequence of
thermal IR images. The average of accuracy using t-PCA for t-ROIs for sequence of
thermal IR images increases 1.65% in comparison with PCA for t-ROIs. Especially, for
the happiness emotion, the average of accuracy increase of 3.02% with using t-ROIs.

Table.5.3 shows the results of facial emotion estimation of EMC for sequence of thermal
IR images. The average of accuracy using t-ROIs for sequence of thermal IR images
increases 3.91% in comparison with without using t-ROIs. Especially, for the surprise
emotion, the average of accuracy increase 6.01 % with using t-ROIs.

Table.5.4 shows the results of facial emotion estimation of n-EMC for sequence of
thermal IR images. The average of accuracy using n-EMC for t-ROIs for sequence of
thermal IR images increases 0.75% in comparison with EMC for t-ROIs. Especially, for
the neutral emotion, the average of accuracy increase 1.5% with using t-ROIs.

Table.5.5 shows the results of facial emotion estimation of PCA & EMC for sequence
of thermal IR images. The average of accuracy using t-ROIs for sequence of thermal IR
images increases 5.16% in comparison with without using t-ROIs. Especially, for the fear
emotion, the average of accuracy increase 11.94 % with using t-ROIs.

5.4 Conclusions

In this chapter, we propose a novel way, t-ROI for sequence of thermal IR images,
to eliminate the drawbacks of IR imagery in human emotion estimation. Specially, two
classification methods, t-PCA and n-EMC, are proposed. Our method has several advan-
taged points. First, to the best of our knowledge, this is one of the first methods using
sequences of thermal IR images. Emotion is complex action of human. To understand it
clearly, using a single image cannot figure out the exact emotion. Besides, using thermal
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Table 5.1: The confusion matrix of PCA with t-ROIs

Table 5.2: The confusion matrix of tPCA with t-ROIs
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Figure 5.6: The emotion estimation results of PCA with t-ROIs

Figure 5.7: The emotion estimation results of t-PCA with t-ROIs
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Figure 5.8: The comparison of anger estimation of t-PCA between without using t-ROIs

and using t-ROIs

Figure 5.9: The comparison of disgust estimation of t-PCA between without using t-ROIs

and using t-ROIs

Figure 5.10: The comparison of fear estimation of t-PCA between without using t-ROIs

and using t-ROIs
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Figure 5.11: The comparison of happiness estimation of t-PCA between without using

t-ROIs and using t-ROIs

Figure 5.12: The comparison of neutral estimation of t-PCA between without using t-

ROIs and using t-ROIs

Figure 5.13: The comparison of sadness estimation of t-PCA between without using t-

ROIs and using t-ROIs
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Figure 5.14: The comparison of surprise estimation of t-PCA between without using

t-ROIs and using t-ROIs

IR information with single frame cannot give the right emotion. Therefore, it is necessary
to use sequences of thermal IR images. Second, with t-ROIs, we fill the gaps of ther-
mal IR image, eyeglass problem. Third, using the weight discriminant features help our
method decrease the running cost and increase accuracy rate. Because there are some
frames more important than others, the weights set for frames are necessary. Four, two
proposed methods, t-PCA and n-EMC, work better than PCA and EMC, respectively in
our database for human emotion estimation. The experiment results show the average
accuracy of estimating emotion using t-ROIs is better than the accuracy of estimation
emotion without using t-ROIs.
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Table 5.3: The confusion matrix of EMC with t-ROIs

Figure 5.15: The emotion estimation results of EMC with t-ROIs

Figure 5.16: The emotion estimation results of n-EMC with t-ROIs
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Table 5.4: The confusion matrix of n-EMC with t-ROIs

Figure 5.17: The comparison of anger estimation of n-EMC between without using t-ROIs

and using t-ROIs
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Figure 5.18: The comparison of disgust estimation of n-EMC between without using

t-ROIs and using t-ROIs

Figure 5.19: The comparison of fear estimation of n-EMC between without using t-ROIs

and using t-ROIs

Figure 5.20: The comparison of happiness estimation of n-EMC between without using

t-ROIs and using t-ROIs
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Figure 5.21: The comparison of neutral estimation of n-EMC between without using

t-ROIs and using t-ROIs

Figure 5.22: The comparison of sadness estimation of n-EMC between without using

t-ROIs and using t-ROIs

Figure 5.23: The comparison of surprise estimation of n-EMC between without using

t-ROIs and using t-ROIs

99



Table 5.5: The confusion matrix of PCA & EMC with t-ROIs

Figure 5.24: The emotion estimation results of PCA & EMC with t-ROIs
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Figure 5.25: The comparison of anger estimation of PCA & EMC between without using

t-ROIs and using t-ROIs

Figure 5.26: The comparison of disgust estimation of PCA & EMC between without using

t-ROIs and using t-ROIs

Figure 5.27: The comparison of fear estimation of PCA & EMC between without using

t-ROIs and using t-ROIs
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Figure 5.28: The comparison of happiness estimation of PCA & EMC between without

using t-ROIs and using t-ROIs

Figure 5.29: The comparison of neutral estimation of PCA & EMC between without using

t-ROIs and using t-ROIs

Figure 5.30: The comparison of sadness estimation of PCA & EMC between without

using t-ROIs and using t-ROIs

102



Figure 5.31: The comparison of surprise estimation of PCA & EMC between without

using t-ROIs and using t-ROIs
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Chapter 6

Estimation of Human Emotion Using

Wavelet Transform and t-ROIs for

Fusion of Visible Images and

Thermal IR Image Sequences
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The visible image-based approach has long been considered the most powerful
approach to facial emotion estimation. However it is illumination dependency. Under un-
controlled operating conditions, estimation accuracy degrades significantly. In this paper,
we focus on integrating visible images with thermal IR image sequences for facial emotion
estimation. First, to address limitations of thermal IR images, such as being opaque to
eyeglasses, we apply thermal Regions of Interest (t-ROIs) to sequences of thermal IR im-
ages. Then, wavelet transform is applied to visible images. Second, features are selected
and fused from visible features and thermal IR features. Third, fusion decision using
conventional methods, Principal Component Analysis (PCA) and Eigen-space Method
based on class-features (EMC), and our proposed methods, thermal Principal Compo-
nent Analysis (t-PCA) and norm Eigen-space Method based on class-features (n-EMC),
is applied. Applying our suggested methods, experiments on the Kotani Thermal Facial
Emotion (KTFE) database show significant improvement, proving its effectiveness.

6.1 Introduction

The detection and estimation of human emotions is a challenging task. In the last
decade, automated estimation of human emotions has attracted the interest of many re-
searchers, because such systems will have numerous applications in security, medicine,
and especially human-computer interaction. Many previous works [96], [97], [119] pro-
posed have been inclined towards developing facial expression estimation. Nevertheless,
there is a lack of accurate and robust facial expression estimation methods to be deployed
in uncontrolled environments. When the lighting is dim or when it does not uniformly
illuminate the face, the accuracy decreases considerably. Moreover, human emotions esti-
mation based on only the visible spectrum has proved to be difficult in cases where there
are emotion changes that expressions do not show. Using thermal IR image, which is not
sensitive to light conditions, is a new and innovative way to fill the gap in the human
emotions estimation field. Besides, human emotions could be manifested by changing
temperature of face skin which is obtained by an IR camera. Consequently, thermal IR
image gives us more information to help us robustly estimate human emotions. Although
there are many significant advantages when we use IR imagery, it has several drawbacks.
Firstly, thermal IR data are subjected to change together with body temperature caused
by variable ambient temperatures. Secondly, presence of eyeglasses may result in loss of
useful information around the eyes. Glass is opaque to IR, and object made of glass act
as temperature screen, completely occluding the parts located behind them. Hence, the
sensitivity of IR imagery is decreased by facial occlusions. Thirdly, there are some facial
regions not receptive to the emotion changes. To eliminate the effects of these challenging
problems above, we propose fusion of visible images and sequences of thermal IR images.
To estimate seven emotions, we use the fusion of conventional methods, PCA and EMC,
and our proposed methods, t-PCA and n-EMC, over obtained the fusion features.
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6.2 Related Work

In the recent years, a number of studies have demonstrated that thermal IR image
offers a promising alternative to visible imagery in facial emotion estimation problems
by better handling the visible illumination changes. Jarlier et al. [89] extracted the
features as representative temperature maps of nine action units (AUs) and used K-
nearest neighbor to classify seven expressions. The database for testing has four persons
and the accuracy rate is 56.4%. Khan et al. [23] suggested using Facial Thermal Feature
Points (FTFPs), which are defined as facial points that undergo significant thermal IR
changes in presenting an expression, and used Linear Discriminant Analysis (LDA) to
classify intentional facial expressions based on Thermal Intensity Values (TIVs) recorded
at the Facial Thermal Feature Points (FTFPs). The database has sixteen persons with
five expressions and the accuracy rate ranges from 66.3% to 83.8%. Trujillo et al. [24]
proposed using a local and global automatic feature localization procedure to perform
facial expression in thermal IR images. They used PCA to reduce the dimension and
interest point clustering to estimate facial feature localization and Support Vector Machine
(SVM) to classify three expressions. B.Hernández et al. [25] used SVM to classify the
expressions “surprise”, “happy”, “neutral” from two inputs. The first input consists of
selections of a set of suitable regions where the feature extraction is performed, second
input is the Gray Level Co-occurrence Matrix used to compute region descriptors of the
IR images. Nhan et al. [26] extracted time, frequency and time-frequency features from
thermal IR data to classify the natural responses in terms of subject-indicated levels of
arousal and valence stimulated by the International Affective Picture System. Yoshitomi
et al. [33] used two dimensional detection of temperature distribution on the face using
infrared rays. Based on studies in the field of psychology, several blocks on the face are
chosen for measuring the local temperature difference. With Back Propagation Neutral
Network, the facial expression is recognized. The recognition accuracy reaches 90% with
“neutral”, “happy”, “surprising” and “sad” expressions. However, the testing database is
obtained from only one female frontal view. Yoshimomi generated feature vectors by using
a two-dimensional Discrete Cosine Transformation (2D-DCT) to transform the grayscale
values of each block in the facial area of an image into their frequency components, and
used them to recognize five expressions, including “angry”, “happy”, “neutral”, “sad”,
and “surprise”. The mean expression accuracy is 80% with four test subjects [90]. Koda
et al. used the idea from [90] and added a proposed method for efficiently updating
of training data, by only updating the training data with “happy” and “neutral” facial
expression after an interval [91]. The expression accuracy increased from 80% to 87%
with this new approach. All these studies with thermal IR image have shown that the
facial temperature changing is useful for estimating the human emotions.

Recently, a little attention has been paid to facial emotion estimation by using fusion
information from visible images and thermal IR information. Wang et al. [32] proposed
both decision-level and feature-level fusion methods using visible and IR imagery. In
feature-level, they used tools for the Active Appearance Model (AAM) to extract features
and extracted three features of head motion for visible feature and calculated several
statistical parameters including mean, standard deviation, minimum and maximum as
IR features. To select the feature, they used F-test statistic. They also used Bayesians
networks (BNs) and SVMs to obtain the feature fusion. In decision-level, BNs and SVMs
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Figure 6.1: An example of t-ROIs.

are used to classify three emotions, happiness, fear and disgust. The results show that
their methods improved about 1.35% accuracy compare with only using visible features.
Yoshitomi et al. [22] proposed decision-level fusion of voices, visual and IR imagery to
recognize the affective states. DCT is used to extract the visible and IR features, then
two neutral networks are trained for obtained visible and IR features, respectively. For
voice recognition, Hidden Markov Models (HMMs) are used. To decide the results, simple
weighted voting is used. Following the related work, there are a few researches using fusion
of visible and thermal IR or these approaches that use the extracted features from a single
infrared thermal IR image may lose some useful information which could be contained in
the sequences. Therefore, we consider two methods of facial emotion estimation by fusing
visible images and sequence of thermal IR at decision-level and feature-level respectively.

6.3 Methods

In this section, we propose a feature fusion method to integrate visible images and
sequence of thermal IR images by delicate selection of representative features (i.e. t-ROI)
in Section 5.1, two classification methods (t-PCA and n-EMC) and a decision-level fusion
method which automatically explores the best fusion weights of features in Section 5.2.

6.3.1 Feature-Level Fusion

Before selecting features, we perform some preprocessings such as face normalization,
noise deduction.

First, with sequences of thermal IR images, we find the regions of interest based on
t-ROIs.
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In our definition, interest regions are regions in which temperature increases or decreases
significantly when human emotions change. We use the two regions which are the hottest
and coldest regions of the face, except the eyeglasses, usually the forehead, eyeholes,
and cheek-bone regions, as our interest regions. Before finding the t-ROIs, to avoid any
ambient temperature change from frame to frame, we update the temperature of each
point of each frame based on the difference between mean of ambient temperature and
mean of the first m frame ambient temperature.
Let h be a map from face (Fa ⊂ R2) to temperature (T ⊂ R) space

h : Fa→ T

(i, j) 7→ h(i, j)

We obtain the t-ROIs by using the following equations:

∆TFa = T FaMax − T FaMin; δTFa = ∆TFa/5

LFak,idx = {(i, j) ∈ Fa|T FaMin + δTFa ∗ (idx− 1) ≤ h(i, j) < T FaMax − δTFa ∗ (5− idx)} (6.1)

Lidx = LFak,idx, k ∈ 1, K

where T FaMax, T
Fa
Min are maximum and minimum of temperature of each human face at

frame k, respectively; K is the number of frame; idx ∈ {2, 5}.
To estimate the true emotion, using single frame can not give the exact emotion,

hence we use the sequence of thermal IR frames. Therefore, after reducing the effect of
eyeglasses, to apply for sequence of thermal IR frames, we calculate the accumulate of
the discriminant of frame m and frame m + idx.

Lidx : F ∗ → T

(i, j) 7→ f ∗(i, j)

We calculate
∑

m ‖ f ∗m(i, j)− f ∗m+idx(i, j) ‖,∀(i, j) ∈ Lidx
After obtaining the t-ROIs for each frame, we find the dominant levels of frames. A

frame a is more dominant than frame b if only if temperature change of all t-ROIs between
frame a and frame a-k is bigger than temperature change of all t-ROIs between frame b
and frame b-k. Based on the obtained dominant level of each frame, we can automatically
put the weight for each frame.

Let call F is the number of frames. ∀fm ∈ F

wfm > wfn ⇐⇒
∑

∀i,j∈Lidx)

‖ f ∗m(i, j)− f ∗m+idx(i, j) ‖≥
∑

∀i,j∈Lidx)

‖ f ∗n(i, j)− f ∗n+idx(i, j) ‖,

Second, with visible images, to eliminate of effects of non-uniform illumination and to
omit unnecessary details, we use multiresolution analysis with Antonini filter bank. After
two level of analysis with 7/9 Antonini filter bank, we keep coefficents of LL part wavelet
transform [116]. Figure 6.2 shows wavelet decomposition at level 1 and 2 over our visible
data.

To select the feature between visible feature and thermal IR feature, we perform
feature-level fusion of visible and thermal IR image by using t-ROIs and PCA.
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Figure 6.2: Wavelet decomposition at level 1 and 2.

Figure 6.3: A example procedure for fusion of visible images and sequences of thermal IR

images.
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Figure 6.4: Feature fusion of visible and sequence thermal IR image.

Step 1. Find t-ROIs over sequence of thermal IR images.
Step 2. Apply Wavelet transform over visible facial images and keep LL.
Step 3. Apply PCA over accumulate the weighted discriminant t-ROIs.
Step 4. Build matrix from feature vectors obtained from step 2 and 3.
Step 5. Using PCA, EMC, t-PCA and n-EMC to classify emotions.

Fig.6.3 shows a example procedure for fusion of visible images and sequences of thermal
IR images.

6.3.2 Decision-Level Fusion

To estimate human emotions, we use a decision fusion method of two conventional
methods (PCA, EMC) and our proposed methods, thermal-Principal Component Analysis
(t-PCA) and norm-Eigenspace method based on class feature (n-EMC).

With PCA, the aim is to build a face space, including the basis vectors called prin-
cipal components, which better describes the face images [113]. The difference between
PCA and EMC is that PCA finds the eigenvector to maximize the total variance of the
projection to line, while EMC is obtained eigenvector to maximize the difference between
the within-class and between-class variance [115].

Figure 6.5 shows the procedure of estimating human emotions using t-PCA. Figure
6.6 shows the procedure of estimating human emotions using n-EMC.

The preprocessing for thermal IR data is to normalize data to facial space containing
only face. To analyze the human emotion using thermal IR data of emotion, we pro-
pose two methods, thermal-Principal Component Analysis (t-PCA) and norm-Eigenspace
method based on class feature (n-EMC).

To illustrate the feasibility of using eigen-space to fulfill facial emotion estimation task,
thermal PCA (t-PCA) is modified from the PCA reconstruction method and evaluated
over thermal IR data [113]. With PCA, the aim is to build a face space, including the
basis vectors called principal components, which better describe the face images. PCA
has several advantages over other face recognition schemes in its speed and simplicity
[113]. We modified PCA to estimate facial emotion from thermal IR data.
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Let F be a set of classes to be analyzed. Here, F is a set of all emotion classes. Assume
that M f

m thermal IR frames of training data are given as the facial temperature pattern for
each class f ∈ F where F = {anger, disgust, fear, happiness, neutral, sadness, surprise}.
Let Γfi be the i − th facial temperature pattern where i = 1,Mf ; the dimension of Γfi ,

n ×m , is equal to the number of pixels in a thermal IR frame, and each element of Γfi
indicates the temperature of each pixel.

Compute the mean of training data Ψf = 1
Mf

∑Mf

i=1 Γfi and let the normalized vector

be Φf
i = Γfi − Ψf . We seek a set of M orthonormal vectors, ufk , which best describes the

distribution of the training data. The kth vector, ufk is chosen by

λfk =
1

Mf

Mf∑
i=1

((ufk)
τΦf

i )
2. (6.2)

is a maximum, subject to (ufl )
τufk =

{
1, if l = k.

0, if otherwise.

The eigenvectors and eigenvalues are the vector ufk and scalar λfk of covariance matrix

Cf = 1
Mf

∑Mf

i=1(Φf
i (Φ

f
i )
τ = Af (Af )τ where Af = [Φf

1 ,Φ
f
2 , ...,Φ

f
Mf

]

⇔ λfk(u
f
k) = Cfufk (6.3)

The size of covariance matrix Cf , nm×nm, is too large to determine n×m eigenvectors
and eigenvalues. Turk et al. [118] suggested a computationally feasible method to find
these eigenvectors. Let a matrixHf = (Af )τAf , then size ofHf is sizeM×M � nm×nm;
let νfi denote the eigenvectors of Hf .

We have (Af )τAfνfi = µfi ν
f
i ⇔ Af (Af )τAfνfi = Afµfi ν

f
i ⇔ Af (Af )τAfνfi = Afµfi ν

f
i

⇔ CfAfνfi = µfiA
fνfi (6.4)

From Equation(4), Afνfi is the eigenvector of Cf = Af (Af )τ [118]. Therefore we
can obtain ρf eigenvector of Cf by calculating the ρf (ρf � nm) eigenvectors (νfi ) of
matrix Hf and multiplying Af to νfi . After obtaining eigenfaces from training data of
each emotion, we map facial thermal IR training data to feature spaces by ωfi (train) =
(ufi )

τ (Γf −Ψf ), i = 1, ρf .
We use the idea that if the input frame is much similar to some emotion training set,

the reconstructed data will has less distortion than the data reconstructed from other
eigenvectors of training emotions [113]. For each testing facial thermal IR frame Γtest,
firstly we project it onto the eigenfaces of each class.

ωftest = (U f )τ (Γtest −Ψf ), where U f = (ufi ), i = 1, ρf .
Secondly, for each emotion, we find the feature which is most similar to the testing
projected vector by calculate the angle between vector of training feature space and testing
projected vector.

βf = argmax
i

ωftestω
f
i (train)

‖ωftest‖‖ω
f
i (train)‖

; i = 1, ρf . (6.5)

Thirdly, we find reconstruction of the testing data by the obtained feature in each class.
Γfreconst = U fωf

βf
+ Ψf

Finally, we choose an emotion of which reconstruction of the testing data is the most
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similarity to testing data.

γ = argmax
f

ΓtestΓ
f
reconst

‖Γtest‖‖Γfreconst‖
; f = 1, 7 (6.6)

The second valuation to estimate human emotion uses n-EMC over thermal IR data.
n-EMC is modified from EMC [114]. The difference between EMC and n-EMC is formu-
lation to calculate the difference between the within-class and between-class variance.

In mathematics, with n-EMC, instead of finding the eigenvectors, ufk and eigenvalues

λfk of covariance matrix Cf = 1
Mf

∑Mf

i=1(Φf
i (Φ

f
i )
τ = Af (Af )τ where Af = [Φf

1 ,Φ
f
2 , ...,Φ

f
Mf

],

we find eigenvectors, ufk and eigenvalues λfk of matrix S = ‖SB − SW‖2 where

M =
∑
f∈F

Mf (6.7)

Ψf =
1

M f

Mf∑
i=1

Γfi ; Ψ =
1

M

∑
f∈F

Mf∑
i=1

Γfi (6.8)

SB =
1

M

∑
f∈F

Mf‖Ψf −Ψ‖2‖Ψf −Ψ‖τ2. (6.9)

SW =
1

M

∑
f∈F

Mf∑
i=1

‖Γfi −Ψf‖2‖Γfi −Ψf‖τ2. (6.10)

For each testing facial thermal IR frame Γtest, firstly we project it onto the eigenfaces
of each class.

ωftest = (U f )τ (Γtest −Ψf ), where U f = (ufi ), i = 1, ρf .
Secondly, for each emotion, we find the feature which is most similar to the testing
projected vector by calculate the angle between vector of training feature space and testing
projected vector.

βf = argmax
i

ωftestω
f
i (train)

‖ωftest‖‖ω
f
i (train)‖

; i = 1, ρf . (6.11)

Finally, we choose an emotion which has maximum of βf

γ = argmax
f

βf ; f = 1, 7 (6.12)

To estimate human emotions, we use decision fusion method of PCA, t-PCA, EMC
and n-EMC. Figure 6.7 shows the general procedure to estimate human emotions using
decision fusion.

When using decision fusion of PCA (t-PCA), we used the estimation of emotion module
as described in figure 6.5. To determine the best class of emotions, after using PCA (t-
PCA), the voting method with weights is used. The weights are set to fusion data and
visible image, respectively. We determine the emotion class f of input image by choosing
j satisfied minimum of following equation:

f = argmin
(
w1 ∗MSEV I

j + w2 ∗MSEFU
j

)
(6.13)
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Figure 6.5: Estimation of emotion using t-PCA.

where MSEV I
j and MSEFU

j are mean square errors calculated at class j of visible image
and fusion data. We set w1 = 4

3
and w2 = 2

3
in experiment.

To estimate human emotion using decision fusion of EMC (n-EMC), we used the
estimation of emotion module as described in figure 6.6. To determine the best class
of emotions, after using EMC (n-EMC), the voting method with weights is used. The
weights are set to fusion data and visible image, respectively.

We determine the emotion class f of input image by choosing j satisfied maximum of
following equation:

k = maxi
fV Ih ∗ F V I

i

‖fV Ih ‖ ∗ ‖F V I
i ‖

, i = 1, n (6.14)

g = maxi
fFUh ∗ F FU

i

‖fFUh ‖ ∗ ‖F FU
i ‖

, i = 1, n (6.15)

f = argmax (w1 ∗ k + w2 ∗ g) , (6.16)

where n is a number of the training images of class j; fV Ih and fFUh are testing image
h of visible image and fusion data, respectively; F V I

i and F FU
i are vector i of eigenface of

visible image and fusion data, respectively. We set w1 = 2
3

and w2 = 4
3

in experiment.

6.4 Database

The KTFE database [112] includes 186.2GB visible and thermal facial emotion videos,
visible facial expression image database and thermal facial expression image database.
This database contains 30 subjects who are Vietnamese, Japanese, Thai and Chinese
from 11 year-old to 32 year-old with seven emotions.

From draw data of KTFE database, we extract manually visible images and sequences
of thermal IR images based on self-reports of participants, expressions and changing
of facial temperatures. Causing the time-lag phenomenon, the sequence of thermal IR
images are designed from a frame which we extracted the visible image to a frame which
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Figure 6.6: Estimation of emotion using n-EMC.

Figure 6.7: Estimation of emotion using decision fusion.
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Figure 6.8: Estimation of emotion using t-PCA fusion.
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Figure 6.9: Estimation of emotion using n-EMC fusion.

Figure 6.10: Sample sequence of thermal images.
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Table 6.1: The confusion matrix of EMC with fusion of visible image and thermal IR

image sequence

is after the participant emotion is neutral. Fig.6.10 shows a sample sequence of thermal
IR images.

From raw data of KTFE database, we extract manually visible images and sequences of
thermal IR images based on self-reports of participants, expressions and changing of facial
temperatures. Causing the time-lag phenomenon, the sequence of thermal IR images are
designed from a frame which we extracted the visible image to a frame which is after the
participant emotion is neutral.

6.5 Experimental Results

In our experiments, we separate the training and testing data as 60% and 40% of total
visible images, sequence of thermal IR images, and fusion of visible image and thermal
IR image sequence.

Fig.6.11 shows the results of facial emotion estimation of EMC with visible images
(vi EMC), sequence of thermal IR images (ther EMC) and fusion of visible images and
sequences of thermal IR images (fu EMC). Following [117], accuracy of estimating human
emotion using thermal IR images is lower than using visible images. Because emotions
of thermal IR images are always not clearer than emotions of visible images. Therefore,
with EMC methods, good for classification, the results using visible images are better than
results using thermal IR images. However, with our new results, accuracy of estimating
human emotion using sequences of thermal IR images is better than using visible images.
When using fusion information, the average accuracy increases 2.77% in compare with
using only visible features, especially for happiness. In general, average accuracy of each
emotion increases when we use fusion information. The results prove the necessary of
fusion information.
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Table 6.2: The confusion matrix of n-EMC with fusion of visible image and thermal IR

image sequence

Figure 6.11: The emotion estimation results of ECM with fusion of visible image and

thermal IR image sequence
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Figure 6.12: The emotion estimation results of n-EMC with fusion of visible image and

thermal IR image sequence

Fig.6.12 shows the results of facial emotion estimation of n-EMC with visible images
(vi n-EMC), sequence of thermal IR images (ther n-EMC) and fusion of visible images
and sequences of thermal IR images (fu n-EMC). With n-EMC, the average accuracy
using visible images, sequences of thermal IR images and fusion of visible images and
sequences of thermal IR images increases 3.15%, 2.41%, 2.35%, respectively compared
with EMC. Similar to the results using EMC, the accuracy using fusion data is better
than using other data.

Fig.6.13 shows the results of facial emotion estimation of PCA with visible images
(vi PCA), sequences of thermal IR images (ther PCA) and fusion of visible images and
sequences of thermal IR images (fu PCA). With PCA, accuracy using sequence of thermal
IR images is better than accuracy using visible images. PCA works worse than EMC,
which is good to classify each emotion. In general, with PCA, using fusion data gives the
best results comparing using thermal IR images, visible images and sequence of thermal
IR images.

Fig.6.14 shows the results of facial emotion estimation of t-PCA with visible images
(vi t-PCA), sequences of thermal IR images (ther t-PCA) and fusion of visible images
and sequences of thermal IR images (fu t-PCA). With t-PCA, the average accuracy using
visible images, sequences of thermal IR images and fusion of visible images and sequences
of thermal IR images increases 2.03%, 1.31%, 0.48% respectively in compare with PCA.
Especially, for disgust with visible images, accuracy improvement is 11.97%. Our method,
t-PCA, yields an average improvement of 2.33% in performance of facial emotion estima-
tion compared with using only visible features.

In conclusion, comparing the results of visible images, sequences of thermal IR images,
and fusion data, the accuracy of estimating emotion using fusion data is better than the
accuracy of estimation emotion using only visible images, thermal IR images and sequences
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Table 6.3: The confusion matrix of PCA with fusion of visible image and thermal IR

image sequence

of thermal IR images.

6.6 Conclusions

In this chapter, we have proposed the fusion of visible features and thermal IR features
for estimating human emotions. Specially, two classification methods, t-PCA and n-EMC,
are proposed to perform decision-level fusion. Our experiment on KTFE spontaneous
database show that our methods yield and average improvement of 2.58% in performance
of facial emotion estimation compared with using only visible features. Our method has
several advantaged points. First, to the best of our knowledge, this is one of the first
methods using sequences of thermal IR images. Emotion is complex action of human. To
understand it clearly, using a single image cannot figure out the exact emotion. Besides,
using thermal IR information with single frame cannot give the right emotion. Therefore,
it is necessary to use sequences of thermal IR images. Second, with t-ROIs, we fill the
gaps of thermal IR image, eyeglass problem. Third, using the weight discriminant features
help our method decrease the running cost and increase accuracy rate. Because there
are some frames more important than others, the weights set for frames are necessary.
Fourth, using wavelet transform for visible image gives several advantages such as to
reduce the unnecessary coarse, and so on. The fusion features, obtained from important
visible features and necessary thermal IR feature, are better than only visible and thermal
IR features. Two proposed classification methods, t-PCA and n-EMC, are successful to
improve estimation accuracy. We also suggest decision fusion with weighted similarity
measure for the conventional methods (PCA and EMC) and the our proposed methods
(t-PCA, n-EMC) to increase the estimation accuracy. Experiments are tested in fusion
database, specially designed from KTFE database. The results prove that the fusion of
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Table 6.4: The confusion matrix of t-PCA with fusion of visible image and thermal IR

image sequence

Figure 6.13: The emotion estimation results of PCA with fusion of visible image and

thermal IR image sequence
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Figure 6.14: The emotion estimation results of t-PCA with fusion of visible image and

thermal IR image sequence

visible images and thermal IR image sequences performs better than either of the data.
As a future work, we plant to improve the t-ROIs considerably, and also investigate more
sophisticated fusion techniques for visible images and thermal IR image sequences and
sequences of visible and thermal IR images.
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Chapter 7

Conclusions and Future Works
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7.1 Major Contribution

In this thesis, we focus on solving the several problems in the automatic facial emotion
estimation system. To estimate the true emotion, the problems we focus on are: the effect
of eyeglasses on IR data, multi-modal visible and thermal facial emotion database, thermal
regions of interest, decision level, thermal image sequence, and fusion of visible images and
thermal image sequence. We summarize our main contribution on solving these problems:

1. A multi-modal visible and thermal facial emotion database is proposed and estab-
lished. With careful and precise procedures from participant preparation, environ-
ment preparation, data acquisition, the KTFE database has several advantages:

• Firstly, to the best of our knowledge, this is one of the first natural spontaneous
visible and thermal videos. These databases will allow researchers on facial
expressions and emotions to have more approaches more realistic;

• Secondly, this database already fixed some mistakes which the former database
made met when they did experiment settings such as the time-lag phenomenon;

• Thirdly, we also had several analysis in our data and obtained some interesting
results to support research in emotion estimation and human emotion using
our database.

2. We also developed a novel way to reduce the effect of changing ambient temperature
which occurs during the data acquisition and the proposed method to reduce the
effect of eyeglasses using temperature space in thermal data. Since the eyeglasses
areas are replaced with the averaged-ambient temperature, these is no more effect
of ambient temperature to these areas. The experiment with after removing glasses
and before removing glasses shows the increasing of accuracy rate. Specially, with
t-PCA, the accuracy of angry emotion increases from 75.63% to 84.38%.

3. In order to handle the eyeglasses problem and focus on main facial regions which
receive the emotion changes, we first investigated the influence of generally dominant
facial parts, then defined and provided t-ROIs. For the first try t-ROIs, not only
the system speed is increased in comparison with the former but also the average
of estimation accuracy. For each emotion, the temperature change is different.
Therefore, using only static image is not enough to obtain the true emotions. The
thermal image sequences are used to obtain the human emotion.

4. We propose the fusion of visible features and thermal features for estimating human
emotions. Our method has several advantaged points.

• First, to the best of our knowledge, this is one of the first methods using
sequence of thermal images. Emotions are complex actions of human. To
understand it clearly, using a single image is not enough to figure out the exact
emotion. Besides, using thermal information with single frame can not give the
right emotion. Therefore, it is necessary to use sequence of thermal images.

• Second, with t-ROIs, we fill the gaps of thermal image, eyeglass problem.

• Third, using wavelet transform for visible image gives several advantages such
as to reduce the unnecessary information, so on. The fusion features, obtained
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from important visible features and necessary thermal feature, are better than
only visible and thermal features. The results prove that the fusion of visible
images and thermal image sequences performs better than either of the data.

• Finally, the t-PCA and n-EMC are proposed by us to be suitable for decision
fusion level.

5. Our research is an epoch-making and challenging research that makes it possible
to presume complex feelings other than the famous six basic expressions of Ekman
and others.

7.2 Limitations

1. Most of the participants are Vietnamese, just a few Thais, and Japanese. Therefore,
it does totally reflect general human emotion of all human being on the earth.

2. In general, the accuracy of each emotion and each method has been improved with
the correction of eyeglass areas. However, in some case, the loss of information
causes the decrease of accuracy rate.

3. The first version of t-ROIs is still simple and has a problem with heating obstacles.

7.3 Future Works

To improve our database, we intend to obtain more data from participants which have
different cultural, education background, nationalities, ages. We also try to acquire more
data from real environment such as school environment, supermarket environment, home
environment and so on. And if we have more thermal equipment, we intent conduct a
research on multi-views for thermal-based data. And with EMG (Electromyogram) and
thermal equipment, we will study on the relationship of emotion and musculo-physiological
activities.

With our database, we will continue to research more on the relationship between
human expressions and human emotions and the relationship between temperature and
emotions. From those knowledge, we will build up more real world applications that can
support better Human-Computer Interaction.

We intent to study more about t-ROIs and design the good one more suitable with
this concept.

From the results of chapter 5, the fusion model for visible-based and thermal-based
information promise good results when we conduct more fusion models.

Based on the our research result, it is promising to build up the new complex facial
emotion model including facial expression, thermal information and time axes.

Future aspects of the research could be applied in commercial application such as elder
caring robot, surveillance tasks and so on.

Last but not least, facial emotion estimation will be an open field for multiple areas
such as computer science, behavioral science, psychology and medical science. With all
kinds of technologies from those fields, we hope we can achieve major breakthrough and
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anticipate that in a not far away future, we can enjoy the services from the technologies
from facial emotion estimation.
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[74] R.G.Shoja, O.Arandjelović, A.Bendada, X.Maldague.: “Infrared face recognition: a
comprehensive review of methodologies and databases”, Pattern Recognition, vol.
47, no. 9, pp. 2807-2824 (2014).

[75] Wikipedia, http://en.wikipedia.org/wiki/Infrared_vision

[76] X. Maldague.: “Theory and Practice of Infrared Technology for Non Destructive
Testing”, John-Wiley and Sons (2001).

[77] S.G.Kong, J.Heo, B.R. Abidi, J.Paik, M.A. Abidi.: “Recent advances in visual and
infrared face recognitiona review”, Computer Vision and Image Understanding, Vo.
97, no. 1, pp. 103-135 (2005).
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