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Abstract

Recent years have seen a rapid development of multimedia communication technologies
which facilitate our life, but at the same time put security of digital audio at many risks,
such as copyright infringement, malicious tampering. Audio data hiding techniques, in
which special codes are embedded into actual audio content without any affection to its
normal use, have been proposed as a potential solution for these issues. In general, au-
dio data hiding methods must satisfy five requirements: (i) inaudibility—keeping water-
mark imperceptible to users, (ii) blindness—avoiding using double storage and communica-
tion channels, (iii) robustness—preventing intentional attacks from illegal users, (iv) high
capacity—conveying a large amount of data, and (v) high reliability—precisely detecting
the watermark.

Although most reported methods could partly satisfy the requirements, the trade-
off among the requirements is still challenging. To keep the watermark inaudible, it is
straightforward that perceptually insensitive features of audio signals should be exploited
for embedding. The resistance against modifications such as lossy compression becomes
weak since the hidden data could be easily destroyed without degrading the sound quality.
Finding out suitable acoustic features to ensure both inaudibility and robustness simulta-
neously is one of the most important tasks of audio data hiding design.

The aim of this research is to propose an audio data hiding method that achieves a
reasonable trade-off among the requirements and is applicable in practical problems. This
research introduces a concept of dynamic phase manipulation for audio watermarking in
which the human sound-perception mechanism and sophisticated embedding rule are uti-
lized to solve the conflict among the requirements. First, the dynamic phase manipulation
scheme finds out frequency components that are insensitive to human ears and resistant
against signal processing operations to keep hidden data inaudible and robust. Second,
an appropriate embedding rule is employed to account for blindness and high embedding
capacity. Accordingly, the proposed method of audio data hiding could obtain the inaudi-
bility and the robustness simultaneously. The proposed method is then applied to three
typical applications: copy prevention, annotated audio, and information carrier over AM
radio broadcast.

The phase manipulation technique is used to embed a bit of data into an audio signal
by changing the phase according to two phase patterns. The amount of phase modification
is an important factor which directly decides the performance of the data hiding system
on the inaudibility and the robustness. The smaller amount keeps the hidden data less
audible but more weak against processing and vice versa. The main goal of this research
is to find out a region of frequency components suitable for embedding and corresponding
amount of phase-modification for the embedding region based on the characteristics of
human auditory system (HAS) and the variability of audio signals.

According to these considerations, the dynamic phase manipulation scheme is con-
structed as follows. Original audio is firstly analyzed to find out suitable frequency region
for embedding. The phase modification of a frequency component cause distortion in a
manner that is directly proportional to the magnitude of that component. Therefore, the
amount of phase-modification should also be adapted to the magnitude. The amount of
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phase-modification is determined based on the energy of the embedding region. The modi-
fied phase spectrum and original magnitude spectrum are processed to yield a watermarked
signal. In data extraction process, the same analysis steps are performed to identify the
embedding frequency components and the amount of phase-modification. Watermark de-
coder is then performed on the phase of these components to extract embedded data.
Experimental results have shown that variant amount of phase-modification improves per-
formance on inaudibility and robustness remarkably compared with the case that a fixed
amount of phase-modification is used. It suggested that the dynamic phase manipulation
scheme is effective for audio data hiding.

The proposed framework ensures the inaudibility and the robustness by exploiting
the advantages human perception mechanism and the variability of audio signals. The
blindness and the embedding capacity are achieved by the nature of the embedding rules.
To combat against cropping and shifting attacks, the proposed framework is built with
a frame synchronization scheme. The frame synchronization is performed by searching
the starting point around the size of one frame. A correct starting point is detected
when the confidence of extracting a bit is the highest among all the points in that frame.
Confidentiality is ensured by incorporating security parameters. Watermark is encrypted
with a secret key before being embedded into audio signal.

The proposed framework is evaluated with respect to inaudibility, robustness, blindness,
and embedding capacity. The inaudibility is confirmed by objective difference grade and
subjective listening test. The robustness is confirmed by the accuracy of extracted data
against signal processing operations and attacks. Subjective test and robustness test are
also carried out to confirm the effectiveness of the dynamic phase manipulation scheme. Bit
rate is varied to investigate embedding capacity as well. The proposed audio data hiding
method is then applied to protecting digital audio, audio entertainment, and information
carrier over AM radio broadcast.

Keywords : audio data hiding, robustness, reliability, adaptive phase modulation, quanti-

zation index modulation.
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watermark.

reliability the watermark should be extracted with acceptable error rates.

This requirement is usually accompanied with or implicitly in-

cluded in robustness and high embedding capacity, which means

that improving robustness and increasing embedding capacity

must keep the error rates in reasonable limit.

robustness the watermark should be withstanding against signal process-

ing operations and intentional attacks from illegal users. Wa-

termarked audio signals may be processed before, during, and

after distribution over the Internet. The processing includes

operations to improve the quality of the audio signal or lossy

compression to reduce the size. Intentional attacks are the pro-

cessing that attempts to invalidate or remove the embedded

watermark.
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watermarked sigal a signal that is conveying a watermark. A host signal after

embedded with a watermark becomes a watermarked signal. It

may also be referred to as embedded signal or stego signal.

zero-contour refer to the circle going over a zero of the transfer function of an

IIR filter in z-plane. This circle’s radius is equal to the modulus

of the complex zero of the transfer function.
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Chapter 1

Introduction

1.1 Importance of Research

Recent development in digitalization and the Internet technologies has made life much

easier. Most multimedia content such as text, photo, audio, and video are newly created

in digital form. Even old content that was born in analog form can be easily converted

into machine-readable formats [1]. In the digital revolution, a major landmark was the

vast transition of music from analog to digital records thanks to the invention of optical

compact discs [2, 3]. In combination with explosive growth of social networking services

(SNSs), multimedia content can be shared over the global network in second and nearly

at zero cost. However, the ease of digital world has also been a challenge for traditional

ways of managing intellectual property [4, 5].

Enforcing evil users to obey copyright law in digital world has proven incredibly dif-

ficult. The nature of digital content, which is inherently easily copyable, mutable, and

transferable, exposes many ways of illegally using and maliciously manipulating copy-

righted digital content. For instance, there is a widespread social concern about piracy of

popular music and film. The International Federation of the Phonographic Industry (IFPI)

pointed out that 95% of the worldwide music downloaded via the Internet were pirated

in 2010. Global sales of recorded music dropped about 10% because compensation of rev-

enue from digital services was insufficient for a successive fall in sales of compact discs in

2009 [6]. Zentner found that there has been a positive correlation between progress in the

broadband Internet and reductions in music sales recently [7]. Consequently, combating

against copyright infringement of digital property has become urgent demand of the world

industry.

Solutions such as copy restriction, encryption, and addition of copyright proof into the

file header have been proposed for copyright protection of digital multimedia over recent

years. Digital right management (DRM) utilizes techniques of copy restriction that are

able to restrict playback or copy of digital content to protect its copyright. DRM software

1

http://www.ifpi.org/


is installed on users’ computer to prevent widespread copy of digital files in a manner

that users are able to view or listen to content on their computer but cannot copy or

distribute it. However, DRM is unable to stop sharing digital files across computers or

playing music on certain MP3 players that lack DRM software because digital files were

born to be easily copied [8]. Copyright protection based on encryption is inconvenient

for legal users. Although encryption can securely conceal data from unauthorized users,

it requires authorized users to decrypt data before playing or viewing. The technique

of adding copyright proof as meta-data into file header has also been considered as well.

However, it is insecure because the codes can easily be removed once the file header is

analyzed. These techniques have limitation in many aspects, hence have not become a

good method of copyright protection for digital multimedia data.

Contrary to these techniques, digital data hiding, a technique that embeds watermark

into actual content of digital data without any effect to its normal use, has been proposed

as a promising solution for copyright protection [9]. Watermark could be ownership in-

formation of digital content so that it can be used to verify the ownership in a copyright

dispute. The embedding procedure is implemented in a manner that watermark is kept

transparent to users, i.e., digital data after embedded can be viewed or played without any

difference compared with unprocessed digital data. Since the watermark is embedded into

the actual content of digital data, but not its bit representation, this technique assures

that watermark is secure against removal. Any attempt to destroy the watermark may

cause the content severely destroyed too.

Originally proposed for copyright protection, but digital data hiding has also been

considered as potential solutions for other issues such as usage tracking, copy protection,

tampering detection, covert communication, and added information for entertainment [10,

11]. Usage tracking is enabled when creators sell a copy of their digital data embedded

with a unique identity. Based on embedded identity creators can determine a specific

customer who may be making unauthorized copies and selling them to others for profit.

Watermark can be used as a fingerprint of digital audio for examination of copyrighted

data [12]. Fragile watermark can be used to detect malicious tampering in digital data [13].

Covert communication involves secure information transmission, e.g., transactions between

military and state offices, banks and other financial organizations [14]. Watermark can also

be used to enable program broadcaster to collect information about customers’ interest

on television (TV) programs or used as complementary information for services such as

advertisement, weather broadcasting [15].

Digital data hiding is, therefore, an indispensable technology nowadays. As audio and

music have been playing an important role in human daily lives from the most ancient

cultures, this thesis focuses on digital data hiding for audio signals.
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1.2 Challenges with Audio Data Hiding

As a potential and promising solution for many issues arising in the digital era, audio data

hiding has been studied for decades but there are still many challenges that need to be

addressed. Literature has seen a variety of audio data hiding algorithms in recent years

[9, 10, 16–24], but most of them are not fully satisfied necessary requirements to be applied

in practice.

To be effectively applied in practice, a method of audio data hiding should satisfy

following general requirements [9]:

Inaudibility: keeping the watermark inaudible to listeners during normal use. It

requires that the perceived sound quality of watermarked signals should be as good as that

of host signals. The presence of watermarks should not lower sound quality of host signals.

This requirement is important because high sound quality keeps the commercial value of

host signals. It also helps conceal watermarks in host signals securely. If the presence and

precise location of watermarks are revealed, they can be exploited for malicious attacks to

distort the embedded watermarks by pirate.

Robustness: the watermark should be withstanding against signal processing op-

erations and intentional attacks from illegal users. Watermarked audio signals may be

processed before, during, and after distribution over the Internet. The processing includes

operations to improve the quality of the audio signal or lossy compression to reduce the

size. A pirate may attempt to apply signal processing operations to destroy the watermark

without severely distorting the quality of watermarked signal. Common signal processing

operations that could be applied to watermarked signals are discussed by Cox and Linnartz

[25]. This requirement ensures that the watermarking method is invulnerable to deliberate

attempts to forge, remove, or invalidate watermarks.

It is reasonable to assume that such processing, regardless of intention, should not

severely distort the sound quality of watermarked signals. Digital multimedia data were

created to represent and transmit information at an high level of resolution. Low quality

of audio signals greatly reduces their commercial value [26].

Blind detection: detecting the watermark without the need of original signals. In

general, there are two types of detection scheme: blind detection and non-blind detection.

As its name would suggest, a blind watermarking scheme can extract watermarks without

using the original signal. In contrast, a non-blind watermarking scheme needs to use the

original signal to extract watermarks in detection process.

Non-blind watermarking may not be so practical because it requires double storage

and double transmission for watermark detection. However, using original signals in de-

tection process could offer a possibility of enhancing performance of watermarking system,

e.g., increasing detection accuracy. Non-blind watermarking scheme may be suitable for
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applications such as: verifying the ownership of digital content in a copyright dispute [27],

usage tracking where sellers embed customers’ information as watermarks into host signals

and extract watermarks to determine the customer who made unauthorized duplications.

Frame synchronization: automatically detecting positions of frames. Most methods

of audio data hiding is implemented on a frame-basis. In practice, frame position may be

unavailable in scenarios when we need to detect watermark from live streaming sources or

watermarked signals that are subjected to time cropping attack. This requirement enables

frame positions to be synchronized so that watermarks could be correctly detected. Frame

synchronization should work properly even when the watermarked signal is affected by

innocent signal-processing operations and harmful attacks.

Embedding capacity: the watermark should convey a high enough amount of in-

formation for the intended applications. Embedding capacity is often measured by the

number of bps. Given that other requirements have been satisfied, the higher the bit rate,

the better the watermarking system. It is noteworthy that higher bit rate should not de-

grade the sound quality of watermarked signals. This requirement is especially important

for applications such as covert communication that need large-sized watermarks. Even

image or other audio might need to be embedded in such applications.

Reliability: the watermark should be extracted with acceptable error rates. This

requirement is usually accompanied with or implicitly included in robustness and high

embedding capacity, which means that improving robustness and increasing embedding

capacity must keep the error rates in reasonable limit.

Besides the main requirements, there are other subsidiary requirements such as

confidentiality—securely concealing of the watermark, low computational complexity—

useful for real-time processing and implementation on low-power devices, reversibility—

ability to recover the host signal from the watermarked signal, or fragility—applicable

for integrity-verification applications, requiring watermark to be robust against inno-

cent processing but fragile against malicious attacks. These requirements help increase

applicability of methods of audio watermarking in practice.

All these requirements are respected to a certain extent, depending on the application.

Different classes of application demand different types of watermarking schemes with dif-

ferent sets of requirement. For example, resistance to signal processing operations such

as filtering, resampling, or compression is mostly necessary. Robustness against malicious

attacks that try to invalidate watermark detection must be the first priority for copyright

protection. For integrity-verification applications, the watermark should, however, be no

longer detectable when audio content is intentionally modified. While some applications

(such as information carrier) need watermark with high bit rate, watermark like numeric

sequence is adequate for others (such as fingerprinting).

The solution is very hard because there is a trade-off in these requirements, especially
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inaudibility, robustness, and embedding capacity. It is straightforward that perceptually

insensitive features should be exploited for embedding watermarks. But this is a challenge

for robustness, since processing can distort the watermark without degrading the sound

quality. Increasing embedding capacity adds more data into the host signal, causing more

distortion in the watermarked signal and making the watermark likely less recoverable.

Sensitivity of human auditory system

The human auditory system (HAS) has been proven incredibly sensitive to sound in real

environment [28]. The frequency range of human hearing is generally considered to be from

20 Hz to 20 kHz, and it is much more sensitive to sounds between 1 kHz and 4 kHz. The

ear can perceive sounds as low as sound pressure level (SPL) of 0 dB at 3 kHz, but require

SPL of 40 dB at 100 Hz with an amplitude increase of 100 times. The ear can discriminate

two tones which differ in frequency by more than about 0.3% at 3 kHz. Human ear has an

amazingly wide dynamic range of pressure sensitivity. It is capable of hearing the sounds

with the lowest amplitude and the highest amplitude different in order of one-million. It

adapts to environment very well; the ear drum vibrates even less than the diameter of a

single molecule, when listening to very quiet sounds. Due to the sensitivity of the HAS,

embedding inaudible watermarks into an audio signal is a challenging task.

Variety of common signal-processing operations

Digital audio can be subjected to a variety of signal-processing operations such as analysis-

by-synthesis, domain transformation, and filtering that aim to both refine its quality and

compress the size. These processing operations modify insignificant components of the

signal in such a way that does not induce change in perception to human ear. However,

they may accidentally destroy the watermark because it is usually embedded in perceptual

insignificant portion of audio signal or they may even be exploited by attackers to invalidate

the watermark. Therefore, finding out a suitable portion of audio signals for embedding

robust watermark is very important for the design of watermarking algorithm.

Trade-off in requirements

Applications of audio data hiding could be categorized into two classes: copyright-related

applications and those related to added-values. For the first one, robustness against mali-

cious attacks is essentially important. To preserve the high quality, perceptual insignificant

features are chosen for embedding. However, the features can also be changed by attackers

without degrading the sound quality. The watermark must be securely concealed in the

host signal so that it is very difficult for attackers to find out a way for impairing it.
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For applications related to added-values, harmful attack is not the problem because it

just adds the complementary value. However, high capacity of watermark is necessary to

convey data as much as possible, which leads to a trade-off between inaudibility and high

embedding capacity. It is obvious that the larger the watermark is embedded, the more

distortion the audio signal suffers. This trade-off must also be tackled in building a new

data hiding method for digital audio.

1.3 Motivation and Research Aims

As the promising advantages and potential applications of audio data hiding, it is urgent to

conduct research on it to develop a new technology for protecting copyright, integrity, and

value of digital audio. For years, researcher have been working on audio data hiding, but

there is still not an efficient method applicable for practical problems. We usually meet a

trade-off in the requirements when implementing a watermarking system for digital audio.

Selecting suitable acoustic features for watermarking that satisfy both inaudibility and

robustness is an important task for the design of watermarking algorithms.

Phase has intensively been explored for audio data hiding in recently due to its advan-

tages in robustness and inaudibility. Although human ear is relatively sensitive to phase of

audio signals, perceptible distortion would not occur if phase relations between frequency

components are not drastically changed [29–31]. Furthermore, the distortion caused by

phase-modification of a frequency component is directly related to its magnitude. Ac-

cording, the amount of phase-modification should be adjusted to the magnitude. More

precisely, higher-magnitude frequency components would have slight phase-modification

whereas, smaller-magnitude frequency components would have relatively higher phase-

modification. As long as the modification of phase is kept sufficiently small, distortion due

to watermark is under reasonable level.

On the other hand, most audio signals in realistic environment are non-stationary, i.e.,

their characteristics are time-variant. However, most of the reported methods of audio data

hiding have not taken the variability of audio signals into consideration, which remarkably

influence the performance of the whole system. Depending on local characteristics of the

audio signal, a suitable phase-manipulation scheme should be figured out in order to ensure

the best performance of the embedding system.

Based on these considerations, this dissertation aims to propose an efficient and prac-

ticable method of audio data hiding. The proposed method would be responding enough

necessary requirements for the demanding applications in practice. In order to reach the

ultimate goal, the proposed method is expected to achieve the following objectives:

(i) Obtaining a reasonable trade-off among the requirements. The highest-priority prop-

erty that the proposed method would have is inaudibility. For all the applications, the
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existence of embedded watermark must be transparent to normal use of digital audio

content. The watermark algorithm must be withstanding common signal-processing

operations to ensure watermark correctly extracted. The robustness against mali-

cious attacks and the high capacity are supposed to trade together. Depending on

a specific class of application, i.e., protection related or add-values related, these

properties is balanced for satisfying necessary application requirements.

In order to attain the reasonable properties, acoustic features is thoroughly inves-

tigated and chosen the suitable one. The implicit property, blind-detection ability,

is remarked by choosing a sophisticated embedding rule that is able to detect wa-

termark with the absence of the host signal. Knowledge from psychoacoustic study

is exploited to better assure high quality of the watermarked signal. Furthermore,

watermark is embedded into resistant portion of audio signals to attain robustness.

The amount of modification of embedding components is adaptively adjust to local

characteristics of audio signals to ensure both inaudibility and robustness.Finally,

the watermarking algorithm is expected to be flexible in a manner that is able to

adjust its properties to meet the demanded application.

(ii) Wide applicability to practical problems. The proposed method would be capable of

being a solution for resolving the urgent social problems. The proposed method is ex-

pected to obtain a reasonable trade-off in the requirements to have enough necessary

properties for the applications of protecting digital audio and adding complementary

values toward enriching audio content.

The first application would be a scheme for prevention of uploading copyrighted

digital audio to sharing services like YouTube. Nowadays, the viral broadcast of

copyrighted audio content is done mainly thanks to the popularity of SNS and cloud

data services. To solve this problem, copyright mark is embedded as watermark in

the digital audio content. When a user upload an audio file with copyright mark, the

sharing service can examine the copyright mark and stops the uploading and give

certain further actions on this user. The watermark is expected to be very robust

against attacks to secure the copyright mark. It is also expected to not cause audible

distortion in the audio signal in order to preserve its commercial value. The main

usefulness of this application is helping prevent widespread of copyrighted digital

audio via sharing services in the Internet. Its limitation is not able to stop sharing

directly between users.

The second application would use watermark as a channel carrying complementary

information for digital audio content. Content information about an audio signal is

interesting to users, especially in music applications, helping enrich users’ experience

on listening to music. Another usage scenario is to enable broadcasters to enhance
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entertainment experiences for their consumers. The watermark is expected to have

high capacity in order to convey data as much as possible. Inaudibility is also desired

to maintain the high sound quality.

1.4 Thesis Outline

This dissertation is composed of six chapters. A schematic overview of this dissertation is

shown in Fig. 1.1. Chapters 2–6 are organized as follows.

Chapter 2 presents background knowledge related to this study and key principles of

the proposed methods. This chapter starts with detailed descriptions about audio data

hiding and literature review of this research field. State-of-the-art methods of audio data

hiding are surveyed and their remaining issues are pointed out as well. Next, important

background knowledge related to the proposed methods including phase characteristics

and human perception on phase of audio signals is presented. Then, general scheme of

audio data hiding based on phase manipulation is described and key principles for efficient

methods of audio data hiding based on dynamic phase manipulation are proposed.

Chapter 3 describes the concept of watermarking based on adaptive phase modula-

tion and the implementation. This chapter proposes a method of audio data hiding based

on adaptive phase modulation. Audio signals are usually non-stationary, i.e., their own

characteristics are time-variant. The features for watermarking are usually not selected by

combining the principle of variability, which affects the performance of the whole water-

marking system. The proposed method embeds watermark into an audio signal by adap-

tively modulating its phase with the watermark using IIR all-pass filters. The frequency

location of the pole-zero of IIR all-pass filter which characterizes the transfer function of

the filter is adapted based on signal power distribution on sub-bands in magnitude spec-

trum domain. The pole-zero locations are adapted in a manner that the phase modulation

produces slight distortion in watermarked signals to achieve the best sound quality. Rea-

sonable trade-off between inaudibility and robustness could be obtained by balancing the

phase modulation scheme.

Chapter 4 provides description on the concept of audio data hiding based on dy-

namic phase coding and its implementation. This chapter proposes an audio watermarking

method based on dynamic phase coding and error control coding. The technique of quan-

tization index modulation is employed for embedding watermarks into the phase spectrum

of audio signals. Since most of audio information is distributed in somewhat low frequen-

cies, to increase robustness, this frequency region is chosen for embedding watermarks.

Phase modification causes sound distortion in a manner that is proportional to the magni-

tude. Therefore, the amount of phase modification is adjusted according to the magnitude

to balance inaudibility and robustness. Error control coding is incorporated to further
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increase reliability of watermark detection.

Chapter 5 introduces three applications of the proposed methods. The applicability

of the proposed methods is further verified by practical applications. The first application

is a copy prevention scheme that enables sharing services to prevent users from upload-

ing copyright audio content. The second application is capable of adding complementary

information for audio content toward enriching digital audio. The last application uses wa-

termarks as complementary information for radio programs in radio broadcasting systems,

e.g., advertisement, weather forecasting, and emergency alert warnings.

Finally, Chapter 6 summarizes this study, gives some concluding remarks, highlights

our contributions to the research field, and opens a number of directions for future research.
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Figure 1.1: Schematic outline of the dissertation
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Chapter 2

Background and Key Principle

2.1 Overview of Audio Data Hiding

2.1.1 General scheme

Figure 2.1 depicts a general scheme of audio data hiding which consists of two processes:

watermark embedding and watermark detection. At embedding side, a watermark, s, is

embedded into a host audio signal, x(n), by a watermark embedder which produces an

output, namely watermarked audio signal, y(n). The watermarked signal is sent to others

and may suffer from some kinds of processing or attacks. At detection side, receivers extract

the watermark, ŝ, by using a watermark detector in which the input is the watermarked

signal or both the host signal and the watermarked signal.

Usually, the host signal is split into frames, in which a watermark-bit or a few

watermark-bits are embedded into each frame. All watermarked frames are then com-

bined together by non-overlap and add (non-OLA) or certain frame-transition technique.

In that manner, the watermarked signal is also split into frames to extract the bits in every

frames. And accordingly, frame positions need to be detected before watermark-detection

process. Automatic frame-synchronization is thus an important issue should be taken into

account for the design of watermarking algorithm.

2.1.2 Performance evaluation

Research of audio data hiding has been conducted for about twenty years, resulting in

several approaches with numerous methods. To have a better view on effectiveness and

performance of the reported methods of audio data hiding in the literature, this section

starts with an overview on performance evaluation of audio data hiding. Objective eval-

uations such as the signal-to-watermark ratio (SWR), log-spectral distortion (LSD) [32],

and perceptual evaluation of audio quality (PEAQ) [33] are usually used to measure the
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Figure 2.1: Overview of an audio data hiding system: (a) process at embedding side and
(b) process at detection side.

sound quality of the watermarked signals. Bit detection rate (BDR) is used to measure

the accuracy of watermark detection process.

Signal-to-watermark ratio

SWR was used to compare the level of a host signal to the level of watermark, which may

be referred to as signal-to-noise ratio (SNR) or signal-to-error ratio (SER). A higher SWR

signal indicated better sound quality. SWR is defined in dB by:

SWR(x, y) = 10 log10

(

∑N

n=1 x
2(n)

∑N

n=1 (y(n)− x(n))2

)

(dB), (2.1)

where x(n) is the host signal, y(n) is the watermarked signal, and N is the number of

samples.

Log-spectral distortion

LSD was used to measure the distance or distortion between two spectra. A lower LSD

value indicates a better result. LSD is defined by:

LSD(X, Y ) =

√

√

√

√

1

K

K
∑

k=1

(

10 log10
||Y (k)||2

||X(k)||2

)2

(dB), (2.2)
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Table 2.1: Quality degradation of sound and PEAQ (ODG).

Quality degradation ODG

Imperceptible 0

Perceptible, but not annoying −1

Slightly annoying −2

Annoying −3

Very annoying −4

where X(k) and Y (k) are the short-time Fourier transform of the host and watermarked

signals, respectively, in which an overlap rate of 0.6 was used for this evaluation. k is the

frame index and K is the number of frames.

Perceptual evaluation of audio quality

PEAQ [33] is used to measure quality degradation in audio according to the objective

difference grade (ODG) which ranges from −4 to 0. ODG indicates the sound quality of

target signals as shown in Table 2.1.

Detection accuracy

Detection accuracy was measured by BDR, the ratio between the numbers of correct bits

and total bits as follows.

BDR =
number of correctly detected bits

total number of bits
=

∑

xor(s, ŝ)
∑

xor(s, s)
, (2.3)

where xor is the exclusive−or function.

2.1.3 Watermark attack

Watermark attacks are defined as processing that aims to enhance the quality of the

watermarked signals or perceptually compress its size or as attempts that try to remove

or invalidate the embedded watermark without affecting the sound quality. The term

attack here requires further clarification. To simplify the notation of the general scheme

of watermarking, both common signal-processing operations and intentional attempts are

regarded attacks. Furthermore, any processing damaging the embedded watermark can be

a potential method for pirate to remove the watermark. A good watermark should resist

the attacks unless the sound quality of watermarked signals is severely degraded. The

following attacks have been widely used individually or in a combination [34, 35].
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Additive white Gaussian noise (AWGN). White Gaussian noise is usually added

to the watermarked signal with the aim of masking the watermark and make it not fully

recoverable. The sound quality of the resulting signal will be reduced to a certain extent.

Digital-to-analogue and analogue-to-digital (D/A–A/D) conversion. This at-

tack consists in converting the digital audio samples into analog form. Some kinds of

distortion such as amplitude scaling and phase shifting may be applied. The resulting

analog-signal is then converted back into the digital form.

Re-sampling. Re-sampling attacks involve down-sampling the audio signal and then

up-sampling the resulting signal to the original sampling-frequency. Aliasing distortion

may occur if the re-sampling rate is low.

Perceptual compression. Knowledge from psychoacoustics study is exploited to

remove inaudible portions of the signal, reducing its size. Frequency components falling

outside the human audible range and the components masked by the stronger ones are

removed. The state-of-the-art technique includes MP3 and MP4 compression.

Re-quantization. This attack re-maps the value of audio samples to a smaller set by

reducing the number of bits for each sample. It affects the audio signal in a similar manner

to that of additive white noise. The number of quantization bits is reduce in such a way

that do not make the noise audible.

Filtering. Filters are used to remove unwanted frequency components or change the

phase of audio signals. This attack includes low-pass filtering, bandpass filtering, and

all-pass filtering. The filter coefficients are suitably designed so that only slight distortion

occurs.

Echo addition. Delayed and attenuated copies (i.e., echoes) of the audio signal are

created and added back to the signal in a manner that human ears cannot easily differenti-

ate. Echoes with short delay-time actually emphasize the signal, making it louder, rather

than cause distortion.

Time scaling. The audio signal is played faster or more slowly, resulting in a change

in pitch. Related attacks include time-stretching, which preserves pitch (speed change)

and pitch stretching, which preserves tempo (frequency scaling). These attacks are also

used as de-synchronization attacks.

2.2 General Applications of Audio Data Hiding

Although the main purposes of audio watermarking is to combat against copyright in-

fringement, it has shown advantages in a vast majority of other applications as well [36].

While copyright-related applications of data hiding require a certain degree of robustness

against intentional attacks which greatly increases the complexity of the system, malicious

attacks do not influence applications related to information carrier since the information
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actually adds complementary value to the signal. The watermark should still be robust to

common operations, such as filtering, compression, D/A–A/D conversion.

This subsection presents some typical applications of audio data hiding that have been

reported in the literature so far. In each application, we emphasize essential properties

that the watermarking method must have in order to be efficiently applicable.

2.2.1 Proof of ownership

Audio watermarking was originally proposed as a solution for protecting copyright of digital

music. It is necessary to have a mechanism to determine who is the owner of a public music

track. In this application, a proof of ownership is embedded as watermark into the music

track. When there is a dispute on ownership right, the audio watermarking system enables

the actual author to demonstrate the presence of this watermark to claim his ownership.

The watermark is expected to be totally robust and secure, i.e., to survive common

signal processing operations and especially intentional attacks that can invalidate the wa-

termark. Such a watermark is ideal to carry copyright proof in audio signals since they

can be both inaudible and inseparable from the watermarked signal that contains it. How-

ever, watermarking without extremely strong robustness may still be useful in embedding

copyright notice into audio signals in order to generate a warning for considerate users.

2.2.2 Copy protection

As an effort to prevent copyright infringement, copy protection prevents publication of

copyrighted digital data to file sharing services. Unlike conventional copy prevention that

restricts duplication of digital audio on users’ computer that has been proven impossible

[8], this technique is made feasible by enforcing file sharing services to comply with the

copyright law. Users cannot upload digital audio to file sharing services without rightful

ownership.

In copy protection, unique identity or digital fingerprint of copyrighted audio is em-

bedded as watermark into the audio signal. The digital fingerprint should be unchanged

with imperceptible modification in the audio signal. When the audio signal is uploaded to

a file sharing website, the embedded watermark is extracted and used to verify if it is legal

to be uploaded. Media sites like YouTube can analyze files and compare their fingerprints

with a database of copyrighted material and stop users from uploading these files [12].

The watermark should be very robust and secure to withstand against attempts to

distort it. This application offers a possibility to limit widespread sharing of copyrighted

digital audio. However it cannot stop peer-to-peer file sharing, which transfers digital

audio directly between users.
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2.2.3 Tampering detection

Digital technologies allows normal users to modify digital audio without leaving any per-

ceptible marks. In digital forensics, digital audio is used as an evidence in court where its

authenticity and integrity is crucial. Without authentication, we cannot verify whether

the audio signal is really the original one or has been modified. It is therefore demanded

to detect such tampering to verify integrity of audio signals.

In contrast to robust watermarking which aims at copyright protection, fragile water-

marking has been proposed for dealing with tampering detection [37–39]. The challenge

is that it is difficult to differentiate malicious tampering from common signal processing

operations. Fragile watermark is embedded in the original audio signal and can be used

to check if the original signal is tampered and detect the location of tampering.

To achieve that goal, fragile watermarking must be robust against common signal

processing operations but fragile against malicious attacks that try to remove watermark.

2.2.4 Usage tracking

Another technique in digital right management (DRM) is tracing the source of illegal

duplication [40, 41]. This technique enables the owner to monitor the customers who have

infringed the license agreement on sold digital audio. Certain punishment can be made to

compensate for the owner’s commercial loss.

Usage tracking is done by firstly embedding the digital fingerprint of each copy of digital

audio as watermark into audio content. This process is also referred to as fingerprinting.

Unlike copy protection, this application requires that the fingerprint must be unique for

each copy. This fingerprint could be the unique identity of the customer who buy digital

audio. Based on embedded watermark, the owner can identify the unauthorized copy and

track back the customer that broke the license.

The main challenge for this technique is assuring watermark robust against collusion

attack where several users can combine their copies together to invalidate the watermark,

e.g., averaging all the copies [42].

2.2.5 Broadcast monitoring

Growing with digital development has notably been expansion of television and radio chan-

nels over the last few years. Management of media assets sold for broadcasters has become

increasingly important for the owner of media content. For example, the owners might

want to check if their advertisement is actually airing, if their program is edited without

permission, or it is broadcast multiple times without consent [43]. All those need to be

used according to contract to ensure fair compensation for the owner. The straightforward
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solution is having human observers record what they see or hear on a broadcast. This

method, however, becomes costly and error prone. Therefore, it is desirable to replace it

with a more sophisticated version, and digital watermarks can be an ideal solution.

By embedding a watermark into audio or video content at the time of production and

broadcasting, the owner can easily identify when and where the content is broadcast, who

is the broadcaster, and how long it lasts. Being a part of the content, the watermark is

strongly withstanding against attempts to destroy or remove it. Digital watermarks can

be referred to a database with complete meta-data associated with the content, e.g., title,

type, author, broadcast schedule, and so on. The broadcast monitor uses a computer with

a pre-installed watermark decoder to examine and track inappropriate television channels

or radio stations precisely and quickly. Watermarking has the advantage that the broadcast

program is compatible with available TV or radio devices since the watermark does not

affect to normal use of audio or video and that it does not requires extra resources such

as other frequencies or header files.

The watermark has to be robust against transmission over the air channel which is

analogue and noisy to be compatible with analog radios and TVs. Inaudibility is highly

required to remain the high quality of digital audio. High embedding capacity is of interest

to carry more information so that the system can have enough data without using a

database which needs frequent update.

2.2.6 Information carrier

Watermark can be employed as a channel for carrying any kind of information [44–47].

For example, it could be the content information which describes for a music track or the

information that adds value for radio or TV programs.

Content information is defined as information about an audio signal that is interesting

for users, especially in music applications. Depending on specific application, several levels

of content information could be defined. Some examples of interest we can mention are:

content information describing a song (timbre, rhythmic, or harmonic description), meta-

data describing a music track (title, composer, created date, performer, performance date,

lyrics, album cover art, copyright notice).

Broadcasters can embed text to their radio or TV programs to enhance entertainment

experiences for consumers [15, 48, 49]. The text is then displayed on a small screen

of the radio receiver or TV. Here are some examples that we can think about: station

identification, current time, advertisement, breaking news, weather forecast, stock prices.

Another interesting application of using watermark as information channel is identifi-

cation of the aircraft in voice communication between aircraft pilots and controllers [50].

Aircraft pilots communicate with ground controllers mainly by voice via analog amplitude
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modulation (AM) radios [51]. The identification of the aircraft, which is very important

for the controller to give appropriate instructions, is until now transmitted verbally. The

identification step is inherently threatened by quality of the speech signal and human error,

which might cause incidents. The aircraft number could be embedded as a watermark in

the speech signal to prevent safety-critical misunderstandings.

These applications requires to transfer an as-much-as-possible amount of information,

thus embedding capacity is highly necessary. Inaudibility should also be satisfied to main-

tain the high sound quality of audio signals.

2.2.7 Covert communication

Similar with information carrier application, watermark can also be employed as a channel

for transmission of secret information [14, 52–54]. Covert means hidden or secret, implying

that the information should be invisible to everyone. The term “covert communication”

may be referred to as steganography. Watermarking has an advantage that the transmis-

sion of secret data is transparent and fuzzy. People are not aware that the important

message is being transmitted because it is hidden inside the host audio that is being used

for general purposes. In contrast, in conventional techniques of securing data by employ-

ing encryption, encrypted data, which have no meaning, implicitly say that the message

is important and thus becomes a target of attacks.

This application is a combination between encryption and watermarking. At the sender

side, the message is encrypted using a public key and then the encrypted message is

embedded as watermark into the audio signal by watermarking. At the receiver side, the

watermark is detected and then decrypted using a private key to extract the message.

Secret message can be embedded as watermark in transactions between military and state

offices, banks and other financial organizations.

Since security and large amount of information are very important, this application

requires almost all the requirements: robustness, blind detection, high reliability, frame

synchronization, and high capacity.

Summary

Above are some classes of application of data hiding in practice. Each application in

each class has some specific requirements. However, there are some requirements that all

applications in each class should be satisfied. Table 2.2 lists some necessary requirements

recommended for these classes of application. In this table, strong robustness means

that the watermark should resist intentional attacks and it is assumed that the resistance

against innocent processing is always needed. It should be mentioned that the degree of

requirement also varies with different applications. For instance, embedding capacity is
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Table 2.2: Recommended requirements for typical classes of application.

(1) (2) (3) (4) (5) (6)

Proof of ownership

Copy protection

Tampering detection

Usage tracking

Broadcast monitoring

Information carrier

Covert communication

(1) Inaudibility (2) Strong robustness (3) Blind detection

(4) Frame synchronization (5) Embedding capacity (6) Reliability

needed in many degrees or robustness is desired for certain attacks. Requirements for

watermarking should be figured out in details when it is designed for realistic applications.

2.3 History of Audio Data Hiding

2.3.1 Methods based on least significant bits

The most conventional and simplest technique of audio data hiding works based on least

significant bit (LS-bit) [55]. Watermark is embedded into audio signals by substituting or

manipulating the LS-bits of audio samples according to watermark bits. Since LS-bits do

not have much effect to the quality of audio signal, the distortion caused by this method

is not severe, hence the watermark is inaudible to users. The other advantage is the high

bit rate, e.g., 44100 bps for audio signals with a sampling frequency of 44.1 kHz. However,

this method has a serious limitation with robustness, even against simple signal-processing

manipulation such as addition of white noise.

A few smarter versions of this technique [56–58] attempts to improve the robustness

by wisely modifying bits in higher bit layers, i.e., second LS-bit, third LS-bit, etc., for

embedding watermark. However, the improvement is effective for additive white noise only;

the watermark still do not resist other signal-processing operations such as resampling or

MP3 compression.

2.3.2 Methods based on spread spectrum

Inspired from the concept used in spread spectrum (SS) communication, a number of

methods of audio data hiding based on spread spectrum have been proposed. The principle

19



is that the watermark is spread over the large bandwidth spectrum so that the energy in a

single frequency is very small and it can be undetectable. This also enables the watermark

to be easily detected even if there is interference on some frequencies.

The simplest technique based on spread spectrum is direct sequence spread spectrum

(DSSS) [17, 59]. In this case, the host signal is firstly split into frames in which a bit is

embedded into each frame. Supposed that the watermark bits is represented by {−1, 1}. A

pseudo random sequence is generated with the length as same as that of the frame using a

secret key. Then, this sequence, after multiplied with the watermark bit, is added into the

host frame to produce the watermarked frame. To keep the watermark bit inaudible, the

random sequence is scaled by a factor beforehand resulting in a sequence with amplitude

is about 0.5% of the dynamic range of the host frame [60]. The secret key which is used to

control the sequence generator offers the possibility of protecting the watermark privacy.

In order to extract the watermark, the watermarked frame is correlated with the pseudo

random sequence. If the result is positive, bit ‘1’ is detected, otherwise, bit ‘–1’ is detected.

The secret key needs to be available at the detection side. As the watermark is spread

and added into the host signal, the interference caused by the host signal may increase the

error rate of watermark detection even in the absence of any attack.

In DSSS, the watermark is directly embedded into the host signal and the information

of host signal is not used. Malvar and Florencio [61] have proposed a method, namely

improved spread spectrum (ISS), in order to reduce the effect of the host signal interference.

The ISS method takes advantage of the known information of the host signal to compensate

for the host signal interference, reducing the error rate of watermark detection. Using this

approach, the performance can improved in term of robustness against white noise or error

rate of detected watermark and the capacity of watermark channel can also increase as

well [62].

Although the watermark can be securely protected and robust against noise in the

methods based on spread spectrum, the watermark represented by the pseudo random

sequence is audible even its power is low. Some other improvements on traditional spread

spectrum technique have also been made, e.g., embedding watermarks in modulated com-

plex lapped transform (MCLT) domain [63, 64], incorporating perceptual entropy psy-

choacoustic model into spread spectrum and adaptively embedding watermark [65], and

spreading watermark over selective frequencies [66, 67].

In spread spectrum, high frequencies are more accounted for the inaudibility of the

watermark but are less resistant against robustness whereas low frequencies have the op-

posite characteristics. The watermark is spread over the whole audible spectrum in order

to solve this conflict. This is the appeal of spread spectrum technique for audio data hid-

ing. However, a common limitation in spread spectrum approach is that it is vulnerable

to multiple watermark, i.e., only one bit is embedded into one frame. While we can think
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of reducing the frame length to increase the bit rate, it may also lead to more interference

of the host signal, resulting in higher bit error rate. Hence, the bit rate of watermark is

relatively low.

2.3.3 Methods based on echo hiding

The simplest method based on echo hiding embeds information into the host signal by

introducing an echo in the host signal, which is an annutated delayed version of the host

signal [16]. The watermark is encoded by the delay time of the echo, e.g., two different

values of delay time are used to encode one watermark bit. The delay times are care-

fully chosen so that the watermark is inaudible and recoverable. By optimzing the delay

time, adding the echo to the host signal essentially emphasizes the host signal, making it

perceived louder, hence the watermark is basically inaudible to human auditory system

(HAS).

To extract the embedded watermark bit, a technique based on examining complex

cepstrum of watermarked signal is used [16]. Accordingly, a magnitude peak occurs at the

delay time in the watermarked signal’s cepstrum. The magnitudes at two locations (delay

times) of the autocorrelation of the watermarked signal’s cepstrum are compared and the

watermark bit is chosen as the one corresponding to a higher magnitude.

In order to extract the watermark correctly, the magnitude of the echo needs to be

considerably large, but, on the other hand, large magnitude echoes degrad the quality of

watermarked signals. Toward overcoming this drawback, multiple small magnitude echoes

with different delay times were used to embed watermark [68]. This approach, however,

has higher error rate of watermark detection. Oh et al. [69] proposed echo kernels with

positive and negative magnitude to compensate for distortion. Kim and Choi [70] proposed

backward and forward echo kernels for audio data hiding. These methods use multiple

echo kernel with relatively smaller magnitude achieving better performance on detection

accuracy and inaudibility.

Since the watermark can be simply detected by autocorrelation of the watermarked

signal’s cepstrum, echo hiding methods face with a serious issue in security. The watermark

is easily detected by using cepstrum analysis or destroyed by echo cancellation.

Ko et al. [71] proposed a time-spread echo which acts as reverberation in real envi-

ronment consisting of many small echoes. By spreading the echoes, the energy of each

echo can be reduced, thus the distortion induced by echo addition is inaudible to HAS

while the error rate of watermark detection is maintained as small as conventional echo

hiding methods. Spreading echo signals is done by using a pseudo random sequence which

acts as a secret key. The secret key needs to be used in watermark detection, resulting

in increasing security of watermark. This method, however, meets a drawback with host
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signal interference, which may reduce robustness against noise, when sound quality of

watermarked signals is kept at an acceptable level.

In [72], Chen and Wu presented an echo hiding method to increase security, robustness,

and perceptual quality by introducing interlaced kernels, frequency hopping, and analysis-

by-synthesis approach. The magnitude of echo signals are suitably adapted to the host

signal’s characteristics and its resistance against attacks. In the interlaced kernels, delay

times for embedding bit ‘0’ and ‘1’ are alternately exchanged in order to minimize the host

signal’s influence and the attacks’ effect. Frequency hopping, incorporated with pseudo-

noise sequence as a secret key, is aimed at increasing robustness and security. As for

interlaced kernels, the author assumed that the audio frame has similar properties in the

first half part and the last half pass, for correct detection of watermarks. This assumption

does not hold for all the audio signals in practice, this method may not always robust.

Several other methods have improved inaudibility, robustness, and security of echo

hiding method. Xiang et al. [73] proposed the echo kernel generated with pseudo-noise

sequence has frequency characteristics that the echo signals have smaller magnitudes in

perceptually significant region, toward higher perceptual quality of watermarked signals.

Xiang et al. [74] also proposed a dual-channel time-spread method which adds two sets of

echo signals with opposite polarity into two sub-signals of an audio frame, i.e., one con-

sisting of even samples sequence and the other consisting of odd samples. This embedding

mechanism yields an inherent cepstral feature in the two watermarked frame, reducing

error rate of watermark detection.

In [75], Hua et al. proposed an optimal echo filter coefficients in which power spectrum

of the echo filter is shaped by the absolute threshold of hearing of HAS to ensure the

optimal inaudibility. Additionally, the autocorrelation function of the echo filter coeffi-

cients is optimally quantitatively specified. Based on this echo kernel, the authors have

demonstrated the outperforming results in term of inaudibility, robustness, and security

over other echo hiding methods.

The challenging point in echo hiding is that it is hard to determine exactly delay time

of low-magnitude echoes by autocorrelation when the watermarked signals are subjected

to attacks. Robustness and inaudibility are conflicted each other, with regard to echo

magnitude and delay time. Furthermore, at the boundary between two successive frames

containing different bits, there may be disrupt change in the watermarked signal caused

by fast phase-shift. This disruption may become audible to human. A transition period

can be incorporated to smoothly connect the frames in order to minimize the distortion.

22



2.3.4 Methods in transformed domain

Methods in transformed domain exploit advantages of simultaneous masking characteristics

of HAS to embed inaudible watermarks. It is easier to incorporate perceptual knowledge

into the embedding algorithm in transformed domain than in time domain. A simple way

of exploiting perceptual knowledge is to embed watermark into the mid-range frequency

component, since the low frequency components are more sensitive to noise and the high

frequency components can be remove without degrading the audio quality. Also, many

of the state-of-the-art compression techniques such as MP3 work in the same framework.

Watermark can be adapted with the models to resist perceptual compression.

In general, quantization index modulation (QIM) technique is used for embedding

watermark in transformed domain because of its good robustness and blind nature [19].

The embedding rule is quite simple. Suppose that a watermark bit needs to be embedded

into a variable, QIM quantizes the value of this variable according to the corresponding

scale. The watermarked variable is transmitted and may suffer from noise. To detect, the

distance from the watermarked variable to its closet point in each scale are calculated and

the watermark bit is decided by choosing the bit corresponding to the scale with the lower

distance. When applied to audio watermarking, QIM needs to specific acoustic features,

e.g., magnitude spectrum or phase spectrum, for embedding and reasonable quantization

step size (the distance between two point in the scales).

Wu et al. [44] proposed an algorithm that embeds watermark into low frequency

coefficients in discrete wavelet transform (DWT) domain with self-synchronization of frame

positions. Due to taking the advantage of the time-frequency localization capability of

DWT, this method can reduce computational load occurring in searching synchronization

codes and detect watermark. In [76], Chen et al. presented an approach based on group-

amplitude quantization. To enhance the robustness, the watermark is embedded in the

low-frequency components in DWT domain. Chen et al. solved the trade of between

inaudibility and robustness, by choosing an optimal quantization equation in order to

reduce the distortion in the host signal and the detection error introduced by quantization.

Huang et al. [77] employed QIM technique and exploited perceptually significant fre-

quency components in discrete cosine transform (DCT) main for embedding watermark

toward robustness against noise and MP3 compression. Wang and Zhao [78], aside from

the employment of adaptive QIM, exploited the multiresolution analysis of the DWT and

the energy-compression characteristics of the DCT to account for the inaudibility of the

watermark and explored the resistance of low frequency component to attain the robustness

against attacks.

Later in [79], Wang et al. proposed a method based on QIM in DCT domain, in

which the quantization step sizes are adapted to the local acoustic features and human

auditory masking and the well-trained support vector regression (SVR) are incorporated
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to precisely recover the watermark. This scheme has been reported to achieve effective

audio watermarking in robustness, imperceptibility, and capacity. However, it suffered

from a minor shortcoming that the watermark is not 100% recovered when the embedding

bit rate becomes very high.

Hu et al. [80, 81] have proposed an improvement of this approach by introducing

perceptual QIM in DCT domain. This method has been reported to be capable of achieving

inaudibility, blind detection, robustness, and high embedding capacity, becoming the state-

of-the-art in the literature.

It has been reported that the HAS is relatively insensitive to the phase components of

sound [82, 83]. Phase distortion is perceptible to HAS only when the phase relation between

each frequency component of the signal is dramatically changed [31]. This property of HAS

is potential and has been exploited for inaudible audio watermarking for years [16, 31, 60,

84, 85]. These methods work by modifying the phase of the host audio signal according to a

phase pattern using all-pass filter (APF) [86–88] or by quantization of the phase spectrum

using QIM [22, 89, 90]. The reported results suggest that audio watermarking based on

phase modification well performs with regard to inaudibility, robustness, blind detection,

and high embedding capacity.

Apart from DWT and DCT domains, audio watermarking can also be implemented in

other domains such as discrete Fourier transform (DFT) [91], cepstrum [92, 93], and sin-

gular value decomposition (SVD) [23, 94–96]. According to the reported methods, theory

analysis and simulation results have shown that transform-domain techniques are generally

more robust than time-domain techniques because they can better exploit advantage of

signal characteristics and auditory properties.

2.3.5 Other methods

Psychoacoustics is the study of the mechanism of sound perception by human. Human

ears have several limitations in distinguishing frequency components; in particular, when

two frequency components are close together, the stronger one masking the other, makes it

inaudible. Psychoacoustic models generalize the frequency masking effect by calculating a

masking-threshold curve for a specific signal, called a masker. If another signal has power

spectral density below the masking-threshold curve, it will be masked by the masker. The

watermark is often shaped in frequency so that its power spectrum is under the masking-

threshold curve of the host signal.

From the early days of audio data hiding, psychoacoustic model has been incorporated

into designing watermark embedding algorithm to maintain high sound quality of the

host signal. Swanson et al. [97] proposed a method that directly embeds watermark by

modifying audio samples in incorporation with temporal and perceptual frequency masking
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effect. Methods based on the presented approach such as spread spectrum and echo hiding

have also incorporated masking effects into watermark embedding [65, 73, 75, 98, 99].

Besides methods based on the above approaches, there are other methods that can be

mentioned: a patchwork-based method [24], a histogram-based method [100], a method

based on neural network [101], a method based on SVR [79], and methods based on QIM

[19, 21, 102, 103].

2.4 Audio Data Hiding Based on Phase Modification

2.4.1 Phase characteristic of audio signal

To thoroughly understand phase characteristic of sound, we should first be clear about

phase of a pure tone which consists of a single frequency. Let take a look at a sinusoid

function which is a mathematic model of pure tone. This function is represented by the

following formula:

s(t) = cos(2πft+ φ), (2.4)

where f is frequency, φ is initial phase, and t is time variable. We may easily observe that

s(t) changes with the increase or decrease of φ, but the change pattern of s(t) is hard to

imagine. To see the point more clearly, we slightly modify the function of s(t) as follows.

s(t) = cos(2πf(t+ t0)), (2.5)

where t0 =
φ

2πf
. Now, it is obvious that with the increase of φ, s(t) shifts to the left hand-

side, whereas s(t) shifts to the right hand-side with the decrease of φ along the time axis.

Thus, modifying the phase of a pure-tone signal actually makes it come earlier or later in

time domain. By extending this principle for a complex tone or a realistic audio-signal

which is composed of multiple frequency components, it turns out that modification of

the phase spectrum is the process that delays or advances the waveforms of corresponding

frequency-components.

Human ears perceive sound by separating into group of frequencies; each of group

is perceived as a single frequency. This phenomenon is called frequency selectivity of

HAS. Moderately modifying phase of frequencies in a group in synchronization does not

induce perceptible distortion but when phase relation between components in one group is

changed, the timbre changes drastically, leading to perceptible distortion. Moore et al. [30]

demonstrated that human ears appear insensitive to relative phase when the frequency

components are resolved, but with the unresolved frequency components, human ears can

easily detect distortion due to changing relative phase.
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In another study, Ozawa et al. [29] revealed that human ears is hardly sensitive to the

difference in phase between two complex tones in high frequency range whereas with low

frequency components, the ears can perceive the difference as timbre change. It is generally

believed that if the phase-modification is kept sufficiently small, it is difficult for human

ears to distinguish between the original sound and the modified sound [104]. Phase is more

related to spatial information of sound, hence more important for real or 3D sound and

less important for recorded sound [105, 106].

On the other hand, lossy compression technique such as MP3 is based on psychoacoustic

models to estimate the masking-threshold curve. The spectral components are quantized

and coded in such a way that the noise introduced by quantization is below the masking

threshold [107]. Accordingly, phase is relatively resistant to perceptual compression due

to the following reasons. First, perceptual compressors do not modify the phase of audio

signal, just the magnitude. Second, they are based on the frequency masking-effect, i.e.,

masked components are coded with less number of bits. Finally, as long as the magnitude

is not two small, changing the magnitude does not affect the phase.

Since the human ears are less sensitive to the phase of sound than to the noise and the

phase is less affected by processing, these properties have been exploited for inaudible and

robust watermarking over the recent years [31, 60, 84–86]. The methods work by modifying

the phase of the original audio signal according one of two amounts of modification, each

one encoding a bit of information. That is, the watermark data is represented by a phase

shift in the phase of the host signal.

The original signal is firstly split into a series of short frames. Next, fast Fourier

transform (FFT) is applied to each frame, generating a phase spectrum and a magnitude

spectrum. Then, the phase spectrum is added with the phase response of an infinite im-

pulse-response (IIR) APF or is quantized by QIM; two APFs or two quantization step

sizes are pre-defined to represent for each bit. The amount of modification is specified in a

manner that the watermark does not induce severe distortion and resist signal-processing

operations. There are two types of watermarking methods developed using the phase of

host signal, namely phase-modulation based watermarking and phase-coding based water-

marking.

2.4.2 Phase modulation for watermarking

In phase-modulation approach, an APF is used to embed watermarks into the host audio

signal, x(n), by introducing imperceptible phase-modification. The technique of phase-shift

keying (PSK) which is popularly used in data-transmission systems is adopted to realize

this scheme. To embed a watermark-bit (‘0’ or ‘1’), a corresponding APF with a specific

pole-zero is used to modify the phase spectrum of the host signal. Two APFs are pre-
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Figure 2.2: A scheme of audio data hiding based on phase modulation

designed and each one is picked up to use according to the bit. The transfer function of a

first-order IIR APF is represented by:

H(z) =
−r + z−1

1− rz−1
(2.6)

where r is the filter’s pole and 1
r is the filter’s zero. The parameter r of the APF is

modulated with the embedded bit, i.e., r0 and r1 are used for the corresponding bits.

Watermark embedding

Figure 2.2 depicts a block diagram of the watermark algorithm. Watermark s(i) is em-

bedded into the host signal, x(n), as follows.

Step 1. Host signal x(n) is first split into frames xi(n). Each frame is filtered by an

APF which is designed by the next two steps.

Step 2. The watermark bit to be embedded is are represented by the filter parameter

r. The values of parameter r, r0 and r1 are earlier determined by experimental analysis.

According to the watermark bit ‘0’ or ‘1’, r is set to r0 or r1, respectively. For example, if

the bit is ‘0’, then r = r0.

Step 3. Filter H(z) is designed with the parameter r by Eq. (2.6). Then, frame xi(n)

is filtered by H(z).

Steps 2–3 are repeated until we reach the final frame.

Step 4. Finally, the filtered frames are joined together by non-OLA technique to yield

watermarked signal y(n).
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Watermark detection

To detect embedded watermark-bit in a frame, each watermarked frame is analyzed to

determine the filter that was used to process that frame in embedding process. It should

be reminded that the filtering process can be performed in frequency domain as follows:

Y (z) = X(z)H(z), (2.7)

where X(z) and Y (z) are z-transform of the original frame and the watermarked frame,

respectively. Assume z0 be a zero of the filter H(z). As the nature of a zero of an IIR

filter, H(z0) = 0. Hence, Y (z0) = 0. This is a hint for blind watermark detection. We can

use chirp-z transformation (CZT) [108] to calculate Y (z0) as follows:

Y (z) =

N−1
∑

n=0

y(n)z−n (2.8)

CZT over the zero-contour of the IIR-APF exposes a minimum at the pole-zero frequency

in the log-magnitude spectrum. Based on the zero location over which the minimum

occurs, we can determine which APF was used and then detect the embedded bit. The

watermark is extracted as follows.

Step 1. Watermarked signal y(n) is first split into the frames yi(n).

Step 2. Frame yi(n) is then analyzed by two types of CZT over two contours with

radii of 1/r0 and 1/r1. The outputs are Yir(z), ir = {0, 1}.

Step 3. The log-magnitudes at direct current (DC), |Yir(0)|, ir = {0, 1}, are compared

together and the watermark is chosen as the bit corresponding to the lower magnitude.

Steps 2–3 are repeated for the total number of frames to extract all the embedded

watermark-bits.

2.4.3 Phase coding for watermarking

In phase-coding approach, watermark is embedded into the phase spectrum of the host

signal by QIM technique. The phase is quantized to two pre-defined scales in which each

one represents for a watermark-bit (‘0’ or ‘1’). The QIM step-size which quantifies for the

amount of phase-modification is pre-determined by experimental analysis. The higher QIM

step-size results in higher robustness but less degradation of watermarked-signal quality

and vice versa.

Watermark embedding

The embedding process starts with frame segmentation of the host signal, x(n) into frames

xi(n). Each watermark-bit from watermark s is embedded into one frame. Figure 2.3(a)
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Figure 2.3: A scheme of audio data hiding based on phase coding: (a) watermark-
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depicts a block diagram of the watermark-embedding process. A watermark-bit is embed-

ded into an audio frame as follows.

Step 1. Original frame xi(n) is transformed into the Fourier spectrum Xi(ω) by FFT.

Magnitude spectrum |Xi(ω)| and phase spectrum 6 Xi(ω) are calculated.

Step 2. The watermark-bit are encoded into the phase of frequency-components by

QIM encoder and a quantized phase spectrum 6 Yi(ω) is obtained. Although each bit

can be embedded in only one component, it is embedded in all components to increase

robustness.

Step 3. The magnitude spectrum, |Xi(ω)| and the quantized phase spectrum, 6 Yi(ω),

are combined into Fourier spectrum Yi(ω) and is then transformed into time domain signal

yi(n) by inverse fast Fourier transform (IFFT).

Finally, all the processed frames are combined together to yield a watermarked signal

y(n).

Watermark detection

The detection process also starts with frame segmentation of the watermarked signal, y(n)

into frames yi(n). Figure 2.3(b) shows a block diagram of the watermark-detection process.

A Watermark-bit is detected from a watermarked frame as follows.

Step 1. Watermarked frame yi(n) is firstly transformed into Yi(ω) by FFT. Phase

spectrum 6 Yi(ω) is calculated.

Step 2. The phase of all frequency-components is decoded by QIM decoder all the

bits. The output bit is determined by majority decision, e.g., if the number of ‘0’ are
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greater the number of ‘1’, the output is ‘0’.

These steps are repeated until we reach the final frame and all the watermark-bits are

detected.

Remark

These are basic schemes of audio data hiding based on phase manipulation. With phase-

modulation approach, discontinuity at frame boundary should be taken into account.

Meaningfulness of frequency-components, i.e., whether they turn to a garbage component

after processed, should be put into consideration with phase-coding approach. To achieve

a good performance, these schemes need to be improved. This study relies on these scheme

and exploited the variability of audio signals to develop wiser and more effective methods

of audio data hiding. Key principles and detailed implementation are presented in later

parts of this dissertation.

2.5 Research Methodology and Key principle

For years, many researchers have tried to proposed an efficient method of audio water-

marking by employing mathematical models to account for inaudibility and robustness.

Mathematical models were used to establish a set of constraints for watermarking algo-
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rithm in order to diminish influence of watermark to HAS and maintain the resistance

of watermark. Nevertheless, the way human perceive sound is complicated and does not

always fit with mathematical models. This study has conducted a better methodology for

exploring, investigating, and proposing a new method of audio data hiding based on phase

manipulation. Figure 2.4 shows a schematic flowchart of research methodology used in

this study.

One should think about acoustic features for watermarking first before going to other

steps. Choosing suitable features benefits a lot for performance of the method to be created.

A good acoustic feature should be not only relatively inaudible to HAS, but also resistant

against signal-processing operations. Secondly, embedding technique is important in many

aspects such as blind-detection ability, not easily prone to distortion, streaming processing,

and low-computational cost. Then, parameters set-up is strongly decisive in optimizing the

performance of the proposed method. By figuring out these factors, a generic watermark

algorithm is created with most of the requirements satisfied.

However, it has been proved that audio watermarking always meets a trade-off among

all the requirements. Therefore, the constraint of all the requirements should be loos-

ened depending on a specific application. The necessary requirements then need to be

determined for the demanded application. These requirements are later used to adjust

the parameters in order to bring out an optimal watermark algorithm applicable for the

practical problem.

Based on the above methodology, this dissertation aims to propose two applicable

methods of audio data hiding with the following key principles:

Acoustic features: Phase is used as an acoustic features for embedding as it is

likely more resistant to other features such as magnitude. In well-known signal-processing

systems, it has generally been assumed that auditory system is less sensitive to changes

in relative phase than changes in magnitude [30]. Most signal-processing operations such

as quality enhancement, have treated with the magnitude of frequency components rather

than the phase. Perceptual compressors such as MP3 which are based on psychoacoustic

models compress the magnitude of frequency components masked by the others to reduce

the size of audio data. Holding watermarks in phase could help attain the robustness for

the watermarking system.

Embedding technique: PSK and QIM are used as embedding technique as for its

advantages in simple implementation, robustness, and blind-detection ability. PSK is

employed to realize phase modulation. QIM has been popularly applied to multimedia

watermark and obtained promising results. The nature of QIM is blind-detection, hence it

helps create widely-applicable watermark algorithms for various practical problems. It has

also been demonstrated in the literature that QIM produces watermarks robust to noise.

In this research, two approaches of audio watermarking based on phase manipulation are
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studied: the phase-modulation-based approach adopting PSK and the the phase-coding-

based approach adopting QIM.

Parameters: Parameters are chosen by incorporating the principle of invariability.

Since realistic audio signals are time-variant, i.e., the properties of acoustic features which

are potentially suitable for embedding watermarks also vary with time, for a fixed set of

parameters, the algorithm may perform well for some signal but bad for others. Therefore,

the variability properties of audio signals should be taken into account for designing a

watermarking algorithm to achieve the best performance. The parameters are adaptively

adjusted to local characteristics of audio signals to assure the algorithm works well for all

kinds of audio signals.

Adjustable algorithm: It is easy to optimize the algorithm for the demanded ap-

plication by adjusting the parameters. The algorithm has ability to change its proper-

ties to meet the requirements for different applications. In general, the amount of phase

modification is directly proportional to robustness but inversely proportional to inaudibil-

ity. Therefore, the parameters that qualify for the amount of phase modification can be

adjusted to balance inaudibility and robustness for difference applications with different

requirements.

The sole philosophy in this research is dynamic phase-manipulation scheme. As to

achieve the robustness against signal-processing operations for the proposed methods, au-

dio phase is chosen as the embedding feature. It may conflict to the inaudibility of wa-

termark. Study from psychoacoustics has shown that human ears are relatively sensitive

to phase change. For instance, Ozawa et al. [29] pointed out that human beings have

difficulty in discriminating two complex tones by the phase difference in high frequency

components while in the low frequency region, phase differences between frequency com-

ponents certainly affect the timbre of complex tones. In [30], Moore et al. have shown

that when the frequency components are resolved, i.e., separately perceived as different

tones, human ears appear relatively insensitive to the phase relation of the frequency com-

ponents. For these reasons, the amount of phase modification is strictly controlled in order

to not produce dramatically distortion in phase relation, resulting in hardly perceptible

distortion in watermarked audio signals.

On the other hands, the phase-modification of a frequency component causes the dis-

tortion in watermarked audio signals in a manner that is directly proportional to the

magnitude of that component. Therefore, the level of phase-modification of a frequency

component is adaptively adjusted according to its magnitude. Larger-magnitude frequency

components have small phase modification, whereas smaller-magnitude frequency compo-

nents have somewhat higher phase modification. It is expected that the proposed methods

could obtain reasonable trade-off between inaudibility and robustness with the dynamic

phase-manipulation scheme.
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Chapter 3

Audio Data Hiding Based on

Adaptive Phase Modulation

This chapter proposes a method of watermarking for digital audio signals based on adaptive

phase modulation. Audio signals are usually non-stationary, i.e., their own characteristics

are time-variant. The features for watermarking are usually not selected by combining the

principle of variability, which affects the performance of the whole watermarking system.

The proposed method embeds watermark into an audio signal by adaptively modulating

its phase with the watermark using IIR APFs. The frequency location of the pole-zero

of IIR APF which characterizes the transfer function of the filter is adapted based on

signal power distribution on sub-bands in magnitude spectrum domain. The pole-zero

locations are adapted in a manner that the phase modulation produces slight distortion in

watermarked signals to achieve the best sound quality. The experimental results show that

the proposed method could embed inaudible watermark into various kinds of audio signals

and correctly detect watermark without the aid of original signals. Reasonable trade-off

between inaudibility and robustness could be obtained by balancing the phase modulation

scheme. The proposed method has the ability to embed watermark into audio signals up

to 100 bits per second with 99% accuracy and 6 bits per second with 94% accuracy in the

cases of no attack and attacks, respectively.

3.1 Introduction

In general, audio watermarking methods embed watermarks directly into audio samples

in time domain or acoustic features in transformed domain. Typical methods in time do-

main embed watermarks by modifying LS-bits or insert watermarks which are perceptually

shaped according to the HAS [19, 109]. Although these methods could embed inaudible

watermarks into audio signals, they are not robust against processing (e.g., LS-bit) or
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Figure 3.1: Waveform and power spectrogram of two pieces of music: (a) waveform of a
pop song, (b) waveform of a dance song, (c) spectrogram of (a), and (d) spectrogram of
(b).

have low embedding capacity [109]. Methods in transformed domain exploit advantages of

simultaneous masking characteristics of HAS [17, 97] to embed inaudible watermarks. It

has been reported that controlled phase alteration results in inaudible change in sound to

HAS [82, 83]. This characteristic of HAS is potential and has been exploited for inaudible

audio watermarking [16, 31, 60, 84, 85].

Audio signals in practice are usually non-stationary or, in other words, their percep-

tually insignificant features which are potentially suitable for embedding inaudible water-

marks also vary with time. As a result, a watermark is inaudible for some signals but

may be audible for others. This property has not been taken into consideration for de-

signing a watermark embedding algorithm. In a nutshell, these proposed methods have

a shortcoming that the embedding scheme is not adjusted according to the audio’s own

characteristics, which drastically influences the performance of the whole watermarking

system.

Based on the above consideration, we studied feasibility of an audio watermarking

method based on adaptive phase modulation. Depending on a local characteristic of each

signal frame, a suitable phase modulator is chosen to ensure inaudibility or robustness

on demand. More precisely, portion of modification for watermark embedding in phase

spectral domain is adapted to local signal energy distribution in a manner that human

perceives watermarks as slightest distortion or watermarks could be most withstanding

against attacks. The experimental results show that the method can produce watermarked

sound with better sound quality in comparison with other static watermarking methods.

However, the method works with an assumption that frame positions were available in
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Figure 3.2: Characteristics of second-order APFs with respect to θ: (a) phase response,
(b) group delay, and (c) pole-zero locations in z-plane.

watermark detection process, which may be unrealistic in some scenarios. Besides, the

method meets a trade-off between inaudibility and robustness.

In this chapter, we propose an audio watermarking method based on adaptive phase

modulation with automatic frame synchronization and good balance between inaudibility

and robustness. Unlike conventional techniques for frame synchronization that embed syn-

chronization codes along with watermarks, the proposed algorithm uses cues for detecting

watermarks as a hint for detecting frame positions. Since the proposed method is imple-

mented on a frame basis, the artifacts at frame boundaries deeply affect the sound quality,

i.e., shorter frames cause larger degradation in watermarked signals. Instead of embedding

a bit into a frame, we increase the number of bits in one frame to increase frame size in

order to further improve sound quality while robustness is still ensured.

The rest of this chapter is organized as follows. Section 3.2 describes the concept of

the proposed method, the details of watermark embedding and detection processes, frame

synchronization, and illustrative examples for these processes. We present the results

of evaluations with regard to effectiveness of the proposed adaptive scheme, inaudibility,

robustness, and comparison with conventional watermarking methods in Sect. 3.3. Dis-

cussions are given in Sect. 3.4. Section 3.5 gives some concluding remarks and suggests a

direction for future work.
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3.2 Proposed Method

3.2.1 Principles of adaptive phase modulation

Real world audio signals are non-stationary, i.e., their characteristics vary with time. For

this reason, acoustic signal processing applications usually divide signals into frames for

non-stationary signal analysis. An obvious example of the variability characteristic of audio

signals is that their power distribution over frequency components is time-variant. Figure

3.1 shows two pieces of music with their power distribution in time-frequency domain.

The top panels show the waveforms and the bottoms show their power spectrogram. For

the left signal, there are some periods having power distributed over the whole range of

frequencies and the others having power distributed in only low frequencies. For the right

signal, most of the periods have power distributed on low and high region of frequencies.

The variability characteristic of audio signals should be taken into account for designing a

watermarking algorithm to achieve the best performance.

Audio watermarking methods based on phase modulation usually take the advantage of

controlled phase alteration resulting in relatively inaudible change to human ears [82, 83].

The phase of an audio signal can be manipulated by an APF. An APF passes all the

frequency components equally but changes the phase according to the filter phase response.

The principle of embedding a watermark into an audio signal is as follows. The audio signal

is firstly split into frames. According to the watermark in each frame, a corresponding APF

is designed. The watermark is then embedded into a frame by using the designed filter to

enhance the phase spectrum of the audio frame. Since enhancing the audio phase by an

APF results in relatively inaudible change, the watermarked frame is perceived without

any severe difference. However, an issue occurring is that sound quality is affected by the

abrupt change at frame boundaries due to phase shift. Shorter frame size may produce less

artifacts. These issues should be thoroughly taken into consideration when implementing

a watermarking method based on phase modulation.

In practice, a second-order IIR APF can be used to flexibly control phase change in

audio signals by adjusting the modulus and angle of the filter’s poles and zeros. This filter

is represented as follows:

H(z) =

(

−β∗ + z−1

1− z−1β

)(

−β + z−1

1− z−1β∗

)

, (3.1)

where β = rejθ and β∗ is complex conjugate of β. It has a pair of zeros ( 1
β
and 1

β∗
) and a

pair of poles (β and β∗) that are symmetric on the real axis in z-plane. A second-order IIR

APF can be characterized by the modulus and angle of its poles and zeros, i.e., r and θ,

respectively. Figure 3.2 shows the phase characteristics and pole-zero locations of second-

order APFs with respect to the pole-zero frequency θ. Because of the nature of APFs,
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Figure 3.3: Watermarking based on phase modulation: embedding process.

the magnitude spectrum of a filtered signal is not manipulated but its phase spectrum is

changed as follows:

6 Y (ejω) = 6 X(ejω) + 6 H(ejω), (3.2)

where 6 X(ejω), 6 Y (ejω), and 6 H(ejω) are phase spectra of an input signal and an output

signal and phase response of the APF, respectively.

The absolute phase response and the group delay have a peak at the frequency that

corresponds to the angle of the filter pole-zero θ (referred to hereafter as pole-zero fre-

quency). According to Eq. (3.2), this frequency can be interpreted as the location where

the signal is modified the most in phase spectrum. We have observed that the region

around the pole-zero frequency is more affected than the outside region. In other words,

if a signal has its energy concentrating at the pole-zero frequency then the filtered signal

has faster disruption at frame boundaries than the signal having its energy outside of the

pole-zero frequency. From these observations, we found that we can design an IIR APF

with its pole-zero frequency lying on low energy region in spectrum domain to achieve the

best sound quality. On the other hand, artifacts at frame boundaries could be reduced by

increasing frame size. To further improve sound quality while keeping the same bit rate,

we consider to embed more bits in a frame. These are the key principle for our proposed

watermarking method based on frame-adaptive phase modulation.

37



Table 3.1: Representation of the watermark bits by the parameters r

r0 r1 r2 r3 r4 r5 r6 r7

2-ary 0 1 – – – – – –

4-ary 00 01 10 11 – – – –

8-ary 000 001 010 011 100 101 110 111

3.2.2 Watermark embedding

Second-order IIR APFs are used to realize the adaptive phase modulation scheme. Nbpf

watermark bits are embedded into a frame. The modulus r of the APF is m-ary mod-

ulated with the embedded bits, i.e., r0, r1, ..., and r(m−1) are used (m = 2Nbpf) for the

corresponding bits. The angle θ is adapted to power distribution in sub-bands of audio

frames. In each frame, the pole-zero angle θ is determined by the center frequency of the

lowest power sub-band.

Figure 3.3 depicts a block diagram of the proposed embedding process. Watermark

s(i) is embedded into an original signal, x(n), as follows.

Step 1. Original signal x(n) is first split into frames xi(n), in which the frame length

N = fs/Nbps; fs is the sampling frequency and Nbps is the number of watermark bit per

second (bps). Each frame is filtered by the APF which is designed by the next two steps.

Step 2. Frame xi(n) is then decomposed into K sub-bands with equivalent bandwidth

by directly modifying the FFT of xi(n). Power of each sub-band is calculated and the

lowest power sub-band index, k, is identified by Eq. (3.3). The output of this step is the

parameter θ, i.e, the center frequency of the k-th sub-band which is calculated by Eq. (3.4).

k = argmin
ℓ

{

10 log10

(

∑

ω

|Xℓ(e
jω)|2

)}

, (3.3)

where Xℓ(e
jω) is the Fourier transform of the ℓ-th sub-band of the frame xi(n).

θk =
(2k − 1)π

2K
(rad) (3.4)

Step 3. The watermark bits which are represented by the filter parameter r are

embedded into the frame in this step. The representation of the watermark bits by the

parameters r is shown in Tab. 3.1. The values of parameter r, r0, r1, ..., and r(m−1), are

earlier determined by experimental analysis as shown in Tab. 3.2. According to watermark

bits s(i), r is set to rb, where b = base10(s(i)) (base10(·) is the function that converts a

binary number to a decimal number).

For example, in the case 2 bits are embedded into each frame, we have 4 predefined
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values of the parameter r: r0, r1, r2, and r3. If the watermark bits s(i) = ‘10’, then r = r2.

Step 4. Filter H(z) is designed with the two parameters, r and θ, by Eq. (3.1). Then,

frame xi(n) is filtered by H(z).

Steps 2–4 are repeated until we reach the final frame.

Step 5. Finally, the filtered frames are joined together by non-OLA technique to yield

watermarked signal y(n).

3.2.3 Watermark detection

To detect embedded watermark bits in a frame, each watermarked frame is analyzed to

determine the filter that was used to process that frame in embedding process. Before

that, frame synchronization is performed to identify frame positions. It should be noted

that the filtering process can be performed in frequency domain as follows:

Y (z) = X(z)H(z), (3.5)

where X(z) and Y (z) are z-transform of the original frame and the watermarked frame,

respectively. Let z0 be a zero of the filter H(z). As the definition of a zero of an IIR filter,

H(z0) = 0. Hence, Y (z0) = 0. This is a hint for blind watermark detection. We can use

CZT [108] to calculate Y (z0) by (2.8).

CZT over the zero location of the APF exposes a minimum at the pole-zero frequency

which corresponds to the pole-zero angle θ in the log-magnitude spectrum. Based on the

zero location over which the minimum occurs, we can determine which APF was used and

then detect the embedded bits.

Figure 3.4 depicts a block diagram of the proposed detection process. Watermark is

detected in five steps as follows.

Step 1. Frame synchronization is performed. The details of the algorithm for frame
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Figure 3.5: Frame synchronization in the case frame length = 167 ms: (a) watermarked
signal, (b) synchronization on original signal, and (c) synchronization on watermarked
signal.

synchronization is described in the next subsection.

Step 2. Watermarked signal y(n) is first split into the frames yi(n) in which the frame

length is as same as that in embedding process.

Step 3. Parameter θk is determined as Step 2 in the embedding process. Since the

APF does not change the magnitude spectrum of the output signal, the power distribution

of the watermarked frames in sub-bands could be obtained as same as that of the original

frames.

Step 4. Frame yi(n) is then analyzed by m types of CZT over m contours with radii

of 1/rq, q = {0, 1, ..., m− 1}. The outputs are Yq(z), q = {0, 1, ..., m− 1}.

Step 5. The log-magnitudes at θk, |Yq(θk)|, q = {0, 1, ..., m−1}, are compared together

to detect watermark ŝ(i) as follows.

ŝ(i) = base2(argmin
q

|Yq(θk)|), (3.6)

where Yq(θk) = Y (z)|z= 1
rq

ejθk and base2(·) is the function that converts a decimal number

to a binary number.

Steps 3–5 are repeated for the total number of frames.
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3.2.4 Frame synchronization

The detection process works with an assumption that the frame positions are synchronized.

In practice, this assumption may be invalid, so we have to identify a correct starting point

before detecting watermarks. Based on the mechanism of watermark detection, we can

see that CZT of a correct watermarked frame over the zero location of the IIR APF

theoretically exposes a negative infinite at the pole-zero frequency in the log-magnitude

spectrum. The negative infinite can be used as a hint for realizing frame synchronization.

We can search for a correct frame position over a frame length of signal. It is obvious

that if we select a correct frame yi(n), the log-magnitude at θk of CZT of this frame

over one of the contours is approximate to a negative infinite. This log-magnitude can be

obtained by:

|Yp(θk)| = min |Yq(θk)|, q ∈ {0, 1, ..., m− 1}, (3.7)

Then the average differences between |Yp(θk)| and |Yq(θk)|, ir 6= p, which is calculated by:

d =
1

m− 1

m−1
∑

b=0

∣

∣|Yp(θk)| − |Yb(θk)|
∣

∣, (3.8)

is very large. By contrast, an incorrectly selected frame has a small d. We can shift the

frame sample by sample and calculate d for each frame. The frame with d which is the

maximum is a correct frame. Once the correct starting point is identified, all the frame

positions can be synchronized.

Figure 3.5 shows an illustration of frame position detection. We computed d for a ten-

frame period of signal with the initial point randomly selected in two cases: (a) without

watermark embedded and (b) with watermark embedded. There is no obvious maximum

in Case (a) while high peaks occur at the correct frame positions in Case (b).

3.2.5 Example

Figure 3.6 shows an example of watermark embedding at the bit rate of 4 bps and Nbpf = 1.

Watermark bits s=‘1001’ were embedded into four frames. Parameter r was set to either

r0 or r1 based on s(i). The total number of sub-bands, K, is five. Parameter θ was set

differently for each frame based on its power distribution in sub-bands. For example, frame

#1 has θ#1 =
3π
10

and frame #2 has θ#2 =
π
2
as shown in Figs. 3.6(b) and Figs. 3.6(c).

Figure 3.7 shows an example of detecting the above embedded bits in the first two

frames. The pole-zero frequency, θ, was determined by the same way as in the embedding

process. The CZT of y1(n) over
1
r1

exposes a minimum at θ#1 which decodes a bit ‘1’ while

the CZT of y2(n) over
1
r0

exposes a minimum at θ#2 which decodes a bit ‘0’. The two bits
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Figure 3.6: Example on modulation of r with embedded bits and adaptively adjusting θ:
(a) four audio frames and the value of r in each frame; (b), (c), (d), and (e) power spectra
of frame #1, frame #2, frame #3, and frame #4 and determination of θ in each frame.

were correctly detected.

3.3 Evaluations

3.3.1 Database and condition

We carried out several experiments to evaluate the proposed method with the Real World

Computing (RWC) music database [110] which consists of 102 music tracks of various

music genres. Each music track has a sampling frequency of 44.1 kHz, 16-bit quantization

and is cut to be 60-second long. The watermark was set as random binary data. The bit

rate, Nbps, was chosen from 6 to 400 bps. We investigated the m-ary modulation scheme

with m = 2, 4, and 8 (1, 2, and 3-bit encoding in a frame). The total number of sub-bands,

K, was set to 5. The parameters r were determined by experimental analysis and set to

the values as shown in Tab. 3.2.
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Figure 3.7: Minima in CZT spectra of watermarked signals: (a) and (b) show CZT of
original frames #1 and #2 over 1

r0
, (c) and (e) show CZT of watermarked frame #1 over

1
r0

and 1
r1
, respectively, and (d) and (f) show CZT of watermarked frame #2 over 1

r0
and 1

r1
,

respectively. Bits of ‘1’ and ‘0’ were embedded into y1(n) and y2(n), respectively. Minima
at θ#1 in (d) and at θ#2 in (e) indicate that the watermark bits were correctly detected.

Inaudibility of the proposed method is objectively tested by PEAQ [33]. PEAQ is

used to measure degradation in audio according to the ODG which ranges from −4 to 0

indicating from very annoying to imperceptible. The evaluation criterion for PEAQ was set

to an average ODG of −1 (not annoying). The watermark detection accuracy is measured

by BDR which is defined as the ratio between the number of correctly detected bits and

the total number of embedded bits.

3.3.2 Effectiveness of proposed method

In order to confirm the adaptation effectiveness of the proposed method, we comparatively

evaluated the proposed scheme based on adaptive phase modulation (adaptive phase mod-

ulation (APM)) with schemes based on static phase modulation (static phase modulation

(SPM)). Static schemes were implemented by setting a fixed value of APF parameter θ

instead of frame-variant parameter θ in the adaptive scheme. Parameters θ of π/32, π/16,

π/8, and π/4 were chosen in the non-adaptive schemes.
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Table 3.2: Configuration on the parameter r

r0 r1 r2 r3 r4 r5 r6 r7

2-ary 0.920 0.990 – – – – – –

4-ary 0.885 0.920 0.955 0.990 – – – –

8-ary 0.745 0.780 0.815 0.850 0.885 0.920 0.955 0.990

Figure 3.8 shows the average ODG in different music genres for the proposed method

in comparison with the non-adaptive schemes. The bit rate was set to 6 bps in this experi-

ment. The proposed method has good sound quality (ODG≥ −1) for all the genres except

for the classical genre while some of the non-adaptive schemes have a few genres with

bad quality. For all the genres, the proposed method has better sound quality than the

non-adaptive schemes. The proposed method has total average ODGs greater than −0.47

and more than 89% of all the music tracks have ODG greater than −1. The non-adaptive

schemes seem to have a trend that when θ increases, the ODGs also increase. However,

for the jazz, march, and vocal genres, the best case of sound quality is when θ is equal to

π/8.

Figure 3.9 depicts the average ODGs and the average BDR with respect to embedding

bit rate. The parameter m is set to 4 in this experiment. For the bit rates less than

100 bps, the adaptive scheme satisfies the evaluation criterion and has better sound quality

performance in comparison with the non-adaptive schemes. When the bit rate increases,

the sound quality of both the adaptive scheme and non-adaptive schemes decrease. This

is because the more bits are embedded into audio signals, the more quality degradation

the watermarked signals suffer. The BDR of the adaptive scheme is relatively lower than

that of the static schemes. When the bit rate is greater or equal to 300 bps, the adaptive

scheme has higher BDR than the static schemes with θ of π/16 and π/32.

The proposed APM scheme has much higher sound quality than the APM schemes

while the BDR is comparable when the bit rate less that 100 bps. These results suggest

that the proposed APM is more effective than the SPM scheme for audio data hiding.

3.3.3 Subjective listening test

The subjective listening test was carried out in a soundproof room. The audio was played

via an amplifier of “Audio-Technica Stereo Headphone Amplifier AT-HA5000” and a head-

phone of “Sennheiser HDA 200”. Twenty 10-second-long tracks (no. 5, 9, 10, 12, 14, 21,

22, 23, 26, 27, 29, 58, 63, 86, 88, 90, 95, 97, 98, and 99) in the RWC music database were

used. The watermark is the same random binary data. The bit rate was set to 4 bps.

These experimental configurations were referred to those in [111].
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Figure 3.8: Objective evaluation on PEAQ of the proposed method in different music
genres.

Eight voluntary subjects participated in the experiment. The subjects are asked to

listen to a pair of signals: a reference signal and a test signal and then give a score of the

similarity between the two signals according to Tab. 3.3. For each track, there are four

pairs in a random order, in which the first one in the pair is the original track (Org) and the

other one is the original track or an watermarked track created by the proposed method

(APM), the cochlear delay watermarking method with blind detection (CDb) [112], or the

direct spread spectrum (DSS) method [17]. Each subject evaluated the similarity of 80

test pairs in total, which is 20 tracks multiplied by 4 pairs (Org-Org, APM-Org, CDb-Org,

and DSS-Org).

Figure 3.10 shows the mean scores of four test pairs for each track. The mean scores

of the pairs APM-Org are approximate to those of the pairs Org-Org, suggesting that

the distortion caused by the watermark embedding of the proposed method is hardly

perceptible. In contrast, the distortion caused by the CDb method and the DSS method

is slightly perceptible and perceptible for most of the tracks.
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Figure 3.9: Evaluation on PEAQ and BDR of the proposed method in comparison with
static phase modulation schemes.

3.3.4 Robustness evaluation

We carried out experiments to evaluate robustness of the proposed method against the

following processing: addition of AWGN with an SNR of 36 dB, MP3 compression at

128 kbps, MP4 compression at 96 kbps, re-quantization to 8 bits, re-sampling to 22 kHz

and 16 kHz, and bandpass filtering with the passband between 100Hz and 6 kHz and the

stopband of−12 dB per octave. The embedding bit rate was set to 6 bps in this experiment.

We set up the robustness test with two different configurations of adaptive phase mod-

ulation schemes to investigate the trade-off between the inaudibility and robustness of the

proposed method. With default configuration (Config. 1), parameter θ is adjusted adap-

tively to the lowest power sub-band. Since the least sensitive portion of audio signal is

modified, the sound quality is the best but the robustness may be quite low. We inves-
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Figure 3.10: Results of subjective listening test.

Table 3.3: Score of similarity between the two tracks in subjective listening test.

Similarity Score

Completely the same 0

Probably the same 1

Probably different 2

Completely different 3

tigated another scheme of adaptation in which parameter θ is adjusted adaptively to the

highest power sub-band (Config. 2).

Table 3.4 shows the average BDR of the watermark detector in two configurations.

With Config. 1 (2-ary, 4-ary, and 8-ary), the BDRs are all lower than 90% while the

PEAQs are close to imperceptible grade. By contrast, with Config. 2 (2-ary and 4-ary),

the BDRs are greater than 90% for all the attacks except for bandpass filtering while the

PEAQs are less than those with Config. 1. The PEAQ with 4-ary is greater than that

with 2-ary. On the other hand, 8-ary seems to be inferior to 2-ary and 4-ary. It is because

8-ary using various values of parameter r for phase modulation causes the change at frame

boundaries more abrupt and tracking of the parameter r in detection process incorrect.

Encoding 4-ary is the most suitable for the proposed method to ensure high sound quality

and high robustness. These results suggest that the proposed method could achieve a
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Table 3.4: Inaudibility and robustness evaluation with two configurations.

Measure
Config. 1 Config. 2

2-ary 4-ary 8-ary 2-ary 4-ary 8-ary

PEAQ (ODG) -0.42 -0.35 -0.47 -1.23 -0.69 -0.77

BDR(%)

No processing 99.08 99.56 99.51 99.75 99.96 99.76

Resample 22k 44.35 49.71 49.89 99.22 99.11 93.19

Resample 16k 43.99 49.52 49.78 98.27 98.21 89.08

AWGN 36 dB 83.07 81.23 79.91 97.43 97.98 96.60

Requantize 73.97 74.59 72.30 92.06 95.33 91.61

MP3 128 kbps 58.17 55.65 54.99 94.98 95.14 89.20

MP4 96 kbps 44.08 50.13 49.91 94.51 94.30 81.88

Bandpass filtering 46.29 49.91 50.18 61.26 64.06 55.49

reasonable balance between inaudibility and robustness with Config. 2 (4-ary).

We investigated the trade-off among inaudibility, robustness, and capacity by carrying

out an experiment to evaluate the sound quality and the BDR with respect to the bit rate.

The Config. 2 with 4-ary was set up in this experiment. The bit rate varies from 6 to

100 bps. The BDR was computed in both the cases of no attack and under attacks. The

results of PEAQ and BDR are plotted in Fig. 3.11. When the bit rate increases, the PEAQ

decreases while the BDR is relatively steady. The sound distortion is relatively high when

the bit rate is greater than 12 bps. These results suggest that the proposed method has a

good performance on inaudibility and robustness at low bit rates but the sound quality is

bad at higher bit rates.

3.3.5 Comparative evaluation

We compared the proposed APM method with three other conventional methods: the CDb

method [112], the DSS method [17], and the echo hiding method (ECHO) [16]. All these

methods detect watermark using a blind detection scheme. In this experiment, the bit rate

was set to 6 bps and the Config. 2 and 4-ary was set up for the proposed method. The

watermarked signals is processed various kinds of attacks.

Figure 3.12 plots the average ODG and BDR of the proposed method and the compared

methods. The PEAQs of the proposed method are higher than all the compared methods.

The DSS method has all the bit detection rates greater than 95%. The proposed method

robust against all the processing except for bandpass filtering. The DSS method is the most
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Figure 3.11: Evaluation results of (a) sound quality (PEAQ) and (b) BDR with respect to
bit rate.

robust while the proposed method has the best inaudibility and is the second most robust.

The ECHO method is good in robustness and the CDb method is good in inaudibility.

These results reveal that the proposed method has the best trade-off between inaudibility

and robustness.
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Figure 3.12: Comparative evaluation on PEAQ and BDR with respect to types of attacks.

3.4 Discussion

Phase modulation itself does not actually make sound quality of each frame degraded but

introduces discontinuity at frame boundaries in the whole signal. Discontinuity creates

spread of spectrum like pulsive sound’s spectrum in watermarked signals which could be

perceived as annoying distortion. Overlap and add (OLA) technique is usually employed

to eliminate discontinuity in conventional signal processing applications. However, OLA

does not work with the proposed method because it destroys the audio samples around

the frame boundaries which are a key factor for blind detection by CZT. For that reason,

the proposed method modifies the least significant portion to embed watermark instead of

using OLA technique for high sound quality.

The proposed method meets a trade-off between inaudibility and robustness. To achieve

the best sound quality, the proposed method chooses the least perceptually insensitive
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portion of audio signals for embedding watermark. Robustness could be achieved by

choosing resistant portion of audio signals for embedding but at the expense of reducing

sound quality. Toward a reasonable trade-off between robustness and inaudibility, we

consider to reduce artifacts at frame boundaries by reducing frame size or, in other words,

embedding more bits into a frame. However, larger-ary phase modulation produces the

more abrupt change at frame boundaries and makes determination of the parameter r in

detection process harder. Therefore, 4-ary scheme is the most suitable for the proposed

method.

3.5 Summary

In this chapter, we proposed an audio watermarking method with reasonable trade-off

between inaudibility and robustness based on the concept of adaptive phase modulation.

The parameter of phase modulator was adaptively adjusted to the center frequency of

the lowest or highest power sub-band of an audio frame to achieve high sound quality or

high robustness. The results of PEAQ and BDR suggested that the proposed method can

embed watermarks into various kinds of audio signals with good inaudibility and blindly

detect embedded watermarks under various kinds of attacks. Compared with conventional

methods, the proposed adaptive watermarking method provides better trade-off between

inaudibility and robustness.

An embedding bit rate of 100 bps with 99% accuracy and 6 bps with 94% accuracy

could be obtained in the case of no processing and the case of attacks, respectively. It was

revealed that the proposed method could satisfy three requirements: inaudibility, blindness,

and robustness.
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Chapter 4

Audio Data Hiding Based on

Dynamic Phase Coding

This chapter proposes an audio watermarking method based on dynamic phase coding

and error control coding. The technique of quantization index modulation is employed

for embedding watermarks into the phase spectrum of audio signals. Since most of au-

dio information is distributed in somewhat low frequencies, to increase robustness, this

frequency region is chosen for embedding watermarks. Phase modification causes sound

distortion in a manner that is proportional to the magnitude. Therefore, the amount of

phase modification is adjusted according to the magnitude to balance inaudibility and ro-

bustness. Error control coding is incorporated to further increase reliability of watermark

detection. The experimental results show that the watermarks could be kept inaudible in

watermarked signals and robust against various attacks. Error control coding is effective

in increasing watermark detection accuracy remarkably.

4.1 Introduction

In general, audio watermarking methods should satisfy four requirements: inaudibility,

blindness, robustness, and high capacity. The solution is very hard because there is a trade-

off among these requirements. It is straightforward that perceptually insensitive features

should be exploited for embedding watermarks. But this is a challenge for robustness,

since processing can distort the watermark without degrading the sound quality. Selecting

suitable acoustic features for watermarking that satisfy both inaudibility and robustness

is an important task for the design of watermarking algorithms.

Audio watermarking methods typically embed a watermark directly into audio sam-

ples in the time domain or acoustic features in a transformed domain. Some methods

replace LS-bits with watermark bits or insert a watermark which are perceptually shaped
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Figure 4.1: Illustration of watermarking based on QIM: (a) embedding, (b) detection of
‘0’, and (c) detection of ‘1’

according to the HAS [109]. Other methods take the advantages of simultaneous masking

characteristics of HAS [97] or relative insensitivity of phase change [20] to embed inaudible

watermarks. Phase has been exploited for inaudible audio watermarking since controlled

phase alteration results in inaudible change in sound to HAS [82]. Several audio water-

marking methods have been proposed based on QIM [19, 22, 89, 90] and showed that QIM

is a promising technique for robust watermarking.

We preliminarily study an audio watermarking method based on phase coding that

applies QIM to the phase of low frequency components. The experimental results show

that the watermark is robust but the sound quality decreases when the bit rate increases.

In this method, to embed watermarks, the phase of frequency components is statically

modified, regardless of how resistant each frequency component is. However, strong fre-

quency components could be less modified to reduce sound distortion while the resistance

of watermarks is still ensured.

We then extend the preliminary study to obtain reasonable trade-off between inaudibil-

ity and robustness. We replace the static modification with a dynamic phase coding (DPC)

scheme for watermarking, in which the amount of phase modification is adjusted according

the frequency component’s magnitude. Large-magnitude frequency components are more

sensitive to the modification of the phase of that component, with respect to sound distor-

tion. Accordingly, to ensure low sound distortion and high robustness, larger-magnitude

frequency components will have small phase modification, whereas smaller-magnitude fre-

quency components will have somewhat higher phase modification.

In some applications, such as fingerprinting and authentication, very high capacity is
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not required but watermarks need to be perfectly extracted. We further reduce watermark

detection error by incorporating error control coding (ECC) into the watermarking system.

The experimental results show that the embedded watermarks are inaudible and robust

against various attacks. The incorporation of ECC is effective in a manner that watermarks

could be extracted without any detection error at a bit rate of 102 bps.

4.2 Proposed Method

4.2.1 Quantization index modulation

QIM has been considered as a class of provably good methods for digital watermarking [19].

The procedure of embedding and detecting watermarks is quite simple. Figure 4.1 shows

an illustration of embedding and detection processes. To embed a bit m, ‘0’ or ‘1’ into a

scalar variable x, we quantize x to the nearest point that is an even or odd multiple of ∆
2
,

respectively as (4.1). The obtained variable, y, is sent to receivers and might be affected

by channel noise, hence becomes ŷ. To decode the embedded bit from ŷ, we calculate the

distances between ŷ and the nearest even multiple of ∆
2
, d0 and the nearest odd multiple

of ∆
2
, d1 and then compare d0 and d1 to decode the bit as (4.2) and (4.3).

y = Q(x,m) =















∆

⌊

x

∆
+

1

2

⌋

if m = ‘0’

∆
⌊ x

∆

⌋

+
∆

2
if m = ‘1’

(4.1)

where ⌊.⌋ is the floor function and ∆ is the QIM step size.

dj = ŷ −Q(ŷ, j), j = {‘0’, ‘1’} (4.2)

m̂ = argmin
j

dj (4.3)

4.2.2 Principle of dynamic phase coding

We apply QIM to the phase spectrum of audio signals to construct an inaudible, robust,

and reliable audio watermarking system with the following considerations. (i) Phase al-

teration is relatively inaudible [82], hence slightly modifying the phase keeps watermarks

inaudibly embedded. (ii) Most of audio information is distributed in somewhat low fre-

quencies [28], thus this frequency region is more robust against attacks and should be

chosen for embedding. (iii) Since modifying the phase of a frequency component causes

sound distortion in a manner that is proportional to magnitude of that component, the

amount of phase modification should be adjusted to the magnitude. (iv) To increase the

reliability, non-meaningful frequency components, i.e., very low magnitude components,
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Figure 4.2: Proposed scheme of audio watermarking: (a) embedding process and (b)
detection process

are not used for embedding at all. (v) To further reduce detection error, ECC is employed

to correct a number of errors.

In this chapter, we investigate whether (i)—(iii) can help increase robustness and in-

audibility simultaneously and whether (iv) and (v) can further lower bit error rate by using

ECC to encode watermarks before embedding process.

4.2.3 Watermark embedding

The embedding process starts with frame segmentation of the original signal, x(n) into

frames xi(n) with a fixed frame size. Watermark bits si(ℓ) are embedded into audio frame

xi(n). Figure 4.2(a) depicts a block diagram of the four steps that embed the watermark

into an audio frame as follows. Figure 4.3 shows an illustrative diagram of this process.

Step 1. Original frame xi(n) is transformed into the Fourier spectrum Xi(ω) by fast

Fourier transform (FFT). Magnitude spectrum |Xi(ω)| and phase spectrum 6 Xi(ω) are

calculated.

Step 2. We select the embedding components as the meaningful frequency components

in the range of [0.001, F ] kHz, i.e., f ∈ [0.001, F ]kHz, |Xi(f)| > ǫ. The watermark bits are

embedded into only these selected components to increase reliability.

For each embedding component, the amount of phase modification that is quantified

by a QIM step size is determined based on its magnitude. Firstly, the magnitudes are

normalized to 1 and linearly divided into L ranges in which each range has a corresponding
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Figure 4.3: Process of watermark embedding: conversion of a frame of time-domain sam-
ples into the Fourier domain, QIM watermark addition, and conversion back to the time-
domain.
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QIM step size. The higher range has a smaller QIM step size.

Suppose that we have a set of L QIM step sizes, {∆1,∆2, ...,∆L}, where ∆1 > ∆2 >

... > ∆L. The QIM step size for an embedding component f , namely ∆, is determined as

follows.

|X̂i(f)| =
|Xi(f)|

M

∆ = ∆u, (4.4)

where u = ⌈L|X̂i(f)|⌉ (if u > L, u = L) and M is the parameter that represents for the

maximum amplitude of most frequency components.

Step 3. The bits si(ℓ) are encoded into the phase of the selected components by (4.1)

and a quantized phase spectrum 6 Yi(ω) is obtained. Although each bit can be embedded

in only one component, it is embedded in several components to increase robustness. The

bit rate is adjusted by changing the number of components for each bit.

Step 4. The magnitude spectrum, |Xi(ω)| and the quantized phase spectrum, 6 Yi(ω),

are combined into Fourier spectrum Yi(ω) which is then transformed into time domain

signal yi(n) by inverse Fourier transform (IFFT).

Finally, all the processed frames are combined together to yield a watermarked signal

y(n).

4.2.4 Watermark detection

The detection process also starts with frame segmentation of the watermarked signal, y(n)

into frames yi(n) with the same frame size as in the embedding process. Figure 4.2(b)

shows a block diagram of the process that detects watermark bits from a watermarked

frame involving three steps as follows.

Step 1. Watermarked frame yi(n) is firstly transformed into Yi(ω) by FFT. Phase

spectrum 6 Yi(ω) is calculated.

Step 2. The embedding frequency components and corresponding QIM step sizes are

determined as in Step 2 in the embedding process.

Step 3. The embedding components are decoded by (4.3) to extract all the bits. The

output bits, si(ℓ), are determined by majority decision, e.g., if the number of ‘0’, N0, are

greater the number of ‘1’, N1, the output is ‘0’.

These steps are repeated until we reach the final frame.

4.2.5 Frame synchronization

The detection process works with an assumption that the frame positions are available. In

practice, the frame positions might be unavailable, so we have to identify the starting point
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Figure 4.5: Proposed framework of audio watermarking in incorporation with ECC

before detecting watermarks. It is noteworthy that a bit is detected from a watermarked

frame by majority decision. N0 and N1 are compared to decide the output bit, si(ℓ). We

can see that N0 much greater than N1 implies that the probability P (si(ℓ) = ‘0’) is much

higher. In other words, the confidence that si(ℓ) is correctly detected is higher. In general,

we define the detection confidence of a bit by: δi(ℓ) = max (N0/N1, N1/N0).

We can search for a correct frame position over a frame length of signal. It is obvious

that if we select a correct frame i,
∑

ℓ δi(ℓ) is maximized. Figure 4.4 depicts an illustration

of frame position detection. We calculate detection confidences over 32 frames in two

cases: (a) without embedded watermark and (b) with embedded watermark. The detection

confidences are normalized to 1. There is no obvious peak in Case (a) while very high peaks

occur at the correct frame-starting points in Case (b). The search procedure is performed

at the beginning of the detection process. Once the starting point is determined, all the

frame positions can be synchronized.

4.3 Incorporation of ECC to the System

Figure 4.5 shows a diagram of the proposed framework of audio watermarking with ECC.

The watermark is firstly encoded by a BCH encoder after which certain codewords are

obtained. We choose BCH codes because they are binary error-correcting codes with

excellent properties, such as simple implementation, not requiring statistic information of

the watermark [113]. In order to improve the performance of ECC against burst errors,

the BCH codewords are interleaved to distribute the errors into different codewords. The

interleaved codewords are then embedded into audio signals. At the receiver side, the

watermark detector is firstly used to extract the interleaved codes. Then the extracted

codewords are deinterleaved and deinterleaved codewords are finally decoded by BCH

decoder. Watermark embedding and watermark detection processes are presented in the

previous sections. The next two subsections give descriptions of BCH codes and the
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Table 4.1: Typical BCH codes with the length of less than 210

n0 k0 t0 n0 k0 t0 n0 k0 t0 n0 k0 t0

7 4 1 63 57 1 255 215 5 1023 1013 1

15 11 1 63 45 3 255 187 9 1023 913 11

15 7 2 63 36 5 255 155 13 1023 818 21

15 5 3 63 24 7 255 115 22 1023 728 30

31 26 1 127 120 1 511 502 1 1023 523 55

31 21 2 127 92 5 511 412 11 1023 453 63

31 16 3 127 71 9 511 331 21 1023 348 87

31 11 5 127 50 13 511 250 31 1023 308 93

31 6 7 255 247 1 511 211 41 1023 278 102

interleaving technique.

4.3.1 BCH codes

BCH codes [114] form a class of parameterized error-correcting codes which have been

applied to many applications, such as satellite communications, DVD players, and two-

dimensional bar codes. The principal advantages of BCH codes is that they are binary

codes with excellent minimum distance properties, and can be decoded via an elegant

algebraic method which allows very simple electronic hardware to perform the task. BCH

codes are also highly flexible, allowing control over block length and acceptable error

thresholds.

A BCH code is represented by (n0, k0, t0) in which n0 is the code length, k0 is the data

length, and t0 is the number of correctable bits [113]. If the number of errors occurring

during transmission is less than or equal to t0, all the errors can be corrected. Otherwise,

BCH code fails to correct the errors. Several typical BCH codes with the length of less

than 210 are shown in Tab. 4.1.

BCH codes add additional parity bits to the data bits, hence when applied to audio

watermarking, BCH codes reduce the bit rate of watermark. The higher value of t0 creates

a stronger BCH code, i.e., it can correct more errors. However, k0 becomes smaller which

reduces the actual bit rate of watermark. A suitable BCH code can help improve reliability.

In practice, the strategy for section of BCH code’s parameters is firstly fixing the criteria

for sound quality and bit error rate, then selecting the parameters (n0, k0, t0) so that those

criteria could be met and the bit rate is maximized.
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Table 4.2: Configuration on the QIM step sizes with regard to the normalized magnitude

QIM step sizes (∆)

Normalized
magnitude

(0, 0.2] (0.2, 0.4] (0.4, 0.6] (0.6, 0.8] (0.8, 1]

Set 1 π
2

π
4

π
6

π
8

π
10

Set 2 π
3

π
5

π
7

π
9

π
11

Set 3 π
4

π
6

π
8

π
10

π
12

4.3.2 Interleaving

In audio watermarking systems, errors typically occur in bursts rather than independently.

Interleaving multiple codewords can be used to improve performance of error correcting

codes. If the number of errors due to a burst are greater than the error-correcting code’s

capacity, the error-correcting code cannot recover the original codeword successfully. In-

terleaving shuffles the source symbols across several codewords in order to create a more

uniform distribution of errors, reducing the effect of burst errors.

4.4 Evaluations

4.4.1 Database and condition

Experiments were carried out to evaluate inaudibility and robustness of the proposed

method with 102 RWC music tracks [110] that have a sampling frequency of 44.1 kHz and

16-bit quantization. The frame size is set to 500ms. The FFT size is equal to the frame

size and the rectangle window was used. The watermarks were randomly generated. The

parameters, F , ǫ, L, and M , were determined by experimental analysis and set to 1.6 kHz,

10−4, 5, and 0.005 respectively. The QIM step sizes are chosen as integer divisions of π to

reduce wrapping errors. We investigated the proposed method with three sets of five QIM

step sizes as shown in Tab. 4.2.

Inaudibility was tested by PEAQ [33] which rates sound quality by the ODG from −4

(very annoying) to 0 (imperceptible). Detection accuracy was measured by BDR, the ratio

between the numbers of correct bits and total bits. Robustness was investigated with the

following processing: MP3 128 kbps, MP4 96 kbps, adding white Gaussian noise 36 dB,

requantization 8 bits, resampling 22 kHz and 16 kHz, and bandpass filtering with passband

[0.1, 6] kHz and stopband attenuation −12 dB/octave.
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Figure 4.6: Sound quality (PEAQ) and BDR with respect to bit rate in comparison with
the static scheme: (a) PEAQ, (b) BDR without attack, and (c) BDR against MP3 attack

4.4.2 Effectiveness of the proposed method

We carried out experiments to test the PEAQ and BDR of the proposed method (DPC)

in comparison with an audio data hiding method based on a static phase coding (SPC)

scheme, in which the QIM step size is fixed for all the frequency components. The first

QIM step set (Set 1) was used for the proposed method. We investigated the SPC scheme

with the QIM step size of π/2, π/6, and π/10.

Figure 4.6 shows the results of the PEAQ and the BDR. For the SPC scheme, the PEAQ

increases from −2.17ODG to −0.46ODG while the BDR decrease in both the cases of no

attack and MP3 attack as the QIM step size decreases from π/2 to π/10. Especially, the

BDR drastically decreases when the bit rate increases. These results suggest that the SPC

scheme meets a trade-off among inaudibility, robustness, and capacity.

In contrast, the proposed method has the PEAQ approximate to −1ODG and a high
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Figure 4.7: Results of subjective listening test.

BDR for both the cases of no attack and MP3 attack, even at high bit rate (up to 300 bps).

The results reveal that the proposed method has a better trade-off among inaudibility,

robustness, and capacity than the SPC scheme. Accordingly, the proposed DPC scheme

is effective for audio data hiding in obtaining a reasonable trade-off among the properties.

4.4.3 Subjective listening test

The subjective listening test was carried out with the settings as the same as those in

Sect. 3.3.3. For each track, there are four pairs in a random order, in which the first

one in the pair is the original track (Org) and the other one is the original track or an

watermarked track created by the proposed method (DPC), the CDb method [112], or the

DSS method [17]. Each subject evaluated the similarity of 80 test pairs in total, which is

20 tracks multiplied by 4 pairs (Org-Org, DPC-Org, CDb-Org, and DSS-Org).

Figure 4.7 shows the mean scores of four test pairs for each track. The mean scores

of the pairs DPC-Org are approximate to those of the pairs Org-Org, revealing that the

distortion caused by the watermark embedding of the proposed method is hardly percepti-

ble. In contrast, the distortion caused by the CDb method and the DSS method is slightly

perceptible and perceptible for most of the tracks.
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4.4.4 Robustness of the proposed method

We carried out experiments to evaluate the robustness of the proposed method. Figure 4.8

shows the results of PEAQ and BDR of the proposed method with three sets of QIM step

size. The bit rate was varied from 6 to 400 bps. All the PEAQs are greater than −1 ODG

(not annoying) and the sound quality of watermarked signals remains unchanged as the

bit rate increases. The sound quality becomes better when the QIM step size decreases

from the values in Set 1 to those in Set 3.

In the cases of no attack and resampling, the BDRs are greater than 99.9% for all the

bit rates and do not change much among three sets of QIM step size. In the cases of MP3,

MP4, adding white noise, and requantization, the BDRs are greater than 99% for the bit

rates less than or equal to 200 bps with Set 1 and slightly decrease with Set 2 and Set 3.

The bandpass filtering seems to be the strongest attack which makes the BDRs around

90% for the bit rates less than or equal to 200 bps with Set 1 and decrease much more

with Set 2 and Set 3.

These results suggest that the proposed method is effective with regard to inaudibility

and robustness. The proposed method provides good sound quality in the watermarked

signals and high robustness against most types of processing.

4.4.5 Effectiveness of ECC

We evaluated the effectiveness of incorporation of ECC into the watermarking system in

the case of MP3 64 kbps. We chose to investigate MP3 attack because it is popularly used

in practice and is the strongest attack except for bandpass filtering. If ECC can correct

errors after MP3 compression, it can also correct errors from the other attacks. The five

codes with the length of 1023 and different values of k0 have been used.

Figure 4.9 shows the bit-error rate (BER) after BCH decoding, with respect to em-

bedding bit rate with three sets of QIM step size. The results show that the system can

extract watermarks without any detection error at a bit rate of 102, 51, and 28 bps with

Set 1, Set 2, and Set 3, respectively. Compared with the case that ECC is not used to

encode watermarks, the incorporation of ECC is remarkably effective in correcting all the

errors at relatively high bit rates.

4.5 Summary

We proposed an audio watermarking method based on dynamic phase coding and ECC.

Watermarks are embedded into the phase of somewhat low frequency components. The

QIM step size for each component is adjusted according to the magnitude to balance

inaudibility and robustness. BCH coding is applied in encoding watermarks before em-
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bedding process to increase reliability. We carried the subjective listening test and the

objective evaluation to evaluate the inaudibility and robustness of the proposed method.

The first experiment has been carried to confirm the effectiveness of the DPC scheme. The

second experiment is to investigate the robustness of the proposed method under various

kinds of attacks. The last experiment has been conducted to evaluate the effectiveness of

the incorporation of ECC into the data hiding system.

The experimental results suggest that the proposed DPC scheme is more effective

than the SPC scheme, resulting in a better trade-off among the properties. The results

also reveal that the watermarked signals produced by the proposed method have high

sound quality and the embedded watermarks are robust against various attacks. The

incorporation of ECC is effective for audio watermarking to carry more reliable watermark

in practice.

The proposed method is capable of embedding watermarks into audio signals at a bit

rate of 102 bps with the accuracy of watermark detection of 100%. It has been revealed that

the proposed method could satisfy the requirements of inaudibility, blindness, robustness,

high capacity, and high reliability.
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Chapter 5

Applications of Audio Data Hiding

5.1 Application to Copy Prevention

Human culture history has proven that music plays an essential role in our daily lives.

Listening to music and creating it have always accompanied with the development of

society. Music brings people together, is a key to creativity, and is a universal language.

Scientific research has been conducted to improve our experiences on listening to music.

Compact discs have been invented to store music. MP3 compression makes music digitally

stored in smaller size. Mechanism of human perception on music has also been studied to

explore the myths behind that make music fuels our mind. Music is an invaluable asset of

human, thus protecting music is always an important task.

As an effort to combat copyright infringement, copy protection prevents publication of

copyrighted digital data to file sharing services. Unlike conventional copy prevention that

restricts duplication of digital audio on users’ computer that has been proven impossible

[8], this technique is made feasible by enforcing file sharing services to comply with the

copyright law. Users cannot upload digital audio to fire sharing services without rightful

ownership. Figure 5.1 sketches a schematic frame of the application of copy prevention.

In this application, unique identity or digital fingerprint of copyrighted audio is embedded

as watermark into the audio signal. The digital fingerprint should be unchanged with

imperceptible modification in the audio signal. When the audio signal is uploaded to a

file sharing website, the embedded watermark is extracted and used to verify if it is legal

to be uploaded. Media sites like YouTube can analyze files and compare their fingerprints

with a database of copyrighted material and stop users from uploading these files [12].

The watermark should be very robust and secure to withstand against attempts to

distort it. This application offers a possibility to limit widespread sharing of copyrighted

digital audio. However it cannot stop peer-to-peer file sharing, which transfers digital

audio directly between users.
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Figure 5.1: Schematic framework of the application of copy prevention

5.2 Application to Annotated Audio

In this application, watermark is used as a channel carrying complementary information for

digital audio content. Content information about an audio signal is interesting to users,

especially in music applications, helping enrich users’ experience on listening to music.

Another usage scenario is to enable broadcasters to enhance entertainment experiences for

their consumers. The watermark is expected to have high capacity in order to convey data

as much as possible. Inaudibility is also desired to maintain the high sound quality. Figure

5.2 shows a schematic framework of this application.

Watermark can be employed as a channel for carrying any kind of information [44–47].

For example, it could be the content information which describes for a music track or the

information that adds value for radio or TV programs.

Content information is defined as information about an audio signal that is interesting

for users, especially in music applications. Depending on specific application, several levels

of content information could be defined. Some examples of interest we can mention are:

content information describing a song (timbre, rhythmic, or harmonic description), meta-

data describing a music track (title, composer, created date, performer, performance date,

lyrics, album cover art, copyright notice).

Broadcasters can embed text to their radio or TV programs to enhance entertainment

experiences for consumers [15, 48, 49]. The text is then displayed on a small screen

of the radio receiver or TV. Here are some examples that we can think about: station

identification, current time, advertisement, breaking news, weather forecast, stock prices.

These applications requires to transfer an as-much-as-possible amount of information,

thus embedding capacity is highly necessary. Inaudibility should also be satisfied to main-

tain the high sound quality of audio signals.
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5.3 Application to AM Radio Broadcast

5.3.1 Introduction

Radio is a simple and typical technique for the wireless communication of signals through

free space. The baseband signal, which represents text, images, or audio, is conveyed by a

carrier signal. The amplitude, frequency, or phase of carrier signals is modified in relation

to baseband signals by a process called modulation. The two most typical kinds of analog

modulation technique are AM and frequency modulation (FM), and we have corresponding

radio systems, i.e., AM and FM radios. AM radio has some advantages over FM radio,

such as its use of narrow channel bandwidth and wider coverage area, while FM radio

provides a better sound quality of the conveyed sound at the expense of a using larger

channel bandwidth [115]. AM and FM radios have been used popularly in our daily life to

receive radio services broadcasting news, entertainment, and educational programs. When

radio users listen to radio programs, all the information is usually provided by audio

signals only. However, if additional information such as programs, weather forecasting,

news, advertisements, etc. was also provided digitally, as in recently introduced smart TV

broadcasting, such information could improve the utility of radio services as well.

As radio transmitters and receivers for radio are simple in construction, radio is a

robust communication technology and thus useful in the event of natural disasters (e.g.,

earthquakes or typhoons). Radio receivers can operate for many hours on just a few bat-

teries while other devices such as televisions and PCs cannot. Radio is a particularly useful

device during and after disasters in which power suppliers can easily be cut off. Emergency

Alert Systems (EAS) [116] and Earthquake Early Warning systems (EEW) [117, 118] have

been working on broadcasting warnings via radio services. Audible emergency warnings

are used to attract the attention of people engaged in everyday activities (e.g., office work-

ers and car drivers). These emergency warnings allow workers to take protective actions
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such as slowing and stopping trains or taking steps to protect important infrastructure,

and provide people a few seconds to take cover [119, 120]. The warning messages need to

be accurately and quickly understood by everyone during emergencies, though, so com-

plementing audible messages with additional digital information expressed in characters

is needed to more effectively broadcast warnings during and even after disasters. The

application of multimedia to conventional radio will therefore be useful particularly in the

event of emergencies where the ordinary Internet does not work well.

In a nutshell, supplementing the sound (speech) information conveyed by radio waves

with additional digital information is likely to be very useful in emergency situations.

Data hiding for radio signals is therefore important for public safety. Some advanced radio

systems such as Radio Data System (RDS) [121] and AM Signalling System (AMSS) [122–

124] have been proposed to embed a certain amount of digital information within broadcast

signals. RDS embeds digital information into a subcarrier of the broadcast signal in FM

radio broadcasts. The data rate of the RDS is 1187.5 bps [121]. RDS allows some functions

to be implemented in FM radio services, such as Program Identification, Program Service

name, and Alternative Frequency list. AMSS provides broadly similar functionality to that

offered by RDS, and uses low bit-rate phase modulation of the AM carrier to add a small

amount (about 47 bps [123]) of digital information to the broadcast signal. The envelope

detector used in conventional AM receivers, however, does not respond to AMSS. While

AMSS has the limitations of a low data rate and incompatibility with conventional radio

receivers, RDS can be effectively used to embed digital information with a high data rate

into radio signals in FM radio broadcasts. This drawback motivated us to search for a new

method of information hiding for AM signals.

Data-hiding techniques such as audio watermarking have been proposed in recent years

to protect the copyright information of public digital-audio content and to transmit dig-

ital information in the same channel [55]. Many approaches have been taken towards

watermarking for digital audio content, which can embed and then precisely detect data.

These approaches have been implemented in computer and the results suggest that digital

information can be embedded into digital audio with little or no effect on the listener’s

perception of the target audio. It has also been reported that the bit rate of embedded

data is reasonably high, in the hundreds of bits per second (bps) range [55, 59]. We can

take these advantages of watermarking techniques and apply them to an AM radio system

to create a data hiding scheme for AM radio signals.

This section presents a data-hiding scheme for AM radio signals. Digital information

is embedded into audio signals instead of modulated signals as is done in RDS and AMSS

systems. The carrier signal is then modulated by the audio signals and transmitted to

receivers. Although methods of embedding data and detecting data have been taken care

of by watermarking techniques, some issues might arise due to the modulation and demod-
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ulation processes in an AM radio system. For instance, the inaudibility of watermarked

signals and the accuracy of embedded data detection could be reduced. Additionally, the

vast majority of users listen to AM radio using conventional receivers. The hiding system

should have downward compatibility, i.e. it should yield AM signals that can be detected

by conventional receivers in order to be widely applied in practice. Suitably-equipped

receivers will be able to extract embedded data in addition to audio signals while conven-

tional receivers will be able to extract only an audio signal. The proposed scheme could

be used to broadcast audio signals and embedded data to receivers over an AM radio link,

and applied to construct a high utility AM radio service able to multi-modally distribute

essential information during emergencies.

The rest of this section is organized as follows. Section 5.3.2 provides a basic explana-

tion of the amplitude modulation technique and the concept underlying the data-hiding

scheme. In Sect. 5.3.3, we explain the proposed data-hiding scheme. Section 5.3.4 gives

the results from an evaluation of the proposed scheme. Discussion and conclusion are

presented in Sect. 5.3.5.

5.3.2 Background

Amplitude modulation in radio broadcast

Modulation is a typical technique used to transmit information (e.g., text, image, and

sound) in telecommunication. It is used to gain certain advantages such as far-distance

communication and transmission of signals over radio waves. The baseband signal, which

carries the information, cannot be directly transmitted over a radio wave because it has

sizable power at low frequencies. The size of antennas that radiate the waveform signal

is directly proportional to the signal wavelength. Long-haul communication over a radio

wave requires modulation to enable efficient power radiation using antennas of reasonable

dimensions [125].

AM varies the amplitude of a carrier signal c(t) which is usually a sinusoidal signal of

high frequency in proportion to the message signal m(t) according to the formula,

u(t) = [A+m(t)]c(t) = [A+m(t)] cos(ωct), (5.1)

where ωc is angular frequency (rad/s) of the carrier signal and u(t) is referred to as an AM

signal. The modulation depth is defined as max(|m(t)|)
A

.

Equation (5.1) represents the basic AM scheme, namely a double-sideband with car-

rier (DSB-WC). There are other types of AM such as double-sideband suppressed carrier

(DSB-SC) and single-sideband modulation (SSB) which can be referred to in [125].

The waveform and spectrum of the message signal and the modulated signal are de-
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picted in Figs. 5.3(a) and 5.3(b), respectively. AM simply shifts the spectrum of m(t)

to the carrier frequency. Suppose M(ω) is the spectrum of the message signal m(t); the

spectrum of the AM signal is then expressed by

U(ω) = πAδ(ω + ωc) + πAδ(ω − ωc) +
1

2
M(ω + ωc) +

1

2
M(ω − ωc). (5.2)

We observe that if the bandwidth ofm(t) is B Hz, then the bandwidth of the modulated

signal u(t) is 2B Hz. The spectrum of the modulated signal centered at ωc is composed of

two parts: a portion called the lower sideband (LSB) lying below ωc and a portion called

the upper sideband (USB) lying above ωc. Similarly, the spectrum centered at −ωc also

has an LSB and USB.
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Demodulation of the AM signal

There are two types of demodulation: synchronous demodulation and asynchronous de-

modulation. They differ in the use of a carrier signal in demodulation processes. The re-

ceiver must generate a carrier signal synchronized in phase and frequency for synchronous

demodulation, but the carrier signal is not needed in asynchronous demodulation.

Synchronous Demodulation This kind of demodulation can be referred to as a coher-

ent or product detector. Figure 5.4(a) shows a flow chart of a synchronous demodulator.

At the receiver, we multiply the incoming modulated signal by a local carrier of frequency

and phase in synchronism with the carrier used at the transmitter.

e(t) = u(t)c(t) = [A+m(t)] cos2(ωct)

=
1

2
[A+m(t)] +

1

2
[A +m(t)] cos(2ωct) (5.3)

Let us denote ma(t) = A+m(t). Then,

e(t) =
1

2
ma(t) +

1

2
ma(t) cos(2ωct) (5.4)

The Fourier transform of the signal e(t) is

E(ω) =
1

2
Ma(ω) +

1

4
[Ma(ω + 2ωc) +Ma(ω − 2ωc)] (5.5)

The spectrum E(ω) consists of three components as shown in Fig. 5.3(c). The first com-

ponent is the message spectrum. The two other components, which are the modulated

signal of m(t) with carrier frequency 2ωc, are centered at ±2ωc.

The signal e(t) is then filtered by a lowpass filter (LPF) with a cut-off frequency of fc

to yield 1
2
ma(t). We can fully get ma(t) by multiplying the output by two. We can also get

rid of the inconvenient fraction 1
2
from the output by using the carrier 2 cos(ωc) instead of
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cos(ωc). Finally, the message signal m(t) can be recovered by m̂(t) = ma(t)−A.

Asynchronous Demodulation. An asynchronous demodulator can be referred to as

an envelope detector. For an envelope detector, the modulated signal u(t) must satisfy the

requirement that A +m(t) ≥ 0, ∀t. A block diagram of the asynchronous demodulator is

shown in Fig. 5.4(b). The incoming modulated signal, u(t), is passed through a full wave

rectifier (FWR) which acts as an absolute function. The FWR output which is the absolute

value of u(t), |u(t)|, is then filtered by a low-pass filter resulting in the demodulated signal,

m̂(t).

A synchronous demodulator can decode over-modulated signals and the modulated

signals produced by DSB-SC and SSB . A signal demodulated with a synchronous demod-

ulator should have signal to noise ratio higher than that of the same signal demodulated

with an asynchronous demodulator. However, the frequency of the local oscillator must

be exactly the same as the frequency of the carrier at the transmitter, or else the output

message will fade in and out in the case of AM, or be frequency shifted in the case of SSB

. Once the frequency is matched, the phase of the carrier must be obtained, or else the de-

modulated message will be attenuated. On the other hand, an asynchronous demodulator

does not need to generate the carrier signal at the receiver, thus it is simple to implement

in practical applications.

5.3.3 Data Hiding Scheme for AM Radio Broadcast

Concept of data hiding scheme

Telecommunication systems, such as AM radio broadcasting systems, modulate the carrier

signal with the audio signal for transmission of the audio signal to receivers. Modulation

is advantageous because the baseband signals have sizable power at low frequencies while

modulated signals have sufficiently strong power to be transmitted over radio links [125].

At the receivers, the modulated signals are demodulated to extract the audio signals. Based

on this principle of modulation, two approaches to embedding data into AM radio signals

seem feasible. The first approach is to directly modify modulated signals to embed data.

With this approach, however, it is difficult to ensure downward compatibility. Another

approach is to embed data into audio signals and then modulate the carrier signal with the

embedded audio signals. This approach could be implemented by employing a proposed

audio watermarking scheme. Our work focuses on this approach to construct data hiding

scheme for digital-audio in AM domain.

Figure 5.5 shows the approach to embedding data into AM radio signals. Audio signals

are embedded with data by using an available method of audio watermarking before they

are modulated for transmitting. Many methods of audio watermarking have been devel-
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Figure 5.5: Approach to a data-hiding scheme for AM radio signals.

oped in recent years. The method of audio watermarking used to embed data into audio

signals in this scheme should satisfy the requirements of inaudibility, robustness, and high

capacity. After the audio signal is embedded with data, the embedded signal is modu-

lated by a modulation process. The modulated signal is then sent to receivers through an

AM radio link. When the receivers in this scheme receive the modulated signal, they can

demodulate the received signal and extract the embedded message from the demodulated

signal by using a demodulation process and a data extractor. The extracted audio signal

and the detected data are then used for the desired purposes.

We employed the proposed method of audio watermarking based on DPC because it

enable a high embedding capacity, provides high quality of watermarked audio, and is

robust against signal modification. To efficiently apply the proposed method to AM radio

broadcast system, the algorithm was designed to yield AM signals that can be reacted to

by conventional radio devices.

In the same approach, there is a data hiding method for AM radio signals that employs a

non-blind watermarking method (namely cochlear delay (CD)-based watermarking) [126].

Although the watermarking method is non-blind, which needs the original signal available

in the detection proposed, the method in [126] overcame this drawback by introducing a

double-modulation scheme, which modulates both the original signal and the watermarked

signal in the same carrier. Using a non-blind method can benefit a better performance on

sound quality of watermarked signals, detection accuracy, or bit rate. On the other hand,

the proposed scheme in this dissertation has an advantage from the blind detection that

it has less computational complexity.

Implementation

The proposed data-hiding scheme for AM radio signals is shown in Fig. 5.6. There are

two main phases in this scheme: (a) data-embedding and a modulation process on the

transmitter side and (b) a demodulation and data-detection process on the receiver side.

On the transmitter side (Fig. 5.6(a)), the method of watermarking based on DPC is used

to embed data, s(k), into audio signal x(n). The output of this step is the watermarked
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Figure 5.6: General scheme for digital audio data hiding in the AM domain.

signal, y(n). The watermarked signal y(n) is modulated with the carrier, c(n) by the

modulation process of the DSB-WC scheme. The modulated signal, u(n), which conveys

the watermarked signal y(n) is used for broadcasting to receivers.

For the particular receivers that are suitably-equipped with the demodulator and the

watermark detector as shown in Fig. 5.6(b), they can extract the conveyed signals from

the modulated signals and the embedded data therein. The modulated signal, u(n), is

first demodulated to extract the conveyed signals ŷ(n) by the demodulation process of

the DSB-WC scheme. The extracted signal ŷ(n) is then used to detect the embedded

data ŝ(k) by using the detection process of DPC-based watermarking. For conventional

receivers that use an envelope detector to extract signals, they are able to extract the

conveyed signals as the watermarked signal from the modulated signal.

5.3.4 Evaluation

Database and condition

We conducted computer simulations to evaluate the proposed data hiding scheme for

AM radio signals. We evaluated the sound quality of the watermarked signals that were

extracted from demodulation process. We investigated the sound quality of extracted

watermarked signals and accuracy of watermark detection to confirm feasibility of applying

a watermarking method based on DPC to AM radio signals. The proposed method is

compared with [126] to study the advantages and disadvantages between the two methods.
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In addition, we investigated the sound quality of demodulated signals that were output

from of a standard demodulator to confirm the low-level compatibility of the proposed

scheme with standard AM radio receivers.

We used all 102 tracks of the RWC music database [110] as the original signals. These

music tracks had a sampling frequency of 44.1-kHz, were 16-bit quantized, and had two

channels. The carrier frequency was 531 kHz. The sampling frequency was 5000 kHz. The

same watermark “JAIST-AIS” was embedded into the original signal. The data rates were

from 4 to 1024 bps.

We used objective evaluations: the SER, LSD [32], and PEAQ [33] to measure the

sound quality of the target signals. SER was used to compare the level of a clean signal

to the level of error, which is defined as the same as SNR. A higher SER signal indicated

better sound quality. LSD was used to measure the distance or distortion between two

spectra. A lower LSD value indicates a better result. PEAQ is used to measure quality

degradation in audio according to the ODG which ranges from −4 to 0. ODG indicates

the sound quality of target signals as shown in Table 2.1. Evaluation thresholds for the

SER, LSD, and PEAQ corresponding to 20 decibel (dB), 1 dB, and −1ODG, respectively,

were chosen to evaluate the sound quality of the signals in these simulations.

The accuracy of watermark detection was measured by the bit detection rate, which

is defined as the ratio between the number of correct bits and the total number of bits of

the detected watermark. The evaluation threshold for the bit detection rate was 90%.

Effectiveness of the proposed scheme

The sound quality results for the signals extracted from the modulated signals are plotted

in Fig. 5.7 as a function of bit rate. When the bit rate was 4 bps, the SER, LSD, and PEAQ

of the extracted signals by [126] and the proposed scheme corresponded to approximately

53.36 dB, 0.15 dB, and −0.09ODG.

The SER and LSD had significantly high values in practice. The PEAQ was about

−0.09ODG, which is imperceptible, i.e., no different in the signals could be perceived.

These results indicate that the extracted signals were not distorted by the modulation

process. When the bit-rate increased from 4 to 1024 bps, the SER, LSD, and PEAQ

remained relatively unchanged. This confirms that the quality of watermarked signals

conveyed in modulated signals is independent on the bit rate.

The sound quality the watermarked signals extracted from the modulated signals and

the accuracy of watermark detection with the extracted signals are shown in Fig. 5.8. With

[126], the bit-detection rate was greater than 95% when the bit-rate increased from 4 to

256 bps. It decreased dramatically when the bit-rates were 512 and 1024 bps. In contrast,

the bit detection rates with the proposed scheme are all greater than 99%. While the

PEAQs of the extracted watermarked signal were greater than −1 ODG and the LSDs were
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Figure 5.7: Results from objective evaluations of extracted signals as a function of bit rate:
(a), (b), and (c) provide results for extracted watermarked signals by [126] and (d), (e),
and (f) provide results for extracted watermarked signals by the proposed scheme.

less than 0.5 dB with [126], the proposed scheme has the lower PEAQ but still approximate

to the evaluation criterion and the similar LSD.

These results demonstrate that the bit-detection rate and inaudibility of watermarked

signals with the proposed scheme were the same as with the watermarking method. This

indicates that the DPC-based method of watermarking could be applied to the AM domain.

On the other hand, the proposed scheme has higher bit detection rate and bit rate but

lower sound quality in comparison with [126].

Performance of hiding system under noise

The modulated signal was transmitted through the air and may have been affected by

external white noise. We examined the distortion of extracted signals when the modulated

signal was subjected to white noise. Figure 5.9 plots the results from the objective tests of

the extracted watermarked signals. The horizontal axis shows the SER of the modulated

signal which indicates the level of noise. With [126], the extracted signals were most

distorted when the noise level was high (SER < 30 dB). However, when the noise level

79



−5

−3

−1

1

(b)

P
E

A
Q

 (
O

D
G

)

4 8 16 32 64 128 256 512 1024
70

80

90

100

(c)

B
it
 d

e
te

c
ti
o

n
 r

a
te

 (
%

)

Bit rate (bps)

0

1

2

3

(a)

L
S

D
 (

d
B

)

(d)

(e)

4 8 16 32 64 128 256 512 1024

(f)

Bit rate (bps)

Figure 5.8: Results from objective evaluations of the sound quality of watermarked signals
and bit detection rate as functions of the bit rate: (a), (b), and (c) provide results of [126]
and (d), (e), and (f) provide results of the proposed scheme.

decreased (SER ≥ 30 dB), the SERs, LSDs, and PEAQs were significantly better (≥ 40 dB,

≤ 0.9 dB, and ≥ −1.8ODG). The bit-detection rates for high-level noise were less than

98.2% and for low-level noise (SER ≥ 30 dB) they were greater than 99.2%.

With the proposed scheme, the extracted signals were most distorted when the noise

level less than < 20 dB while when the noise level decreased (SER ≥ 20 dB), the SERs,

LSDs, and PEAQs were significantly better. The bit-detection rates were all greater than

99%. These results indicated that the proposed scheme can correctly extract signals from

a modulated signal that is affected by noise.

Low level compatibility

A vast majority of AM radio receivers extract audio signals from AM radio signals by using

standard AM techniques (the envelope detector and the product detector). The data-

hiding scheme should produce a modulated signal that can be demodulated by standard

AM radio devices. Table 5.1 shows the sound quality of signals extracted by using an

envelope demodulator in comparison with the method in [126]. The bit rate was set to
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Figure 5.9: Results from objective evaluations of extracted signals against external noise:
(a), (b), and (c) provide results for extracted watermarked signals by [126] and (d), (e),
and (f) provide results for extracted watermarked signals by the proposed scheme.

4 bps in this experiment. The results show that the proposed method has the SNR almost

the same with [126]. The proposed method has a better LSD but a worse PEAQ.

5.3.5 Summary

To enable a more efficient emergency alert system as well as high utility AM radio service,

this dissertation proposed a data-hiding scheme for AM radio broadcasting systems. The

proposed scheme can be used to transmit additional digital information along side audio

content in AM radio signals. Playing an important role in this scheme, the digital audio

watermarking method based on DPC was used to embed an inaudible message into audio

content before the audio was further processed for long-distance transmission over a radio
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Table 5.1: Sound quality of signals extracted using standard demodulators

SER (dB) LSD (dB) PEAQ (ODG)

[126] 19.0 1.09 −0.55

Proposed 19.2 0.29 −1.11

link. Standard receivers are able to extract audio content from the AM signals.

We conducted computer simulations to evaluate the effectiveness of the proposed

scheme. We first confirmed the effect of the modulation process by measuring the sound

quality of audio signals that were extracted from the AM signals. The SER, LSD, and

PEAQ results showed that these signals could be properly extracted. These results con-

firmed that we can precisely extract both the watermarked signals from the modulated

signal. Second, we evaluated the inaudibility of watermarked signals and the accuracy

of the watermark detection process. The LSD and PEAQ results confirmed that the

DPC-method could be used with the proposed scheme to embed inaudible message. The

bit detection rate results revealed that the watermark detection accuracy could be kept

as high as that in the DPC-based watermarking system for digital-audio. Third, we

evaluated the sound quality of the signal extracted from the AM signal using standard

demodulators to check the compatibility of the proposed data-hiding scheme. We found

that the standard receivers could acquire audio content at a reasonable level of distortion.

Finally, we looked at the distortion of the extracted signals caused by external white noise.

The scores showed that the sound quality of the extracted signals was degraded when the

the external noise level was relatively high (SER < 20 dB).

The proposed method has higher detection accuracy and higher bit rate but lower

sound quality in comparison with the method in [126] which employs a non-blind water-

marking scheme. Compared to conventional techniques, such as AMSS, for embedding

additional digital information into AM radio signals, the proposed method offers better

embedding capacity and compatibility. The embedding capacity of the proposed scheme is

about 1024 bps while that of AMSS is 47 bps. Conventional radio devices can demodulate

modulated signals to extract audio signals in the proposed scheme, but will not respond

to the modulated signals in AMSS.

The proposed scheme can be used to develop a hidden-message AM radio system.

Such a system can be used as an emergency alert system in the event of natural disasters.

Moreover, it can broadcast additional digital information as part of radio services such as

programs, weather forecasting, news, advertisements, etc., thus providing high utility AM

radio service.
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Chapter 6

Conclusions

6.1 Summary

Audio data hiding has been born as not only a potential solution for securing digital audio

value but also a promising technology for enriching users’ experience on audio content.

Due to the nature of audio signals, researchers in this field have had to confront numerous

challenging issues related sensitivity of the HAS and variety of harmful attacks in order to

create a new method. Traditional methods have attempted to incorporate a mathematic

model into embedding algorithm to minimize the distortion and maintain the robustness

but this approach has faced with the trade-off between these two properties. This dis-

sertation aims to explore relation between characteristics of sound and mechanism of the

HAS to tackle the major challenges. The phase characteristics and the variability of au-

dio signals have been exploited to propose an efficient method of audio data hiding with

reasonable trade-off in the properties.

The fact that the HAS is incredibly sensitive with small change in the sound and

audio signals usually suffer a lot of signal-processing operations has caused audio data

hiding difficulty in obtaining reasonable trade-off between inaudibility and robustness.

Phase has been intensively explored for embedding watermark thanks to its advantage in

resistance to common processing. Although the HAS appears sensitive to relative phase

of audio signals, the modification of phase only induces perceptible distortion when the

phase relation between frequency components is dramatically changed. Inaudible phase

coding can be achieved by controlling the modification of phase to be sufficiently small

and slowly varying. This inspired us to investigate a dynamic phase-manipulation scheme

for audio data hiding with the two objectives: obtaining reasonable trade-off in properties

of audio data hiding and wide applicability to practical problems.

The general idea is adaptively controlling the amount of phase modification so that

the watermark does not result in inaudible distortion. Since the phase modification of a

frequency component causes distortion in sound in a manner that is directly proportional
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to the magnitude of that component, the amount of phase modification is thus adjusted

according to the magnitude. Furthermore, most audio signals in realistic environments

are variant with time, so the modification is adaptively adjusted to local characteristics to

attain stable performance. More precisely, depending on each frame, frequency components

with large magnitude will have smaller amount of phase modification whereas smaller-

magnitude frequency components will have somewhat higher amount of phase modification.

This mechanism ensures the watermark to be hardly perceptible by the HAS and robust

against attacks simultaneously. As a result, the proposed method could obtain better trade-

off between inaudibility and robustness. The idea has been realized by two approaches,

giving two novel methods: APM and DPC.

The method based APM has been implemented using the second-order IIR APF and

based on the following observations: (i) each frame has a different energy distribution in

frequency domain and (ii) the APF phase response which quantifies for the amount of phase

modification has a peak at the pole-zero frequency. The frequency components around the

pole-zero frequency are more affected than the outside components. In other words, if the

pole-zero frequency is set in higher-energy frequency-region, the phase modulation causes

higher distortion in the frame. In contrast, if the pole-zero frequency lies on lower-energy

frequency-region, the frame suffers less distortion. Therefore, the pole-zero frequency of

the APF is adaptively set to the low-energy frequency-region to ensure the best quality for

the watermarked signal. The inaudibility can be traded for the robustness by setting the

pole-zero frequency to higher-energy frequency region. The simulation have been carried

out with various kinds of audio signals to evaluate the proposed method with regard

to inaudibility and robustness. The results reveal that the watermark causes distortion

between not annoying and imperceptible according to ODG scores. In the case without

attack, the proposed method achieves a bit rate of 100 bps with 99% accuracy. In the case

with attack, the embedding bit rate is 6 bps with 94.3% accuracy. Although the results are

quite promising and satisfy several requirements, this approach still has limit in trade-off

between robustness and high embedding capacity. Thus, the proposed APM scheme has

successfully verified the effectiveness of the adaptive phase-manipulation rather than has

wide applicability.

The method based on DPC has been implemented using the QIM technique and based

on the following principle: (i) most of the audio information is concentrated on moderately

low frequencies and (ii) the amount of phase modification causes the distortion directly

proportional to the magnitude. Accordingly, to assure the inaudibility and the robustness,

the moderately low frequency-region is chosen for embedding and for each embedding

component the QIM step that quantifies for the amount of phase modification is determined

based on the magnitude. Moreover, to increase the reliability of watermark detection,

the technique of ECC is incorporated to encode the watermark before embedding. The
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Table 6.1: Comparison between the two methods with regard to the four properties.

APM DPC

Inaudibility (PEAQ) −0.69 −0.97

Blind detection

Robustness

Capacity (bps) 6 102

experimental results demonstrate that the watermark cause not annoying distortion in

the watermarked signals. The watermark is robust against various attacks, especially

MP3 compression 64 kbps, while achieving a bit rate of 200 bps with 98.5% accuracy.

The incorporation of ECC is remarkably effective in correcting all the errors, resulting

in an embedding bit rate of 102 bps with 100% accuracy. The results verify that the

proposed DPC scheme is capable of achieving an excellent trade-off between inaudibility

and robustness and that the proposed method satisfies all the requirements: inaudibility,

robustness, blind-detection ability, high embedding capacity, and reliability.

The proposed DPC method was applied to the applications of copy prevention of digital-

audio, annotated digital-audio, and information carrier over AM radio broadcast. The

application of copy prevention was proposed to limit widespread sharing of copyrighted

digital audio over public file sharing services. The digital fingerprint of the copyrighted

audio is embedded as watermark into the audio signal. Whenever the watermarked signal is

uploaded to a file sharing service, the embedded watermark can help verify if the uploading

is illegal. Once the misconduct is determined, the service stops the uploading immediately.

The application of annotated audio can help enhance users’ experience on listening to

music or radio broadcast. The watermark is used as an information channel that carries

complementary information in order to enrich the playback or the radio program. The

application of information carrier over AM radio broadcast was proposed to construct a

high utility AM radio service. This application supplements the sound (speech) information

conveyed by radio waves with additional digital information which is likely to be very useful

in emergency situations where the ordinary Internet is not available, as well as improve

the convenience of radio services.

Table 6.1 shows a comparison on properties of the two proposed method. The APM

method has an advantage of high sound quality but a limitation in capacity while the DPC

method has high capacity but lower sound quality. The proposed method can be widely

applied to practical applications, demonstrating that the two objectives in this dissertation

have been successfully achieved.
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6.2 Contributions

Being inspired from the interesting characteristics of phase and the mechanism on phase

perception of the HAS, this study investigated the feasibility of the dynamic phase-

manipulation scheme for audio data hiding. The overall contribution of this dissertation is

an efficient and widely applicable method of audio data hiding for solving social concerns

on security of digital audio content. This is the combination of the novel sophisticated

methodology for research on audio data hiding, the exploration of suitable acoustic fea-

tures for watermarking, and the exploitation of psychoacoustic knowledge. Throughout the

study, several findings have been obtained and the major contributions can be summarized

as follows.

(1) The first contribution is a proposal of sophisticated methodology for research on

audio data hiding. As audio data hiding is a challenging task, most methods in the litera-

ture are stuck with the trade-off in the requirements and have limitation in applicability.

The proposed methodology describes the process of creating a new method of audio data

hiding systematically. In order to realize a method of audio data hiding with efficiency and

applicability, the methodology proposes four criteria for the process, i.e., acoustic features,

embedding technique, parameters, and adjustable algorithm. These criteria ensure that a

new method could obtain reasonable trade-off and have necessary properties for satisfying

practical applications.

(2) By applying the proposed methodology, two contributions on the field of audio data

hiding were derived. The second contribution of this study is the realization of the method

of audio data hiding based on APM scheme. This method introduces the new concept of

APM to deal with the discontinuity issue in the approach of audio data hiding based

on phase modulation. The proposed scheme not only minimizes the distortion caused by

phase-modification but also eliminates the discontinuity at frame boundaries to achieve the

high sound quality. Although the proposed method has limitation in embedding capacity,

it outperforms the other methods in the same approach.

(3) The third contribution in this dissertation is the implementation of the method of

audio data hiding based on DPC. The proposed method exploits the relation between the

magnitude and the distortion caused by phase modification of a frequency component and

adopts the technique of QIM to give out a new concept of dynamic quantization of phase

for audio data hiding. The proposed method controls the amount of phase modification

sufficiently and adaptively according to the magnitude to achieve the high sound quality

while keeping the watermark resistant to the attacks. The effectiveness has been verified

with the good inaudibility, the high robustness, and the competitive reliability, i.e., 100%

accuracy, at 102 bps. The obtained results show that the proposed method is efficiently

practical, becomes the best in the same approach, and is comparable with the state-of-
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the-art in the literature.

(4) The last contribution of this study is the two applications of the proposed method

of audio data hiding based on DPC to digital audio protection and audio entertainment

and an application of a general audio data hiding method to AM radio broadcasting

systems. It verifies again the effectiveness and the applicability of the proposed method

and demonstrates that audio data hiding is a promising technology for solving with social

concerns.

6.3 Future Research

In this dissertation, we have proposed an efficient and applicable method of audio data

hiding based on dynamic phase-manipulation. The proposed method utilizes the knowledge

from psychoacoustic field and the sophisticated methodology to achieve better trade-off in

the properties of audio data hiding. It has been demonstrated that the proposed method

is effective and capable of solving practical problems. However, beyond the scope of this

study is a number of avenues for future research.

(1) For the proposed method based on APM, the phase shift of the phase response can

be more flexibly controlled by using higher order of IIR APF to build a better adaptive

phase modulator. It offers a way to adjust the amount of phase modification by not only

setting the pole-zero frequency to the frequency region of interest but also changing the

phase-shift level of the APF’s phase response. More flexibly adaptive phase-modulator

could better balance the inaudibility and the robustness of embedded watermark. In

addition, the sound quality of watermarked signals could be enhanced after extracting the

embedded watermark by reversibility. An inverse filter of the APF can be designed to

restore the watermarked signal to the original by performing inverse filtering [112].

(2) For the proposed method based on DPC, better sound quality could be obtained

by keeping phase relation between unresolved frequency components. As Moore et al. [30]

pointed out that the HAS is very sensitive to the relative phase of unresolved components,

the timbre of the watermarked signal could be maintained as the original by preserving

the phase relation. Besides, the current adaptation scheme that adjusts the amount of

phase modification according to the magnitude in a linear scale could be replaced by a

new scheme that adapts to a logarithmic scale of the magnitude as the the HAS’s dynamic

range of pressure sensitivity.

(3) As the proposed method has many required properties, it could be applied to

other applications such as usage control, fingerprinting, and covert communication. These

applications would help provide more solutions for existing social problems.
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Appendix A

Experimental Details of Attacks

In the experiments on the robustness of the proposed methods, the following configurations

for the attacks were used.

AWGN. White Gaussian noise is added into watermarked signals with an SNR of

36 dB.

Re-sampling. Watermarked signals are downsampled to 22.05 kHz and 16 kHz and

then upsampled to 44.1 kHz.

MP3. Watermarked signals are changed to MP3 formats (128 kbps or 64 kbps) and

then changed back to waveform format.

MP4. Watermarked signals are changed to MP4 formats (96 kbps) and then changed

back to waveform format.

Re-quantization. Watermarked signals are requantized by 8 bits.

Bandpass filtering. Watermarked signals are filtered by a bandpass filter with pass-

band [0.1, 6] kHz and stopband attenuation −12 dB/octave.

Each attack has a different effect on sound quality of the target signal. Figures A.1–A.3

respectively show the SNR, the LSD, and the PEAQ of the attacked signals. All the tracks

of the RWC music databased were used in this experiment.
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