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Abstract

This paper proposes a method to parameterize power en-
velopes in order to modify the power envelope of neutral
speech to convert into emotional speech. Target prediction
model that can predict the stable power target in short-term
interval is firstly used to estimate the targets of the power
envelope. Then we change the targets to a stepwise fucn-
tion by segmenting the starting and ending points in each pe-
riod. By controling the stepwise targets of the power enve-
lope, a power envelope for emotional speech can be repro-
duced by 2nd-order critically damped model. Results show
that this method show excellent performance for parameter-
izing power envelopes.

1. Introduction

In the field of human-computer-interface (HCI), one of the
goals is to improve user experiences by providing genuine hu-
man communication. A speech-to-speech translation (S2ST)
system [1] plays a consequential role for converting a spoken
utterance from one language into another to enable people
who speak different languages to communicate. In addition,
information conveyed by speech can be divided into three
categories: linguistic information, para-linguistic information
and non-linguistic information [2]. Linguistic information is
considered as the symbolic infomation which is represented
by a set of symbols and rules such as the lexical, syntactic
and semantic. For para-linguistic information, it is defined
as the information that cannot be inferred from the written
language but added by the speaker such as intention and atti-
tude. Non-linguistic information shows the information that
cannot generally be contolled by the speaker such as age, gen-
der and emotional state. While conventional S2STs focus on
processing linguistic information only, which is deficient in
synthesizing affective speech, such as emotional rather than
neutral speech. Only linguistic information is not enough for
people to communicate with each other [3]. Therefore, affec-
tive S2STs, that cosider about emotion, [1] is necessary to be
taken into consideration.

So far, some previous research considering emotional

speech synthesis have already achieved some improvements
such as Hidden Markov Model (HMM) with Gaussian Mix-
ture Model (GMM) or concatenative approach, like unit se-
lection [4] [5]. Both methods can synthesize emotional
speech with good quality when the emotion is present in a
category such as happy, sad, or angry. However, they can
only synthesize the emotional speech with the average emo-
tion (not strong or weak emotions) in the emotion category,
and both need a huge database for training, although it is diffi-
cult to collect many human responses when listening to emo-
tional speech.

In human speech communication, people sometimes
strengthen or weaken emotional expressions depending on
the situation. Thus, a small number of discrete categories
is not sufficient to mimic the emotional speech in daily life.
Therefore, some researchers proposed a multi-dimensional
approach to express emotion on a continuous-valued scale in-
stead of categorical methods. By using the rule-based syn-
thesis method, tendencies of the variations can be acquired
using a small database. With the tendencies of variation, the
synthesized speech can convey all degrees of an emotion.

An emotional speech conversion system utilizing a three-
layered model for dimensional approach [6] has already pro-
posed by the authors. This system achieved improvement,
in which synthesized speech with happy or sad emotions can
obtain excellent listening test results comparing with the pre-
vious work using two-layered model [7]. For angry speech,
however, the synthesized speech cannot give strong impres-
sion comparing with happy and sad voice in listening tests.
Since power envelope is much related to anger voice, in this
paper, we propose a method to parameterize power envelopes
of speech using a target prediction model [8] to be able to
modify power envelope freely.

The target prediction model can predicts the stable power
target in short-term interval by a 2nd-order critically damped
system. The target prediction model is firstly used to esti-
mate the target of power envelope. Then the estimated target
is changed to a stepwise function. By controlling the mag-
nitudes of the stepwise function of the target, a reproduced
power envelope can be predicted using 2nd-order critically
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Figure1: Procedure of reproduing power envelope

damped model that mimics the same process as we model log
F0 contour with Fujisaki model in accent control mechanism
part [9]. All procedures are shown in Figure 1. In this pa-
per, the original power envelope of neutral speech is firstly
extracted and parameterized, then we use the extracted pa-
rameter values to get the reproducing power envelope of the
same speech. The similarity between the extracted and re-
producing power envelopes shows that this method can work
well to parameterize power envelope.

This paper is arraged as following. In Section 2, the extrac-
tion method of power envelope is shown. In Section 3, target
prediction model is conduected to obtain the estimated target
of power envelope and then it is changed to the steplike func-
tion. In Section 4, the reproducing process of power envelope
using 2nd-order critically damped model is discuessed. Sec-
tion 5 contains a conclusion and a discussion of future work.

2. Extracting Power Envelope

The neutral speech signal in Figure 2 is represented asy(t).
The power envelpes fromy(t) are extracted by

ey(t) = LPF
[
|y(t) + jHilbert [y(t)]|2

]
(1)

where LPF[·] is a low-pass filtering and Hilbert[·] is the
Hilbert transform. Then we using Equation2 to change power
envelope in log power envelpe domain.

logey(t) = 10log10(ey(t)) (2)

Figure 3 shows the extracted log power envelope.

3. Estimating Targets of Power Envelope

A power target prediction model predicts the stable power
target in each short-term interval. When the power envelope
is approximated by a 2nd-order critically damped system, the
model can estiamte target power envelope using short-term
power sequences without being given the onset positions of
the power trasition.

Figure2: Speech wave of the original speech

Figure3: Extracted power envelope

A 2nd-order critically damped model is generally repre-
sented as follows(

∆2 − 2λ∆+ λ2
)
yn = λ2b (3)

where∆ is a differenctial operator in time,λ is a reciprocal
time constant, timen = 0 is the onset position of the tran-
sition andb is a target to whichyn converges in the past if
λ > 0 andn ≤ 0, or in the future ifλ < 0 andn ≥ 0. The
solution of Equation3 is

yn = (a+ cn) exp (λn) + b (4)

wherea and c are constant obtained from boundary condi-
tion. Previous methods that estimated the parameters of 2nd-
order critically damped models have predicted all parameters
directly by using Equation4 and the following measure,

e (n0 or n1, λ) =

n1∑
n=n0

∣∣yin − yn
∣∣2 , n0 < n1 (5)

whereyin is an unkonwn input sequence. For these methods,
a long-term sequence sufficient to start at the onset position
of the transitionn0 = 0 whenλ < 0 orn1 = 0 whenλ > 0 is
essentially required. Then, non-linear optimization under two
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values,n0 andλ or n1 andλ is needed. Howere, the purpose
of our target prediction model is to estimateb only.

Divide Equation3 such that;

(∆− λ) {(∆− λ) yn} = λ2b (6)

and assume that

xn = (∆− λ) yn (7)

(∆− λ)xn = λ2b (8)

By substituting Equation4 into Equation7,

xn = c exp (λn)− λb (9)

and Equation9 is a first-order euqation.
Assuming that

cm = c exp (λm) (10)

at timen = m, the neighborhoodxm+t of xm is represented
by

xm+t = cm exp (λt)− λb (11)

Thus, if the measure

e(λ) =

n1∑
t=n0

∣∣(∆− λ)yim+t − xm+t

∣∣2
=

n1∑
t=n0

∣∣xi
m+t − xm+t

∣∣2
can be used, non-linear optimization under onlyλ is needed
and it does not require any knowledge of the onset position
of the transition inestimating the targetb, becausexm+t is
an exponential fuction. In this prediction, ifλ ≥ 0, it is the
backward prediction (target in the past). Ifλ < 0, it is the
forward prediction (target in the future). And we use forward
prediction (target in the future) to reproduce power envelope.

In Figure 4, the blue line shows the estimated target of
power envelope using the target prediction model.

4. Reproducing Power Envelope

The onset pointT1j , ending pointT2j of every phoneme is
segmented manually. After obtaining the estimated power en-
velope, we extracted the amplitudeAaj of thejth step in ev-
ery period of one phoneme. They are inputs of the following
fuction that follows the accent mechnism of Fujisaki model.
And the stepwise function is shown in Figure 5. Equation12
shows the step-response. The stepwise input signals to the
power control mechanism are difined by their amplitudeAa,
onset timeT1 and offset timeT2 using Euqation

Figure4: Target of power envelope estimated by target pre-
diction model

Figure5: Steplike targets of power envelope

Gaj(t) = 1− (1 + δt) exp(−δt) t ≥ 0 (12)

where Ga(t) represents the step response function. And
logey(t) is the reproduced power envelope.

logey(t) =
J∑

j=1

Aaj [Ga(t− T1j)−Ga(t− T2j)] (13)

The symbols in these equations forecast

• Aaj : amplitude of thejth step,Aaj is the average value
of b in each segmentation,

• T1j : onset of thejth step,

• T2j : offset of thejth step,

• δ: time constant.

δ is the absolute value of the sum of the negative parts
of λ as we use forward prediction,λ < 0 (target in the
future), to reproduce power envelope.
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Figure6: Reproducing power envelope using 2nd-order crit-
ically damped model and the extracted power envelope from
original speech

In Figure 6, the reproduced power envelope and extracted
log power envelope are shown. Signal/Error Ratio (SER) in
Euquation14 and Mean Absolute Error (MAE) in Equation
15 are used to evaluate the difference between the extracted
and reproduced power envelope. As the voiced signal is more
important of unvoiced part in this research, SER is only cal-
culated in voiced part.

SER = 10log10

∑N
i=1(xi)

2∑N
i=1(xi − yi)2

(14)

MAE =

∑N
i=1 |xi − yi|

N
(15)

wherexi is the extracted power envelope andyi is the repro-
ducing power envelope.N is the number of bit in the voiced
part.

The value of SER is 18.01dB and the MAE is about 1.82dB
which means that the reproduced power envelope is almost
the same as the original extracted power envelope. Therefore,
a conclusion can be made that this method can work well for
parameterizing power envelope. After this, we modify power
envelope by controllingAaj to fit the estimated acoustic fea-
tures

5. Conclusion

In this paper, a method to parameterize power envelope, in
which only four parameters (Aaj , T1j , T2j , δ) are used, is
proposed. A target prediction model is utilized to esitmate
the target of power envelope. The estimated target is changed
to steplike function and then the 2nd-order ciritically damped
model is conducted to reproduce power envelope. As the SER
is large the MAE is small from the reproduced and extracted

power envelope, the reproduced power envelope is almost the
same as the original extracted power envelope. A conclusion
can be made that this method can be used to parameterlize
power envelope. In the future, the modifying procedure of
power envelope from neutral to emotional speech will be re-
searched later to fit the estimated acoustic features in order to
synthesize more human-like emotional speech.
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