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Abstract

In this study, we focus on the search indicators used in the search algorithms. The search indicators are the values given in each node in the game tree for guiding the search direction of the search algorithms. The search indicators have been used for developing a strong computer player. However, we hypothesize that there are other potentials. Under this assumption, we tried to consider a new aspect of the search indicators and to confirm its utilization.

Chapter 2 presents the previous works related to the AND/OR tree search and the conspiracy number search. Additionally, we focus on the concomitant search indicators. We explained each algorithm with focus on the search indicators. And, we provided the studies of the search indicators and tried to find the other viewpoints except the original meaning. Then, recent researches of the conspiracy number search present the good hints to us.

Chapter 3 describes a new search algorithm based on proof numbers, named DeepPN. DeepPN has three search indicators (pn, dn, deep) and a single parameter, $R$, that allows a choice between depth-first and best-first behavior. DeepPN employs two types of values, viz., proof numbers and deep values which register the depth of nodes. For measuring the performance of DeepPN, we tested DeepPN on solving Othello endgame positions and on the game of Hex. We achieved two indicative results in Othello and Hex. The algorithm owes its success to the formula in which best-first and depth-first search are applied in a “balanced” way. The results show that DeepPN works better than PN-search in the games which build up a suitable tree.

Chapter 4 shows the relationship between the search indicators and the evaluation of the mating problems in shogi (Tsume-shogi). We focused on the aesthetics of tsume-shogi such as interesting, beautiful and refreshing. Then, it seems a promising approach to focus on the relationship between aesthetic and complexity indicated by the proof and disproof numbers for the assessment of tsume-shogi. The indicator of the disproof number looks more promising than other factors such as the proof number and the number of visited nodes during search when using the tsume-shogi with relatively short steps in the competition. This means that the difficulty of Magire is more critical component for aesthetic.
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Chapter 1

Introduction

In this thesis, we salute the breakthrough achieved by the team of Google DeepMind. We have learned many things of their breakthrough publication [61]. Big contributions can only be big through the existence of small contributions. This thesis focuses on search indicators, which perform in terms of evaluation, guidance and prediction. We attempt to improve the existing search techniques by multiple changes of the search indicators. Our findings may be small, but the impact is considerable in the small domains of Othello and Hex. Moreover, the search indicators have promises for solving small Go boards [10]. Finally, new search indicators can lead to the improvement of the aesthetic concepts as used so far [22, 23].

1.1 Background

Originally, researchers used tree search algorithms for optimization [43]. Thereafter they started to apply them for the development of computer-playing algorithms. These algorithms focused on game-tree search, in particular game-tree search for two-person zero-sum games [66], such as the game of chess, checkers and shogi (Japanese chess). For those games, one of the most popular game-tree search algorithms is minimax tree search [58]. In the 1960s and 1970s, many game-tree search algorithms were proposed, e.g., $\alpha - \beta$ algorithm [34]. Later, in the beginning of this century, Monte Carlo tree search (MCTS) was developed [8]. Moreover, many techniques which accompany the game-tree search algorithms were developed, e.g., in the field of machine learning [12] and evolving strategy [7, 9].

Consequently, the quality of the game-playing programs was improved by these new game-tree search algorithms and the corresponding related techniques. For example, the checkers program CHINOOK defeated the human world champion in 1994 [54] and the chess program DEEP BLUE [6] defeated the human world champion in 1997. In Japan, the shogi program BONKRAS won a match against a top shogi grandmaster in 2012 [70]. Many factors made the advances of the game-tree search algorithms possible; one of the most important elements is improving the quality of the search indicators. The history of the game-tree search algorithms is also the history of the search indicators. The advances and the achievements of the game-tree search algorithms are supported by the advances of the search indicators. In this thesis, we define the search indicator as follows.

**Definition 1.1.** Search indicators are pointers based on the values of a node and the
information stored in the node during a game-tree search; the pointers are used for guiding the search. They take care of the search direction.

For every type of game-tree search, the search indicators are the drivers for the game-tree search algorithms. In minimax tree search, the search indicator is the minimax value calculated by a given static evaluation function in each position. In MCTS, the main search indicator is a winning rate calculated by comparison after random playing. Each search indicator guides the search direction according to the purpose of the evaluation of node. There are three types of use of the evaluation function: (1) the evaluation of the position; (2) the guidance of the search by estimating the value of the position with respect to the chances to win, draw or lose the game; (3) the prediction of the outcome of the game. We discuss their all three below.

- The evaluation of a position is meant to represent the precise value of a position and the winning edge of the player. The minimax values in the minimax tree search algorithm and the winning rates in the MCTS have this characteristic. The value of a position has different means according to the purposes. If the search indicators show the advantages of a player compared to the opponent, then the search algorithms can use the search indicators for analyzing the current situation and developing a strategy. Generally, the value of a position is given by heuristics as implemented by the human players. Sometimes programmers use the results from analysing statistical data. However, to evaluate the value of a position heuristically may contain errors. These errors undermine the true value of a position and may lead to erratic moves in some cases. One of the ways to reduce the errors is to compose large game-trees and we future expectations as much as possible [68, 17]. Thus, the search indicators and its reliability are issues of our research.

- The guidance of the search is sometimes more important than knowing the exact evaluation of the position. The emphasis on guiding the search gives a specific role to the search indicators. This happens in addition to other functions. Here, we mention two specific indicators, viz. proof numbers [3] and conspiracy numbers [38]. The search indicators play only a role in guiding the search direction when expanding a game tree, i.e., the search indicators decide the ordering of visiting the nodes. If the search indicators find a winning value of a position, then the search algorithm tries to examine the position which has a winning value. In other words, the search algorithms try to develop a game tree which relies rely on the minimax value or the winning rate. In summary, the search indicators which guide the search direction support the strategy for efficient search. Some specific search indicators guide only the search direction. An example is the use of proof numbers. Proof numbers aim to solve the game, and its number show the nearness of proving a specific game outcome. In all cases, the search indicators guide the effective ordering of the visiting nodes for reaching the decided goals.

- The prediction of the distance in value between the current position and the specific goal is another specific way of guiding the search direction. Some search indicators have this role, e.g., the total search indicator $f^*$ in AO* [47, 15] and the heuristic estimate $h$ in dfpn+ [42]. Generally, the main goals are winning the game, solving the game outcome, or finding a drawing strategy. If the search indicator can calculate the distance between the current position and
the specific goal perfectly, then it can find the solution. If the search indicators include some heuristic errors, but the calculated distances are almost correct, then the search algorithms can find the solution within an acceptable execution time. In contrast, if the heuristic errors are so overwhelming, then the search algorithm may be able to find the solution albeit after a long time, or it cannot find any solution at all. Thus, the quality of the search indicators in this role is quite important, and in many cases, using adequate heuristics leads to suitable values for each game. Thus, we have to consider the search indicator as carefully as possible in this case.

Above, we defined the whole range of using values (evaluation, guidance and prediction). All three uses coincide with the definition of the search indicators. In this thesis, we start focusing on three specific instances of the search indicators: proof numbers, minimax values and conspiracy numbers. These search indicators were composed for improving the performance when aimed at winning the game. This purpose has been formulated for researchers who would like to win a game or to solve a game. Still there are other goals. Three of them are improving human player skill [51], showing the explanations of the game [28] and composing a human-like computer players [11]. These three new examples of research are instrumental to compose new search algorithms by analyzing the game using the game-tree search progress. Among them, we have a particular interest in the search indicators that would shed a new light as soon as the goals intended to be reached. An example of new works is given by Khalid et al. [30]. They tried to find a new perspective of the conspiracy numbers [38] and succeeded to analyze the game progress patterns. Here, the definition and the characteristics of the original search indicators were not changed. So, Khalid et al. successfully reused the existing algorithms, methods, and techniques. Yet, we hope to propose a new utilization of the search indicators. This may imply a change of the meaning that they represent in the theory.

1.2 Problem Statement and Research Questions

The quality of the search algorithms is heavily influenced by the development of the search indicators, their refinement, and their adaptivity to the structure of the game-tree. The search indicators deal with the characteristics of the search algorithms and attempt to reach the goals imposed by the aim of the player (e.g., winning a game or achieving a draw). Conversely, if we focus on the search indicators then we may investigate the possibility to find a new way of the utilization. For instance, we may aim at new search algorithms which have a different utilization of the information available in a node by using the characteristics, and the purpose in a new perspective. For this new purpose, we try to reconsider the existing search indicators.

Based on these ideas, we formulate our problem statement and two research questions as follows.

**Problem Statement**  To what extent is it possible to predict the behavior of the search algorithm when changing the set of search indicators?

**RQ1**  What new behaviors can we expect if we change the way of searching by changing the search indicators?

**RQ2**  Is it possible to anticipate on the benefits of a well thought, well defined change of the composition of the search indicators in a node?
1.3 Research Methodology

**RQ1** Generally, the definition and the behavior of the search indicators are decided by the original search algorithms. PN-search introduced by Allis et al. [3] uses the best-first search method using the proof numbers as the search indicator. PN-search produced many achievements, but some challenges still remain. One of the serious challenges is the seesaw effect problem [16]. This challenge is caused by using the method of the best-first search with the proof numbers. So, we may consider this challenge as an appropriate instantiation of our RQ1. We will investigate the seesaw effect problem using the proof numbers in such a way that the result in a different search behavior. Moreover, we will examine how it affects the original algorithm.

**RQ2** In the original definition, the proof numbers indicate the number of leaf nodes which need to prove a node. If we change the viewpoint somewhere, then we may state that the proof numbers show the level of difficulty for proving a node. Now, we conjecture that this viewpoint might be used for evaluating the difficulty of the puzzles (chess problems and Shogi problems). For RQ2, we analyze the mating problems of shogi (called "Tsume-shogi"). We focus on the relationship between the evaluation of tsume-shogi and its difficulty judged by the proof numbers. In this way, we try to consider the potentials of the search indicators using the different viewpoints.

Throughout our investigation process of handling the two research questions, we challenge the new potentials of the search indicators. Therefore, we consider two objectives: (1) solving the existing challenges, and (2) evaluating the puzzles. In order to achieve two objectives, we will change the behavior of the search indicators and try to consider the new viewpoint of the search indicators. We keep the original definition of the search indicators, and try to propose the new utilization. After the two challenges, we will evaluate the outcomes and formulate a summary on the potential of the search indicators.

1.4 Structure of the Thesis

There are 5 chapters for considering the search indicators. The comprehensive introduction and background of our research are described in Chapter 1. We formulate a problem statement and two research questions.

In Chapter 2, we introduce the existing works about the AND/OR tree search algorithms and the conspiracy number search as a background study. We then explain the search algorithms focusing on the search indicators.

In Chapter 3, we discuss RQ1. We propose how to develop new search indicators. We handle the seesaw effect using the proof numbers with the different behavior. We propose an Othello endgame solver and a Hex solver for verifying our proposal.

In Chapter 4, we discuss RQ2. We propose how to find a new meaning of the search indicators. We compare the data analysis of the tsume-shogi using the proof numbers and the evaluation that is used in ranking the competitions. We aim at confirming the usefulness of the new viewpoint of the search indicators.

Finally, in Chapter 5, based on our finding, we may conclude that the research outcomes from the related experiments. Lead to the answers of RQ1 and RQ2. Thereafter we answer the problem statement.
Chapter 2

Solving Game Positions and Search Indicators

In recent years, some computer-playing algorithms succeeded to calculate game-theoretical values in several games. The game-theoretical values propose the game outcomes before settling or playing. If we achieve to calculate the game-theoretical value in a game then the game is called "solved". A well known example for solving games is a result of Tic-Tac-Toe. The outcome of Tic-Tac-Toe must go to draw if both players play the game perfectly then. The basic game-playing algorithms can solve the small games, i.e., minimax tree search can solve Tic-Tac-Toe. But, the basic game-playing algorithms need too large working memory to solve the complex games. In 1994, Allis et al. [3, 4] developed a breakthrough algorithm named proof-number search (PN-search). They were inspired by the idea of conspiracy number search [38] and the AND/OR tree [1] for proposing PN-search. Development of PN-search supported to propose modified PN-search algorithms such as Df-pn [42], Dfpn+ [42], weak proof number search [63] and others [64, 5]. PN-search and its variants achieved to solve the complex games such as Checkers [55], Connect Four [2] and 6x6 Othello [59].

In this chapter, we explain the related works. We focus on the search algorithms related to solving games and its search indicators. We aim to understand the advances of the search indicators by studying the history of the game solving algorithms. Firstly, we explain the important components of the game solving algorithms. There are two components; the AND/OR tree and the basic search algorithms. Secondly, we show the existing algorithms with a focus on the AND/OR tree search and its search indicators. Then, we try to consider a new utilization of the search indicators. We hypothesize that studying the details of the search indicators supports to give new perspective. We focus on the definition, characteristics and effectiveness of the search indicators. Finally, we explain the researches which challenge to apply the new perspective of the search indicators to the practice. These researches use the conspiracy number search and its search indicator for analyzing the game progress patterns. We try to study the way of finding new perspective of the search indicators and making it practicable.

2.1 Solving Game Positions

If we focus on a position, consider next legal moves, and expect future positions, then we can build up a graph using the positions connected by the moves (called game tree).
If we explore all positions in a game tree and analyze it, then we can solve a target game, i.e., we can expect the game outcome (winning, drawing or losing) before playing. However, complex games have large search space and we need too large working memory to explore all positions. So, primitive searching algorithms cannot solve the complex games in real time. For this problem, some algorithms and corresponding techniques were proposed. The search algorithm using AND/OR tree (called AND/OR tree search) is one of the reasonable approaches for tackling the problem. In this section, we explain the AND/OR tree search algorithms and corresponding techniques.

2.1.1 AND/OR Tree

AND/OR tree [1] is a basic framework when solving games. Basically it is composed by two types of nodes which have a function like mathematical logic and store logical values for each node. Two types of nodes are AND node and OR node. We show, in Figure 2.1, an illustration of the OR node in AND/OR tree.

![Figure 2.1: OR node in AND/OR tree](image)

The OR node represents a position where the first player is to move. Each node in AND/OR tree has three types of values: true, false and unknown. True means the winning, mating or satisfying a given specific purpose, and its contrast value is false. Unknown means that the value of a target node cannot be decided. Deciding the value of an OR node to true needs to have at least one true child node as shown at the left side of Figure 2.1. If the values of all children nodes are false then the value of the OR node is false as shown at the right side of Figure 2.1. So, the behavior at OR nodes is similar to the OR function in mathematical logic.

![Figure 2.2: AND node in AND/OR tree](image)

The AND node corresponds to a position where the opponent or the second player is to move. If at least one child node shows false then the value of the AND node is
decided on false as shown at the left side of Figure 2.2. If all children show true then the value of the AND node is decided on true as shown at the right side of Figure 2.2. So, the behavior at AND nodes is similar to the AND function in mathematical logic.

Moreover, AND/OR tree has four types of additional node names as shown in Figure 2.3, which are the root node, terminal node, leaf node and internal node.

Figure 2.3: Four types of additional node names in AND/OR tree

- **Root node** is the topmost node in an AND/OR tree. The root node is OR node generally. Solving an AND/OR tree means that the value of the root node is decided on true or false.

- **Terminal node** is any node that does not have child nodes. The terminal node represents a position that completes the game. So, the value of a terminal node is true or false absolutely.

- **Leaf node** is any node that does not have child nodes and its value is not yet decided. So, the value of the leaf node is unknown. If the value is decided then the leaf node turns out to be the terminal node.

- **Internal (interior, inner) node** is any node that has child nodes. The value of an internal node is decided in the way that is shown in Figure 2.1 and Figure 2.2.

Each node of AND/OR tree can be identified by its value. The node which stores true value is called a proven node, whereas the node which stores false value is called a disproven node. The tree which satisfies the following conditions is called the proof tree [31].

1. The root node is in the proof tree.
2. For each interior OR node in the proof tree, at least one child of the OR node is in the proof tree.
3. For each interior AND node in the proof tree, all the children of the AND node are in the proof tree.
4. All terminal nodes in the proof tree are proven.

So, the value of the root node in the proof tree is true.
2.1.2 Basic Search Algorithms

We explain three basic search algorithms: depth-first search, best-first search and depth-first iterative deepening search. These search algorithms can be applied to a general game tree. However, we restrict ourselves to the behavior in the framework of AND/OR tree in this section. These search algorithms do not have any specific search indicators. Usually, the main elements of search algorithms include the type of game tree, search indicators and the basic search algorithm. So, the fundamental behavior of the search algorithms is determined.

Depth-First Search

Depth-first search (DFS) \cite{50} is a search algorithm that selects one branch and pursues down until reaching a terminal node or a leaf node on maximum depth. After reaching a terminal node or leaf node, DFS backs up the value obtained to the most recent previous node, and continues to pursue the process repeatedly. In some case, we may need to set a maximum depth to stop the search. For maximum depth $d$ and the number of average branching factor $b$ in the AND/OR tree, the amount of calculation costs is $O(b^d)$ in the case where there is no search efficiency. Thus, for large value $d$, we have to take a risk that we may not complete the search within a limited time. On the other hands, if we set a small value $d$, then DFS may not be able to establish a proof tree. Moreover, the move ordering of child nodes in a node largely affects the search efficiency. Setting an appropriate maximum depth and the effective move ordering of the child nodes are the important issues when using DFS.

Best-First Search

Best-first search (BFS) \cite{50} is a search algorithm that tries to alleviate the disadvantages of DFS. While searching, BFS selects the most promising node among all expanded nodes and examines it. A promising node may be identified by some heuristics like search indicators. For example, static evaluation function \cite{58}, proof number \cite{2} and winning rate \cite{8} are such search indicators. If the heuristic estimation is sufficiently accurate, then the search tree built by BFS could be smaller than the search tree by DFS. However, BFS needs to keep all unevaluated nodes in the working memory. So, there is a risk that it may suffer from an explosion of working memory. BFS has to continue the processes to find the most promising node, while updating the search indicators with a focus on a promising node and the root node. So, the calculation cost at each iteration cannot be ignored. These two problems depend on the accuracy of the heuristics estimation.

Iterative Deepening Depth-First Search

Iterative deepening depth-first search (IDDFS) is a search algorithm in which a depth-limited version of depth-first search is run repeatedly with increasing depth limits until the goal is found or the proof tree is established. So, IDDFS has the advantage compared to DFS in the sense that the best maximum depth is determined. Some search algorithms consider the way of increasing the depth limit for reducing the extra costs to reexpand and revisit the nodes explored. For example, Df-pn \cite{42} uses a threshold of search indicators instead of the depth. This modification enables to improve the performance of original IDDFS.
2.2 AND/OR Tree Search using Proof Numbers

Mating problems in shogi (tsume-shogi) has been popular in Japan for the challenging task of solving and composing. Solving tsume-shogi is a good application for AND/OR tree search. A mating problem gives three outcomes: checkmate, cannot checkmate and unknown. These outcomes correspond to true, false and unknown in AND/OR tree framework, respectively. So, mating problems can take the AND/OR tree structure. In tsume-shogi, the average number of branching factors is about 5 [57]. It is much smaller than the average branching factors of shogi [20]. Nevertheless, mating problems which has 17 plies or more cannot be solved by simple brute-force search algorithms such as $\alpha - \beta$ algorithm [34]. Advanced AND/OR tree search algorithms overcome this problem and achieved a significant result by solving very difficult mating problems including one which has 1525 plies [57]. In this section, we give a brief sketch of AND/OR tree search algorithms using proof-numbers and related search indicators.

2.2.1 Proof Number Search

Proof Number Search (PN-search or PNS) is a best-first AND/OR tree search algorithm for finding the game-theoretical value in game trees [3, 4]. PN-search uses two search indicators: proof number and disproof number. The proof number implies the minimum number of unsolved leaf nodes which need to be proven in order to win in the root node. Similarly, the disproof number is the minimum number of unsolved leaf nodes which need to be disproven in order to lose in the root node.

In the terminal node $N$, the proof number ($pn$) and disproof number ($dn$) are decided as follows:

\[
(N.pn, N.dn) = \begin{cases} 
(0, \infty) & \text{if } N \text{ is True} \\
(\infty, 0) & \text{if } N \text{ is False} \\
(1, 1) & \text{otherwise (N is unknown)}
\end{cases}
\]

In the internal node $N$, the value of $N$ is calculated by own children (say $C$) as follows:

\[
(N.pn, N.dn) = \begin{cases} 
\left(\min_{c \in C} c.pn, \sum_{c \in C} c.dn\right) & \text{if } N \text{ is an OR node} \\
\left(\sum_{c \in C} c.pn, \min_{c \in C} c.dn\right) & \text{if } N \text{ is an AND node}
\end{cases}
\]

Note that the value of the root node can be calculated recursively from the terminal nodes. We show, in the following Pseudo-code 1 and 2, the algorithm of PN-search. The value $v$ represents the result of PN-search. The most proving node ($N$) is a function which returns the next search node. This function is defined in Pseudo-code.

The most proving node means the easiest node for proving or disproving. PN-search always considers the most proving node, because if the value of a terminal node is decided then the value of internal nodes can be decided recursively. Therefore, PN-search can be used to decide the value of the root node by examining the values of other nodes as soon as possible.

In PN-search, important search indicators are the proof number and disproof number. These two indicators guide the search direction while supporting to find the
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**Pseudo code 1** Proof Number Search

```plaintext
create_root(root)
while proof(root) ≠ 0 and disproof(root) ≠ 0 do
  most_proving := most_proving_node(root)
  expand_node(most_proving)
  update_proof_numbers(most_proving)
end while
if proof(root) = 0 then
  return v
else
  return ¬v
end if
```

**Pseudo code 2** most_proving_node(J)

```plaintext
while is_an_internal_node(J) do
  if or_node(J) then
    J := leftmost_child_with_equal_proof_number(J)
  else
    J := leftmost_child_with_equal_disproof_number(J)
  end if
end while
return J
```

most proving nodes during the search. We understand that PN-search is the best first AND/OR tree search using proof and disproof numbers, and that the meaning of the proof and disproof number is the size of a subtree which includes a most proving node. PN-search refers to this size of each subtree, and tries to solve the target problem with the smallest effort. Thus, the proof and disproof number represent important characteristics of a target position while showing the difficulty of solving it. From another point of view the proof and disproof number represents the complexity of a target problem, which may relate to the time necessary for solving it. Finally, the effectiveness of using the proof and disproof numbers has been confirmed. PN-search and its variants have successfully solved several games. Indeed, such great achievements are well known evidences of the effectiveness of these search indicators.

### 2.2.2 Related Algorithms

We overview several related search algorithms in the framework of AND/OR tree search: AO*, PN* and PDS. AO* was proposed in 1980, which is a different approach to solving games. The idea of AO* was inspired from the optimization research. Later, the idea of AO* is referred as modified PN-search. PDS and PN* are the depth-first variants of PN-search. PDS was proposed in 1998 by Nagai [40], whereas PN* was originally proposed in 1995 by Seo [56] and later renamed as PN*.

**AO**

AO* [44] was derived from A* algorithm which is a generalized Dijkstra’s algorithm. A* is able to find a goal started from a certain position, i.e., A* can solve graph search
problems. If we separate a whole graph into sub-graphs to solve the sub-problems like “divide and conquer algorithm”, then an original graph can compose an AND/OR tree. For solving the AND/OR tree, AO* was modified from A*. This algorithm uses three functions: \( f(n) \), \( h(n) \) and \( c(n,m) \). \( f(n) \) is a cost function, \( h(n) \) is a heuristic function and \( c(n,m) \) is a non-negative cost between node \( n \) to \( m \). For example, in minimax tree search, \( f(n) \) corresponds to the minimax value, and \( h(n) \) corresponds to evaluation function. Thus, we note that AO* is a best-first minimax search algorithm using \( f(n) \). Below we show the algorithm of AO*.

1. If \( n \) is a terminal node then
   \[
   f(n) = \begin{cases} 
   0 & \text{if } n \text{ is True} \\
   \infty & \text{if } n \text{ is False}
   \end{cases}
   \]

2. If \( n \) is a leaf node then
   \[
   f(n) = h(n)
   \]

3. If \( n \) is an inner OR node then
   \[
   f(n) = \min_k (f(n_1) + c(n,n_1), \ldots, f(n_k) + c(n,n_k))
   \]

4. If \( n \) is an inner AND node then
   \[
   f(n) = \sum_{i=1}^{k} (f(n_i) + c(n,n_i))
   \]

A heuristic function \( h(n) \) should be given by designers. This function shows the distance between a target node and the goal. If \( h(n) \) contains the perfect knowledge, then AO* can find a solution without ”searching”. In contrast, if \( h(n) \) is poor, then AO* would need very long time for solving.

The search indicators in AO* are the total search indicator \( f \), the heuristic function \( h \) and the cost \( c \). We try to understand the meaning of each search indicator. The heuristics function \( h \) shows the distance between a target node and the goal. The definition of the goal depends on the target domain. For example, if we set the goal to solve a game, then we consider the heuristic function \( h \) in a node as the likeliness for proving or disproving. The cost \( c \) shows the distance between the connected two nodes. As an example, the cost \( c \) shows the difficulty or the potential of moving between the two nodes. For solving games, the cost \( c \) can be used to control the search direction such as DFS and BFS. Finally, the total search indicator \( f \) is composed by the heuristic function \( h \) and the cost \( c \). The characteristics, the purpose and the effectiveness of AO* therefore depend on the total search indicator \( f \) and the target domains.

**PN* Algorithm**

PN* algorithm was proposed as C* by Seo in his master thesis [56] and later its revised version as PN* appeared in [57]. This algorithm successfully manages less working memory than AO*. It is supposed that PN* is a special case of AO*. It means that PN* removes cost function \( c(n,m) \), while using proof number \( h(n) \) and employing IDDFS from AO*. Then, the proof number on PN* algorithm has the same meaning as
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the proof number on PN-search. Generally, IDDFS uses the depth limit as threshold, whereas PN* employs the proof number as its threshold.

First, PN* starts from the root node with the proof number threshold $th_{pn} = 1$. In OR node, PN* expands child nodes, and visits each child node one by one. Then, each child node is given the same threshold as a parent node, i.e., they are given $th_{pn} = 1$ in this case. After visiting all child nodes, PN* records the proof number of the current OR node, and back to focus on a parent node. In AND node, PN* expands child nodes. Next, PN* calculates the proof number of the current node, and compare it with the proof number threshold. If the proof number of the current AND node is less than the proof number threshold, then PN* visits each child node one by one. Then, the proof number threshold in each child node is the same value as the proof number in each child node. In contrast, the proof number in the current AND node shows over the proof number threshold, then PN* completes its searching and shows the outcome. Otherwise, PN* increases the proof number threshold to the same value as the proof number of the root node, and continues to search repeatedly.

For reducing the working memory, PN* employs transposition tables [13]. The transposition tables store all nodes which have been visited during the previous search, and share information of the nodes which meet the same situation. While searching, PN* looks over the transposition tables before examining the nodes. If the transposition tables contain information of the target nodes, then PN* takes the proof number without calculating and searching. If the transposition tables do not have information of the target nodes, then PN* initializes the target nodes as $pn = 1$. PN* successfully reduces the calculation costs and working memory using the ideas described above. PN* then outperformed AO*. The search indicator of PN* is the proof number, while the definition of this indicator is the same as PN-search. So, the meaning and the characteristics of the search indicator are the almost same as PN-search. As for the difference of the proof number between PN-search and PN*, we point out the trend of the proof number. PN* uses the proof number only, and then it focuses on the difficulty for proving, but not for disproving. Hence, there are some differences such as the largest proof number during the search. These values may provide the different meaning and characteristics from PN-search, e.g., the difficulty of solving a mating problem to devote its purpose to finding mate only.

PDS

PDS was proposed by Nagai [40], which was inspired by Seo’s algorithm [56] that uses proof numbers only. PDS uses both proof numbers and disproof numbers. In addition, PDS employs proof and disproof number thresholds and transposition tables. Thus, PDS outperforms PN-search. Here we mention four differences between PN* and PDS. (1) PDS continues to search until reaching the proof and disproof number thresholds. (2) PDS starts IDDFS from OR node and AND node. (3) The proof number and disproof number of each node are stored in the transposition table of PDS. (4) PDS calculates both thresholds while applying Equations (2.1) and (2.2).
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\[ n.\phi = \begin{cases} 
  pn(n) & \text{n is an OR node} \\
  dn(n) & \text{n is an AND node} 
\end{cases} \tag{2.1} \]

\[ n.\delta = \begin{cases} 
  dn(n) & \text{n is an OR node} \\
  pn(n) & \text{n is an AND node} 
\end{cases} \tag{2.2} \]

Where \( pn(n) \) and \( dn(n) \) stand for the proof number and disproof number of a node \( n \), respectively. Moreover, \( n.\phi \) and \( n.\delta \) denote the proof and disproof number thresholds in the node \( n \), respectively. In each iteration, PDS increments a threshold. If \( n.\phi \leq n.\delta \), then PDS increments \( n.\phi \); otherwise increment \( n.\delta \).

The experiments performed with Othello show that PDS outperformed AO*, PN* and even PN-search [40]. The search indicators of PDS are the same as PN-search, but they are controlled by the threshold \( n.\phi \) and \( n.\delta \). The definition of the search indicators are similar to the PN* and PN-search. However, the trend of the proof and disproof numbers during the search may be different from PN* and PN-search. This means that there are some potentials that we can get new benefits different form PN-search.

2.2.3 Depth-First Proof-Number Search

Depth-First Proof-Number Search (Df-pn) is a depth-first variation of PN-search, which was invented by Nagai [42]. Df-pn employs the proof and disproof numbers as the same as PN-search, whereas the algorithm of Df-pn is more similar to PDS. Df-pn employs IDDFS, the proof and disproof number thresholds and transposition tables. Below the details of Df-pn algorithm are shown.

1. The thresholds of proof number and disproof number on the root node \( r \) are calculated in the following way.

\[ r.\text{th}_\phi = \infty \]

\[ r.\text{th}_\delta = \infty \]

2. In each node \( n \), DF-pn continues to search beneath \( n \) until \( n.\phi \leq n.\text{th}_\phi \) or \( n.\delta \leq n.\text{th}_\delta \) is satisfied (Nagai called it ending condition).

3. In each node \( n \), select the child \( n_c \) with minimum \( \delta \) and the child \( n_2 \) with second minimum \( \delta \). (If there is another child with minimum \( \delta \), that is \( n_2 \).) Search beneath \( n_c \) while applying Equations (2.3) and (2.4).

\[ n_c.\text{th}_\phi = n.\text{th}_\phi + n_c.\phi - \sum n_{\text{child}}.\phi \] \tag{2.3}

\[ n_c.\text{th}_\delta = \min(n.\text{th}_\delta, n_2.\delta + 1) \] \tag{2.4}

Repeat this process until the ending condition holds.

4. If the ending condition is satisfied, the search process returns to the parent node of \( n \). If \( n \) is the root node, then the search is totally over.

Where \( n.\text{th}_\phi \) and \( n.\text{th}_\delta \) denote the thresholds of proof and disproof numbers, respectively. Both variables play the roles of the proof and disproof number threshold according to the type of node considered. Both thresholds in node \( n \) are calculated by
Equations (2.1) and (2.2). PDS increments both thresholds in each iteration, whereas Df-pn calculates both thresholds using Equations (2.3) and (2.4). Equation (2.3) keeps a threshold value which is calculated at its parent node. Equation (2.4) chooses a smaller value than a threshold value of the current node and δ value of a child node which has the second smallest δ.

Nagai [42] shows that Df-pn behaves almost the same as PN-search, whereas Df-pn has an advantage in taking a lower cost of visiting nodes than PN-search due to the characteristics of IDDFS, i.e., Df-pn does not go back to the root node in every iterations. Additionally, Df-pn employs transposition tables while searching for reducing the working memory. The merit of Df-pn enables to leads to the second breakthrough, and then Df-pn has become the front-runner algorithm for solving games. The search indicators in Df-pn are the same as PN-search. So, we assume that we can reuse the conclusions of PN-search for Df-pn.

2.2.4 Derivation of Depth-First Proof-Number Search

In this section, we present two variants of search algorithms derived from Df-pn: Weak proof number search (WPNS) [63] and Dfpn+ [42]. WPNS is a modification of Df-pn with an enhancement to tackle the so-called double counting problem. For the purpose WPNS incorporates a new search indicator named weak proof number. Dfpn+ is an enhanced version of the original Df-pn. Dfpn+ incorporates two new search indicators: heuristic function h and cost function cost, by which the performance was successfully improved. Below we study some more details of the two search algorithms.

Weak Proof Number Search

Df-pn is one of the most efficient AND/OR tree search algorithms, but some problems still remain. One problem is the double counting problem that is caused by the directed acyclic graphs (DAGs). WPNS [63] tackles this problem while incorporating a new search indicator weak proof number to be more efficient than Df-pn especially in some specific case like DAG. Df-pn employs the transposition table for search efficiency. The transposition table stores information of the nodes visited, and shares with the nodes having the same hash value. So, the transposition table can reduce the number of nodes which are expanded, because the nodes which have the same hash value are unified into one node. The transposition table supports to search efficiently, because the search algorithms can reuse the information of nodes. However, this efficient mechanisms occur some problems. One of the problems is double counting problem. Assuming that a parent node A has two child nodes and that two child nodes share a child node B, then node A looks holding two nodes B. Then, node A counts up the search indicators as much as the number of nodes B which looks holding. However, node B exists only one in the game tree. So, this multiple counting in node A is wrong, which is called double counting problem.

WPNS is a modified version of Df-pn for solving the problem, inspired by the branch number search (BNS) [45]. WPNS uses the proof number and number of unsolved child nodes. Below, we show the algorithm of WPNS.
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1. If \( n \) is a terminal node then

\[
\begin{align*}
n.\phi &= \begin{cases} 
0 & \text{if } n \text{ is an OR node} \\
\infty & \text{if } n \text{ is an AND node}
\end{cases} \\
n.\delta &= \begin{cases} 
\infty & \text{if } n \text{ is an OR node} \\
0 & \text{if } n \text{ is an AND node}
\end{cases}
\end{align*}
\]

2. If \( n \) is a leaf node then

\[
\begin{align*}
n.\phi &= 1 \\
n.\delta &= 1
\end{align*}
\]

3. If \( n \) is an inner node whose successor nodes are \( n_i (1 \leq i \leq K) \) then

\[
\begin{align*}
n.\phi &= \min_{1 \leq i \leq K} n_i.\delta \\
n.\delta &= \max_{1 \leq i \leq K} n_i.\phi + (k - 1)
\end{align*}
\]

Note that Equation (2.5) makes WPNS different from PN-search and Df-pn. Df-pn sums up \( \phi \) values of child nodes when calculating \( n.\delta \). On the other hands, in the algorithm of WPNS \( n.\delta \) is calculated by a maximum \( \phi \) value among all child nodes and the number of unsolved child nodes. This enhancement supports to mitigate the double counting problem. In the domain of Othello, there are the same positions around endgame, so Df-pn often faces the double counting problems. For this reason, WPNS outperforms Df-pn in Othello endgame positions. Meanwhile, in tsu-me-shogi, the frequency of the double counting problems depend on each problem. So, the results of WPNS are mixed with better and worse cases. We consider that WPNS is a solver fitting to the double counting problems.

The search indicators of WPNS are the proof number, disproof number and the proof number plus the number of unsolved nodes (called weak proof number). The meaning of the proof and disproof number is the size of the subtree which needs to prove or disprove for solving a node. The weak proof number sums up the maximum proof number in the unsolved child nodes and the number of unsolved child node minus 1. In AND node, the weak proof number shows almost the same value as the most difficult node for proving among all the child nodes. The number of unsolved child nodes is used for the tie-break and identifying the approximate size of the subtree. Thus, the characteristics of the search indicators in WPNS show the most complexity situation for proving or disproving a node. From another point of view, the weak proof number shows the limitation of the difficulty for solving a node.

DFPN+

DFpn+ [42] is another enhanced version of Df-pn. Dfpn+ is compatible with Df-pn perfectly. On the one hand, Df-pn is a really generic algorithm for AND/OR tree search. On the other hand, Df-pn may not always fit to each game as sufficiently efficient search. Dfpn+ fixed this weak point and tried to add extensibility. Dfpn+ employs two new search indicators while searching: \( h_{\text{disproof}}(n) \) and \( cost_{\text{disproof}}(n) \). \( h_{\text{disproof}}(n) \) associates with the distance between node \( n \) and (dis)proof solutions. This
is an alternate value of proof and disproof numbers, and it shows the heuristic estimate decided by the programmers. In practical, $h$ function shows the amount of likeliness to prove (or disprove) the nodes. Moreover, $\text{cost}(n, n_{\text{child}})$ shows the cost from node $n$ to node $n_{\text{child}}$. This function is decided by programmers and it enhances the (dis)proof number thresholds used in the original Df-pn. Dfpn+ has some functions in addition to $h$ and cost.

First we show the negamax algorithm.

1. In an OR node $n$
   \[
   \begin{align*}
   h_\phi(n) &= h_{\text{proof}}(n) \\
   h_\delta(n) &= h_{\text{disproof}}(n) \\
   \text{cost}_\phi(n) &= \text{cost}_{\text{proof}}(n) \\
   \text{cost}_\delta(n) &= \text{cost}_{\text{disproof}}(n)
   \end{align*}
   \]

2. In an AND node $n$
   \[
   \begin{align*}
   h_\phi(n) &= h_{\text{disproof}}(n) \\
   h_\delta(n) &= h_{\text{proof}}(n) \\
   \text{cost}_\phi(n) &= \text{cost}_{\text{disproof}}(n) \\
   \text{cost}_\delta(n) &= \text{cost}_{\text{proof}}(n)
   \end{align*}
   \]

Secondly the values of each node are decided in the following ways.

1. If node $n$ is a terminal node then
   \[
   \begin{align*}
   n.\phi &= \begin{cases} 0 & \text{n is an OR node} \\ \infty & \text{n is an AND node} \end{cases} \\
   n.\delta &= \begin{cases} \infty & \text{n is an OR node} \\ 0 & \text{n is an AND node} \end{cases}
   \end{align*}
   \]

2. If node $n$ is a leaf node then
   \[
   \begin{align*}
   n.\phi &= h_\phi(n) \\
   n.\delta &= h_\delta(n)
   \end{align*}
   \]

3. If node $n$ is an inner node then
   \[
   \begin{align*}
   n.\phi &= \min_{n_c \in \text{children of } n_c} (n_c.\delta + \text{cost}_\phi(n, n_c)) \\
   n.\delta &= \sum_{n_c \in \text{children of } n_c} (n_c.\phi + \text{cost}_\delta(n, n_c))
   \end{align*}
   \]

Finally, we show the whole algorithm of Dfpn+.

1. The threshold of proof number and disproof number on root node $r$ are calculated as follows:
   \[
   \begin{align*}
   r.th_\phi &= \infty \\
   r.th_\delta &= \infty
   \end{align*}
   \]
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2. In each node \( n \), the search process continues to search beneath \( n \) until \( n.\phi \leq n.th_\phi \) or \( n.\delta \leq n.th_\delta \) is satisfied (ending condition).

3. In each node \( n \), select the child \( n_c \) with minimum \( (n.\delta + cost_\delta(n,n_i)) \) and the child \( n_2 \) with second minimum one. (If there is another child with minimum one, that is \( n_2 \).

Search beneath \( n_c \) with assigning

\[
\begin{align*}
n_c.\phi &= n.th_\phi + n_c.\phi - \sum (n_i.\phi + cost_\phi(n,n_i)) \quad \text{(2.6)} \\
n_c.\delta &= \min(n.th_\delta,n_2.\delta + cost_\delta(n,n_2) + 1) - cost_\delta(n,n_c) \quad \text{(2.7)}
\end{align*}
\]

Repeat this process until the ending condition holds.

4. If the ending condition is satisfied, the search process returns to the parent node of \( n \). If \( n \) is the root node, then the search is totally over.

Dfpn+ employs \( h \) and \( cost \) instead of the proof and disproof numbers. If Dfpn+ uses the following conditions, then Dfpn+ works the same as original Df-pn.

\[
\begin{align*}
\text{cost} &= 0 \\
\text{h} &= 1
\end{align*}
\]

The effectiveness of Dfpn+ depends on \( h \) and \( cost \). If both functions are fitted to target game correctly, then Dfpn+ works better than Df-pn. But, Dfpn+ has the same issues as AO* about the heuristics estimate \( h \). Programmers have to note the design of \( h \) as much as possible.

The search indicators of Dfpn+ are the \( h \) and \( cost \). The meaning of both values depends on the kind of target games. In Othello, the original proof number and the evaluation function were used for composing \( h \) [42]. In this case, \( h \) has the characteristics, e.g., showing the more likeliness value than the proof and disproof numbers for proving and disproving. From another viewpoint, we assume that \( h \) expects the game outcome more precisely than the proof and disproof numbers. In Othello, \( cost \) for visiting the deep node in the AND/OR tree was utilized. The characteristics of \( cost \) is to control the behavior of the search algorithms. So, we assume that \( cost \) relates to the shape of the proof tree.

2.3 New Perspective of Conspiracy Numbers

Conspiracy Number Search (CNS) [38] was invented as a game-independent best-first search which expands the game tree non-uniformly to establish a stable value in the root node. The algorithm was based on the concept of conspiracy numbers which, in a sense, show how unlikely the root value would change to a certain value. Conspiracy numbers were also used in alpha-beta-conspiracy [39]. Theirs usage were different and less computationally intensive. However, both algorithms were not very successful [52], and conspiracy numbers did not receive much attention after that. Khalid et al. [30] revisited the conspiracy numbers for identifying the critical positions, and focused on the trend of the conspiracy numbers during a game for analyzing game patterns [29]. In this section, we explain CNS and new approaches. They might give us a new insight into the research questions in this study.
2.3.1 Conspiracy Numbers

Conspiracy numbers of the root or interior nodes of a search tree for some value $v$ are defined as the least number of conspirators, that are leaves that must change their evaluation value to $v$ in order to change the minimax value of the interior node or root [65]. Conspiracy numbers are calculated by the number of leaf nodes, the evaluation function, and minimax values. Conspiracy number shows the difficulty for changing the current minimax value in a node to target value. Large conspiracy number means that changing the current minimax value of a node would require the 'conspiracies' between many nodes, and small conspiracy number would mean otherwise. For example, if conspiracy number of the root node is 3, then we have to examine 3 leaf nodes for changing the minimax value of the root node. We show, in Table 2.1 and Figure 2.4 [36], definitive illustrations of conspiracy numbers.

Table 2.1: An example of conspiracy numbers in the root node

<table>
<thead>
<tr>
<th>Value</th>
<th>CN</th>
<th>Nodes to Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>2</td>
<td>(E and (F or G))</td>
</tr>
<tr>
<td>-2</td>
<td>2</td>
<td>(E and (F or G))</td>
</tr>
<tr>
<td>-1</td>
<td>2</td>
<td>(E and (F or G))</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>(E or J)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>(J or K)</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>(E and (J or K)) or (F and G)</td>
</tr>
</tbody>
</table>

Figure 2.4 shows a simple minimax tree and conspiracy numbers. In this game tree, each node has a minimax value between $-3$ to $3$ (left side values) and there are conspiracy numbers in each node (right side values). Minimax values are shown inside the nodes. Table 2.1 shows the conspiracy number of the root node in Figure 2.4 (the values shown beneath the nodes). In the root node, if we want to change minimax value 1 to $-3$, then the conspiracy number is 2. This 2 means that we have to check at least 2 leaf nodes ($E$ and $(F$ or $G)$) in the game tree for changing the current score to $-3$. The minimax value of the root node is given by children. If we try to change the minimax value of the root node to $-3$, then we have to change nodes $B$ and $C$ to $-3$ or less. Similarly, the minimax values of nodes $B$ and $C$ are given by children, so we also have to change the minimax value of these child nodes to $-3$. In this case, nodes $E$ and $(F$ or $G)$ are chosen as the conspiracy nodes, and the conspiracy number is decided on 2. Additionally, if we try to change the minimax value of the root node to 1, then the conspiracy number is 0. Because, we do not need to examine leaf nodes for changing the minimax value of the root node.

Below we show how to calculate conspiracy numbers.

$$CN(T, v) = \begin{cases} 
0 & \text{if } v = m \\
1 & \text{if } v \neq m \\
\infty & \text{if terminal node}
\end{cases}$$

Where $m$, $v$ and $T$ denote a minimax value of a node, a target value and a leaf node, respectively. If the node $T$ does not need to change own minimax value, then the conspiracy number is 0, otherwise, conspiracy number is 1. If the node $T$ is a terminal
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node, i.e., the value of the terminal node $T$ is decided, then we cannot change its value anymore, so the conspiracy number of the terminal node $T$ is $\infty$.

In an inner node, the conspiracy number is calculated by its child nodes. If the target value of $v$ is larger than the current minimax value $m$, then conspiracy number is calculated in the following way.

$$
\uparrow CN(T, v) = \begin{cases} 
0 & \text{for all } v \leq m \\
\min_{\text{all child nodes}} \uparrow CN(T_i, v) & \text{for all } v > m 
\end{cases}
$$

Where $\uparrow CN(T, v)$ means the conspiracy number in a node $T$ which focuses on increasing minimax value $m$ to $v$. If we try to change the current minimax value to a larger value, then one child node has to change its value to $v$. So, the conspiracy number of a max node tries to get the minimum conspiracy number in its child nodes. If the current minimax value $m$ is the same or larger than the target value $v$, then the conspiracy number of an inner node $T$ is 0.

Otherwise, if the value of $v$ is smaller than $m$, then the conspiracy number is calculated in the following way.

$$
\downarrow CN(T, v) = \begin{cases} 
0 & \text{for all } v \geq m \\
\sum_{\text{all child nodes}} \downarrow CN(T_i, v) & \text{for all } v < m 
\end{cases}
$$

Where $\downarrow CN(T, v)$ means the conspiracy number of an inner node $T$ which focuses on decreasing minimax value $m$ to $v$. If we try to change the current minimax value $m$
to smaller value, then it has to change all child nodes which have a larger minimax value than \( v \). So, the conspiracy number is calculated by the summation of conspiracy numbers of child nodes. If \( v \) is larger than \( m \), then the conspiracy number of an inner node \( T \) is 0.

In a min node, the conspiracy number are calculated in the following way.

\[
\uparrow CN(T, v) = \begin{cases} 
0 & \text{for all } v \leq m \\
\sum \text{all child nodes} \downarrow CN(T_i, v) & \text{for all } v > m
\end{cases}
\]

\[
\downarrow CN(T, v) = \begin{cases} 
0 & \text{for all } v \geq m \\
\min \text{all child nodes} \uparrow CN(T_i, v) & \text{for all } v < m
\end{cases}
\]

The conspiracy numbers have a characteristic of monotonicity property. If \( v < w \), then \( \uparrow CN(T, v) \geq \uparrow CN(T, w) \) and \( \downarrow CN(T, w) \leq \downarrow CN(T, v) \). These characteristics can be seen in Figure 2.4 and Table 2.1. The set of conspirators \( CN(T, v) \) can conspire the value of the root node between \( v \) and \( m \). For example, a node \( E \) can conspire a value of the root node between 1 and -3. Pseudo-code of calculating conspiracy numbers is given in Algorithm 3.

### 2.3.2 Conspiracy Number Search

Conspiracy Number Search (CNS) is a search algorithm which tries to guarantee the accuracy of the minimax value of a certain node. The minimax value is calculated by the domain-dependent evaluation function composed by programmers, so the estimation of the positions may contain some errors. One of the solutions for reducing these errors is to build up large game tree [68], but we need to prepare large working memory. Another approach is to use the conspiracy numbers. The conspiracy numbers can show the stability of the minimax value, and CNS tries to increase this stability and guarantee the minimax value of a node.

The nodes can take a specific range of minimax values according to its conspirators. For example, node \( A \) in Figure 2.4 can take the minimax values between 0 and 2 in this case. When we put the lowest value in this range to \( t_{\min} \), the highest value in this range to \( t_{\max} \) and the value of the root node to \( t_{\text{root}} \), then the relationship between these values is shown below.

\[
t_{\min} \leq t_{\text{root}} \leq t_{\max}
\]

In a node, if the range of \([t_{\min}, t_{\max}]\) is wide and its conspiracy number is small, then the minimax value of a node lacks much stability and we cannot trust it even though the value fits so well. Thus, the purpose of CNS is described below.

1. Changing the range of \([t_{\min}, t_{\max}]\) to narrow
2. Increasing the conspiracy number more than a conspiracy threshold (CT) defined by programmers

If \( CN(T, v) < CT \), then we put \( v \) to a likely value. And, we put \([t_{\min}, t_{\max}]\) to a range of likely values in a node. The function (1) tries to fix a likely value. If CNS could successfully fix a likely value, then the minimax value in a node has strong stability. However, for satisfying this situation, CNS might have to expand too much leaf nodes. So, function (2) gives the second goal to CNS. If a conspiracy number shows less value than CT, then we consider that the minimax value of that node has acceptable stability.
Pseudo code 3 Counting Conspiracy Numbers

procedure CN(Node J, int v)
    int c
    /* V shows the current minimax value of a node J */
    if V(J) == v then
        c := 0
    else if isTerminal(J) then
        c := ∞
    else if isLeaf(J) then
        c := 1
    else if isMaxNode(J) && v < V(J) then
        c := 0
        for all child nodes j in J do
            if v < V(j) then
                c := c + cn(j, v)
        end for
    else if isMinNode(J) && v > V(J) then
        c := 0
        for all child nodes j in J do
            if v > V(j) then
                c := c + cn(j, v)
        end for
    else
        c := ∞
        for all child nodes j in J do
            c = min(cn(j, v), c);
        end for
    end if
end procedure

return c
CNS expands leaf nodes according to these two goals, and try to reduce the heuristic errors in the evaluation function. Until today, $\alpha - \beta$ search using the conspiracy numbers called $\alpha - \beta$ conspiracy number search [39] and a modified CNS called Controlled Conspiracy Number Search (CCNS) [37] were proposed.

### 2.3.3 Analyzing Games with Conspiracy Numbers

CNS and the conspiracy numbers were applied to building strong computer players at the earlier stage. Due to the expensive calculation costs, these research domains changed to be passive. Recently, some studies focus on the conspiracy number from the different viewpoint. One research proposed a way of finding the important game situation [30], whereas another research proposed a way of analyzing the game patterns using the conspiracy numbers [29]. We assume that both researches give some insightful feedback into our research questions. So in this section, we present such researches.

#### Identifying Critical Position

A new perspective of the conspiracy numbers was recently proposed in [30]. A notion of critical position was defined as a likeliness position to result in either winning, losing or draw before settling. In other words, the critical position is a certain point among the game progress which can measure the game outcome. Then, the conspiracy numbers were used for identifying the critical positions. Secondly, new search indicators named "Positive_CN_Sum" and "Negative_CN_Sum" were introduced. Originally both values were named MaxCN and MinCN, but we give MaxCN and MinCN a new name Positive_CN_Sum and Negative_CN_Sum, respectively, for the easy to understand. Positive_CN_Sum is calculated by $\uparrow CN$ and Negative_CN_Sum is calculated by $\downarrow CN$. Thus, the critical positions are identified by both values. We show an illustration of both values in Figure 2.5. Both values are calculated by the summation
2.3. NEW PERSPECTIVE OF CONSPIRACY NUMBERS

the conspiracy numbers using the current minimax value and the highest or the lowest minimax value.

Below we show the equations to calculate the values of Positive_CN_Sum and Negative_CN_Sum.

$$\text{Positive}_\text{CN}_\text{Sum} = \sum_{i=\text{Current score}}^{\text{Highest score}} \uparrow \text{CN}(\text{root}, i)$$

$$\text{Negative}_\text{CN}_\text{Sum} = \sum_{i=\text{Current score}}^{\text{Lowest score}} \downarrow \text{CN}(\text{root}, i)$$

Where the target node is the root node, and the target score is somewhere between the current score and the highest and the lowest score. The highest score and the lowest score depend on the game. Positive_CN_Sum shows the difficulty estimation for increasing the minimax value of the root node, and Negative_CN_Sum shows the difficulty estimation for decreasing the minimax value of the root node. If the Positive_CN_Sum is very large, then the root node is facing very difficult situation to increase the minimax value. In contrast, if the Positive_CN_Sum is very small, then the root node is facing too easy situation to increase the minimax value. Moreover, Negative_CN_Sum makes a role to show the difficulty of decreasing the minimax value.

Finally, we show the way of applying the new perspective of the search indicators to identifying the critical positions. If Positive_CN_Sum and Negative_CN_Sum are abruptly changing, then the game progress is also changing. Especially, if Positive_CN_Sum and Negative_CN_Sum abruptly decrease after a certain move, then there is a critical position and each player has to reconsider own tactics. Specifically, if $|\text{Positive}_\text{CN}_\text{Sum}_p - \text{Positive}_\text{CN}_\text{Sum}_{p+1}| > |\text{Positive}_\text{CN}_\text{Sum}_p|$ where $p$ implies the ply and $i$ equals to the number of steps (or moves), then the current position faces the rapid development and the root value will increase. In other words, the possibility of losing or winning is high since the likeliness of the root value to change is high, but abruptly decreasing Positive_CN_Sum implies that the outcomes is inevitable either win or lose. So, that stage is the critical position and an in-game resignation might be recommended even though the outcome looks like unclear.

If $|\text{Negative}_\text{CN}_\text{Sum}_p - \text{Negative}_\text{CN}_\text{Sum}_{p+1}| > |\text{Negative}_\text{CN}_\text{Sum}_p|$ where $p$ implies that the ply and $i$ equals to the number of steps (or moves), i.e., the Negative_CN_Sum changes to the half or twice after a step, then there is a critical position. In this case, each player has to reconsider own tactics. If the Positive_CN_Sum is abruptly inclined, then the root value is stabilizing in the current score, so the current player cannot hope for a large score, i.e., the situation changes from even/better to worst (from winning to a draw or a draw to losing). If the Negative_CN_Sum is abruptly inclined, then the root value is limited downward, i.e., the current player faces a chance position in which the tactic might change from worst to even/better (from losing to a draw or from a draw to winning).

The new functions of conspiracy numbers are not only to ensure the efficient search but also to monitor the game progress as well. The focus has been on the value and progress of the Positive_CN_Sum and Negative_CN_Sum for deciding strategies of each player. Observing the stability of minimax value to increase or decrease can determine the future progress of the game and the value of changing implies the timing of reconsidering the current tactic.
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Computing Approximation of Conspiracy Numbers

Further investigation in this direction was made in [29], in which a new indicator called $CN_{variance}$ was proposed, but we use a different name $CN_{difference}$ in this thesis for easy to understand. $CN_{difference}$ is calculated by Positive $CN_{Sum}$ and Negative $CN_{Sum}$, which would predict the future outcome of the game. $CN_{difference}$ is calculated as follows:

$$CN_{difference} = \text{Positive}_CN_{Sum} - \text{Negative}_CN_{Sum}$$

Positive $CN_{Sum}$ shows the difficulty to increase the minimax value in the node, whereas Negative $CN_{Sum}$ shows the difficulty to decrease the minimax value in the root node. So, small Positive $CN_{Sum}$ shows the easy case for increasing the minimax value in the node. Thus, Positive $CN_{Sum}$ and Negative $CN_{Sum}$ successfully show the new insight that is different from original conspiracy numbers. However, there is a weak point such as it cannot see the combined difficulty for increasing and decreasing the minimax value in the root node. $CN_{difference}$ solved this problem and it has some meaning in the root node as described below.

- **$CN_{difference}$ is positive**
  This case implies that Positive $CN_{Sum}$ is larger than Negative $CN_{Sum}$, and we have to examine many leaf nodes for increasing the minimax value. For the current player, the future progress of the current game might change to worse after the current position. And, second player has the chance for getting higher score than current score.

- **$CN_{difference}$ is negative**
  This case means that Negative $CN_{Sum}$ is larger than Positive $CN_{Sum}$, and we have to examine many leaf nodes for decreasing current score, i.e., it is easier to increase the current minimax value than decreasing the score. So, there are many chances and the future progress of the game supports the current player. If the current node is a min node, then this situation gives disadvantage to the second player.

- **$CN_{difference}$ is zero**
  Positive $CN_{Sum}$ and Negative $CN_{Sum}$ is equal in this case. The current position has the same chance for increasing and decreasing the current minimax value. Thus, we cannot predict the future progress of the game from this position. In other words, the current player faces a turning point of the game progress, and we recommend to reconsider the current strategy. Khalid et al. [29] defined that such a position is the critical position.

- **$CN_{difference}$ is infinity**
  The conspiracy numbers show $\infty$ value in the terminal nodes. So, this case represents that search space reached the terminal nodes, i.e., the game is solved. Positive $\infty$ is calculated by Positive $CN_{Sum}$ and Negative $\infty$ is calculated by Negative $CN_{Sum}$. The $\infty$ conspiracy number means that we have to examine infinity leaf nodes for changing current score, so there are no available or valid moves to play further.

Khalid et al. [29] recorded the progress of the minimax value, Positive $CN_{Sum}$, Negative $CN_{Sum}$ and $CN_{difference}$ while playing the Othello games. They concluded
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that $CN_{\text{difference}}$ can expect the future trend of the minimax value. Actually, the trend of the minimax value follows the previous trend of $CN_{\text{difference}}$ in their experiments. $CN_{\text{difference}}$ predicts the outcome of the game around endgame position, and it can represent the critical position for deciding the timing of resignation. If the minimax value shows no advantage for each player around endgame positions, but $CN_{\text{difference}}$ shows large value, then the outcome of that game is almost decided. So, the players are recommended to resign for mitigating worthless time. Otherwise, there is a chance for reconsidering the current tactic. Thus, $CN_{\text{difference}}$ can help players construct a strategy while playing the game and provides the critical positions for resignation or timing for changing the current tactic.

**Other Related Work**

Quang et al. [67] proposed a new way to calculate the approximate conspiracy numbers and apply to the minimax search. Recent researches show new potentials of the use of the conspiracy numbers. But, some issues still remain, e.g., expensive calculation cost of the conspiracy numbers during a search. They tackled this problem and proposed a way of calculating approximate conspiracy numbers. Additionally, they apply the conspiracy numbers to improving the evaluation function. They hypothesized that the evaluation function added the conspiracy numbers might make benefits such as identifying critical position. Then, they confirmed that the idea could improve performance of minimax tree search and the conspiracy number can be used for additional estimation of the positions.

### 2.4 Concluding Remarks

The advances of solving the games still continue. Some advances are given by the search indicators. The proof number is one of the most efficient search indicators so far. The search algorithms using the proof and disproof numbers successfully solved several games. Modifying the idea of the proof number brings different benefit, meaning and characteristics, e.g., WPNS, Dfpn+. Then, we confirmed that the definition of the search indicators is the basis of deciding the behavior of the search algorithms. Moreover, we tried to find the new perspective of the search indicators focusing on the definition and the characteristics. For example, the proof number in a node is defined by the number of leaf nodes which need to prove a target node. The characteristics of the proof number is able to show the size of a subtree for solving. Then, we found the new perspective of the proof number, i.e., the proof number can show the difficulty for solving a node. We assumed that every search indicators have the other utilization that is different from the original meaning. Then, we hypothesize that the original definitions of the search indicators support to lead the new perspectives. Additionally, some researches related CNS show the promising results to support our hypothesis. The original definition of the conspiracy numbers aims to build a strong computer player only. But, researchers found a new perspective of the conspiracy number, and confirmed its effectiveness. Then, they also focused on the original definition of the CNS, and successfully proposed new acceptable utilization. These researches support to reinforce our hypothesis and research outcomes. And, CNS uses the domain-dependent evaluation function for calculating the conspiracy numbers. But, the AND/OR tree searches does not use it. So, we expect that the new perspective of the search indicators in the AND/OR tree search show different contributions from existing researches.
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Deep Proof-Number Search

This chapter is an updated and abridged version of work previously published in


Proof Number Search (PN-search) was developed by Allis et al. in 1994 [3]. It is one of the most powerful algorithms for solving games and complex endgame positions. PN-search focuses on an AND/OR tree and tries to establish the game-theoretical value in an efficient way, in a greedy least-work-first manner. Each node has a proof number (pn) and disproof number (dn). This idea was inspired by McAllister’s concept of conspiracy numbers, the number of children that needs to change their value in a node to change its value [38]. A proof number shows the scale of difficulty in proving a node, a disproof number does analogously for disproving a node. PN-search tries to expand a most-proving node, which is the most efficient one for proving (disproving) a node. PN-search is a best-first search in the sense that it follows a least-work-first order.

The success of PN-search prompted researchers to create many various PN-search, e.g., PN* [57], PDS [40] and Df-pn [41]. The history of these algorithms are described by Kishimoto et al. [33]. Using one of these algorithms, many games and puzzles were solved, e.g., Checkers [55, 53], and Tsume-shogi (the mating problem of Japanese chess) [57]. The algorithms used many well-known techniques such as transposition tables. On the one hand researchers sought to benefit from large computer power and memory [18], and on the other hand, researchers worked at some of the problems of PN-search, such as the seesaw effect (see section 3.1).

In this chapter, we propose a new proof-number algorithm called Deep Proof-Number Search (DeepPN). DeepPN tries to solve the seesaw problem with a different approach together with iterative deepening. And, we composed a new search indicator modified from the original proof number. In the experimental section, we use endgame positions of Othello and the game of Hex as benchmarks, and try to measure the performance of DeepPN.

The remainder of this study is as follows. We briefly summarize the details of the seesaw effect in section 3.1. The algorithm of DeepPN and its performance, are discussed in section 3.2. In section 3.3, we give our conclusion and suggestions for future work.
CHAPTER 3. DEEP PROOF-NUMBER SEARCH

3.1 The Seesaw Effect

The various PN-search address many issues of the algorithm, and have been used to solve many games. However, there are still some problems with PN-search that remain. Pawlewicz and Lew [46], and Kishimoto et al. [31, 32] showed one such weak point, of Df-pn. The weak point has been named the seesaw-effect by Hashimoto [16]. We provide a short sketch below.

To explain the seesaw effect, we show an example in Figure 3.1. In Figure 3.1a, the root node has two large subtrees. The size of both subtrees is almost the same. Furthermore, assume that the proof number of subtree L is larger than the proof number of subtree R. In this case, PN-search will focus on subtree R, will continue the searching, and will expand the most-proving node. When PN-search expands a most-proving node, the shape of a game-tree changes as shown in Figure 3.1b. By expanding the most-proving node, the proof number of subtree R becomes larger than the proof number of subtree L. Because of this, the position of the most-proving tree changes from subtree R to subtree L. Similarly, when the search expands the most-proving node in subtree L, the proof number of subtree L changes to a larger value than the proof number of subtree R. Thus, the search switches its focus from subtree L to subtree R. This changing continues to go back and forth and looks like a seesaw. Therefore, it is named the seesaw effect. The seesaw effect happens when the two trees are almost equal in size.
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If the seesaw effect occurs, the performance of PN-search and Df-pn deteriorates significantly [41]. Df-pn tries to search efficiently by staying around a most-proving node as in Figure 3.1a. However, when the seesaw effect occurs, Df-pn should go back to the root node, and switch focus to another subtree and start to find a new most-proving node existing in subtree L. If the seesaw effect occurs frequently, the performance of Df-pn becomes close to that of PN-search, because Df-pn loses the power of its depth-first behavior.

For PN-search, the algorithm uses the proof numbers to search efficiently in a best-first manner. If the seesaw effect occurs frequently, PN-search will concentrate alternatively on one subtree. PN-search will then expand subtrees L and R equally and it cannot reach the required depth. In games which need to reach a large fixed depth for solving, this effect works strongly against efficiency.

The causes of the seesaw effect are mostly (1) the shape of the game tree and (2) the way of searching. Concerning the shape of game tree, there are two characteristics: (1a) a tendency for the number of child nodes to become equal and (1b) many nodes with equal values exist deep down in a game tree. In (1a), if the number of a child node in each node becomes almost the same, then the seesaw effect may occur easily. For (1b), this is the case in games such as Othello and Hex. In many cases, these games need to search a large fixed number of moves before settling, and it is difficult to assess upon a win, loss, or draw before a certain number of moves has been played. In the game tree of these games, the nodes can establish their value after a certain depth has been searched. Thus, when the seesaw effect occurs and the search cannot reach the required depth, it cannot determine the status of the subtrees. Instead of see-sawing between subtrees, the search should stick with one subtree and search more deeply. A game tree that has these characteristics is called a suitable tree by Hashimoto. Games such as Othello, Hex and Go are able to build up a suitable tree easily.

For (2), the way of searching, i.e., the best-first manner, causes the seesaw effect. The most-proving node of PN-search and Df-pn is determined using proof numbers. Thus, in the Figure 3.1, Df-pn has to go back to the root node again and again, and PN-search and Df-pn cannot reach a required depth in the subtree.

One solution for the seesaw effect is the "1 + ε trick" proposed by Pawlewicz and Lew [46]. They focused on Df-pn and changed the equation for calculating the threshold. To paraphrase their explanation, they add a margin determined by ε to the thresholds. This margin is calculated by the size of other subtrees, and it is recalculated in each seesaw. By the added margin for the thresholds, Df-pn can reach node in a specific branch more deeply than the original algorithm. Hence, the frequency of the seesaw effect is reduced. Consequently, Df-pn with the 1 + ε trick works better than the original Df-pn. However, we expected that this trick has at least three problems. First, the trick breaks a rule about the most-proving node. The original thresholds keep the definition of most-proving node, but 1 + ε just adds a margin to the thresholds. Second, if the game tree changes become too large, then also the margin becomes too large, because the margin is calculated by the size of the other subtree. On the one hand, a large margin can reduce the frequency of the seesaw effects, on the other hand, if a subtree to be searched is found not to lead to any result, then the search cannot change the subtree until reaching that margin. Third, the 1 + ε trick only reduces the frequency of the seesaw effect and does not completely solve the problem.

And, another solution is Dfpn+ proposed by Nagai [42]. Dfpn+ uses the cost function cost to tackle the seesaw effect problem. The cost function cost makes the weight between the connected two nodes, and it can control the ordering of visiting nodes. In other words, the cost function cost changes the position of the most-proving node as
like as programmer. Nagai set cost for focusing on the deep depth of the game tree, and tried to reduce the frequency of the seesaw effect. This approach succeeded to search efficiently in Othello endgame positions, and it implies that the behavior of the depth-first search in Othello endgame positions is effectiveness. Dfpn+ with cost is a good approach for the seesaw effect problem, but some problems still remain. The problems of Dfpn+ are similar as the problems of $1 + \varepsilon$ trick, but the biggest one is that the effective cost function depends on the target games. We hope to find more generic way for solving the seesaw effect problem.

### 3.2 DeepPN

In this section, we explain a new algorithm based on proof numbers named Deep Proof-Number Search (DeepPN). DeepPN is modeled after the original PN-search, and all nodes have proof numbers and dis-proof numbers. Additionally, for DeepPN, each node is also a so-called deep value. The deep values are determined and updated by the terminal node analogously to the proof and disproof numbers. DeepPN has been designed to: (1) combine best-first and depth-first search, and (2) to try and solve the problem of the seesaw effect. For evaluating the performance of DeepPN, we use endgame positions of Othello and Hex.

#### 3.2.1 The Basic Idea of DeepPN

In the original PN-search, the most-proving node is defined as follows [3].

**Definition** For any AND/OR tree $T$, a most-proving node of $T$ is a frontier node of $T$, which by obtaining the value true reduces $T$’s proof number by 1, while by obtaining the value false reduces $T$’s disproof number by 1.

This definition implies that the most-proving node sometimes exists in a plural form in a tree, i.e., there are many fully equivalent most-proving nodes. For example, if the child nodes have the same proof or disproof number then both subtrees have each a most-proving node. The situation that the child nodes has the same proof (disproof) number in an OR (AND) node is called a tie-break situation. Now, we have the question about which most-proving node is the best for calculating the game-theoretical value. PN-search chooses the leftmost node with the smallest proof (disproof) number, also in a tie-break situation. In particular, the proof and disproof number do not take other information into account, and therefore PN-search cannot choose a more favorable most-proving node in a tie-break situation.

Determining the best most-proving node in a tie-break situation is a difficult task, because the answer depends on many aspects of the game. However, when focusing on games which build up a suitable tree, we may develop some solutions. In a suitable tree, the “best” most-proving node is indicated by its depth number. Let us look at the example (given in Figure 3.2).

This game tree is based on Othello. The game end is shown by “Game End” in Figure 3.2. All level-two nodes are most-proving nodes, because the proof numbers of child nodes under the root node are the same (i.e., 2). So, we have a tie-break situation. Now, in the next search step, PN-search will focus on the most-proving node that exists in left side as produced by the original PN-search algorithm. However, if the search focuses immediately on the most-proving node of the right side, then the search will be more efficient, because the nodes on the left side do not reach the game end and their
value cannot be found yet. In contrast, nodes that exist at the right side reach the game end, and if we try to expand these nodes, then the game value of each node is known. In this example, we follow the idea that a most-proving node in the deepest tree of a suitable game tree, is the best.

To test this idea, we performed a small experiment. We prepared an original PN-search and a modified PN-search. In a tie-break situation, PN-search focuses on a most-proving node that exists in the leftmost node, and the modified PN-search focuses on the deepest most-proving node. For checking performance, we prepared 100 Othello endgame positions. The performance of the modified PN-search is better than the results of the original PN-search (about 10% reduction). These results suggest that the deepest most-proving node works advantageously for finding the game-theoretical value.

In addition, the example of Figure 3.2 shows the essence of the seesaw effect. If the game end exists and has a depth of more than 4, then the search for a proof number goes back and forth between the two subtrees. Even if the game end is of depth 4, then the search that focuses on the right subtree will change its focus on the left subtree. But, when modifying PN-search, the small seesaw effect is suppressed. This phenomenon of modifying PN-search suggests a new heuristic. The search depth of nodes can be used for solving the seesaw effect in a suitable game tree. In fact, this is what \(1 + \varepsilon\) trick [46] in effect tries to accomplish, to stay deep in a suitable game tree. Now, let us try to think of a new technique. For instance, consider the moves that the modified PN-search plays when finding the deepest most proving node. We noticed that these moves combined best-first with depth-first behavior. The modified PN-search works in a best-first manner, and in a tie-break situation, PN-search work depth-first for the most-proving nodes. Depending on how often tie-breaks occur, the algorithm works more frequently best-first than depth-first. The resulting improvement, when measured in number of iterations and nodes leads to a small result. Thus, we will design a new algorithm that can change the ratio of best-first manner and depth-first manner. Its description is as follows. This system is named Deep Proof-Number Search (DeepPN). Here, \(n, \phi\) means proof number in OR node and disproof number in AND node.
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contrast, \( n.\delta \) means proof number in AND node and disproof number in OR node.

1. The proof number and disproof number of node \( n \) are now calculated as follows.

\[
\begin{align*}
  n.\phi &= \begin{cases} 
  n.pm & (n \text{ is an OR node}) \\
  n.dn & (n \text{ is an AND node}) 
  \end{cases} \\
  n.\delta &= \begin{cases} 
  n.dn & (n \text{ is an OR node}) \\
  n.pm & (n \text{ is an AND node}) 
  \end{cases}
\end{align*}
\]

2. When \( n \) is a terminal node

(a) When \( n \) is proved (disproved) and \( n \) is an OR (AND) node, i.e., OR wins

\[
n.\phi = 0, \quad n.\delta = \infty
\]

(b) When \( n \) is disproved (proved) and \( n \) is an AND (OR) node, i.e., OR does not win

\[
n.\phi = \infty, \quad n.\delta = 0
\]

(c) When \( n \) is unsolved, i.e., its value is unknown

\[
n.\phi = 1, \quad n.\delta = 1
\]

(d) When \( n \) is terminal node, then \( n \) has deep value

\[
n.\text{deep} = \frac{1}{n.\text{depth}} \quad (3.1)
\]

3. When \( n \) is an internal node

(a) The proof and disproof number are defined as follows

\[
\begin{align*}
  n.\phi &= \min_{n_c \in \text{children of } n} n_c.\delta \\
  n.\delta &= \sum_{n_c \in \text{children of } n} n_c.\phi
\end{align*}
\]

(b) The deep values, \( \text{DPN}(n) \) and \( n.\text{deep} \) are defined as follows.

\[
n.\text{deep} = n_c.\text{deep} \quad \text{where} \quad n_c = \arg \min_{n_i \in \text{unsolved children}} \text{DPN}(n_i) \quad (3.2)
\]

\[
\text{DPN}(n) = \left(1 - \frac{1}{n.\delta}\right)R + n.\text{deep}(1 - R) \quad (0.0 \leq R \leq 1.0) \quad (3.3)
\]

The proof and disproof number are the same as in the original PN-search. The improvement is the new term, i.e., the concept of the \( \text{deep} \) value. The deep value in a terminal node is calculated by Equation (3.1). The deep value is designed to decrease inversely with depth. In an internal node, calculating the deep value has only a limited complexity. First, we define a function named \( \text{DPN} \) (see Equation 3.3). \( \text{DPN} \) has two features: (a) \( n.\delta \) is normalized and designed to become larger according to the growth of \( n.\delta \) and (b) a fixed parameter \( R \) is chosen. \( R \) has a value between 0.0 and 1.0. If
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$R$ is 1.0 then DeepPN works the same as PN-search, and if $R$ is 0.0 then DeepPN works the same as a primitive depth-first search. Therefore, the normalized $\delta$ fulfills the role of best-first guide and the deep acts as a depth-first guide. This means that by changing the value of $R$, the ratio of best-first and depth-first search of DeepPN can be adjusted. Second, in an internal node, the deep value is updated by its child nodes using Equation (3.2). The deep value of node $n$ is decided by a child node $n_c$ which has smallest $DPN(n_c)$. A point to notice is that the updating value is only deep, not $DPN(n_c)$. Additionally, when $n_c$ is solved, then the deep value of $n_c$ is ignored in arg min.

In DeepPN, an expanding node in each iteration is chosen as follows.

$$select\_expanding\_node(n) := \arg \min_{n_c \in \text{children of } n \text{ except solved}} DPN(n_c)$$

(3.4)

This sequence is repeated until the terminal node is reached. That terminal node is the node that is to be expanded. If $R = 1.0$, then this expanding node is the most-proving node.

The original PN-search guarantee that it can prove an AND/OR tree. In DeepPN, this guarantee depends on the characteristics of the game and amount of $R$. If we use the primitive depth-first search for solving the games which do not have the bottom in its game tree, then we cannot solve that game. DeepPN using strong depth-first manner also has the same problem. If the best-first manner affect more than the depth-first manner, then DeepPN can prove the target game tree. But, if the strength of the depth-first manner exceeded the best-first manner, then DeepPN cannot guarantee the same work as the original PN-search. However, if the game had the certain number of depth for the game end or the programmer set the threshold of the search depth, then DeepPN can prove the target game again.

3.2.2 Performance with Othello

For measuring the performance of DeepPN, we prepared a solver using the DeepPN algorithm and Othello endgame positions. We configured a primitive DeepPN algorithm for investigating the effect of DeepPN only, without any supportive mechanisms such as transposition tables and $\epsilon$-thresholds. We prepared 1000 Othello endgame positions. They are constructed as follows. The positions are taken from the 8 x 8 board. We play 44 legal moves at random from the begin position. This implies that 48 squares from the 64 are covered. So, the depth of the full tree to the end is 16.

In all our experiments DeepPN is applied to these 1000 endgame positions. Our focus is the behavior of $R$ (see Equation (3.3)). For $R = 1.0$, DeepPN works the same as PN-search and shows the same results. For $R = 0.0$, DeepPN works the same as a primitive depth-first search. When $R$ between 1.0 to 0.0, then DeepPN behaves as a mix between best-first and depth-first. We changed $R$ from 1.0 to 0.0 by increments of 0.05. We focus on the values of two concepts, viz. the number of iterations and the number of nodes. The number of iterations is given by counting the number of traces of finding the most-proving node from the root node, i.e., the number of times for expanding a most-proving node. This value indicates an approximate execution time unaffected by the specifications of a computer. The number of nodes is an indication of the total number of nodes that are expanded by the search. This value is an approximation of the size of memory needed for solving. We show the results in Figure 3.3.
Figure 3.3: Othello: The # of iterations and # of nodes.

(a) The variation

(b) The reduction rate

$R = 1.0$ is PN-search, $R = 0.0$ is depth-first search, and $1.0 > R > 0.0$ is DeepPN. Lower is better.

Figure 3.3a shows the variation of (1) the number of iterations and (2) the number of nodes. Each point is a mean value calculated from the results of 1000 Othello endgame positions. $R = 1.0$ shows the results of PN-search, and this value is the base for comparison. As $R$ goes to 0.8, the number of iterations and nodes decrease almost by half. From $R = 0.8$ to 0.6, the number of iterations stops decreasing, but the number of nodes decreases slowly. From $R = 0.6$ to 0.4, the decrease stops, and the number of iterations starts increasing again slowly. In $R = 0.35$, both numbers increase rapidly. We see that for $R$ of around 0.4, the balance between depth-first and best-first behavior appears to be optimal. We surmise that DeepPN is stuck in one subtree and cannot get away since the algorithm is too strongly depth-first. For $R = 0.35$ to 0.2, the number of iterations and nodes is decreasing. Around $R = 0.2$, the balance was broken again, and is decreasing towards 0.1. Finally, DeepPN performs worse when $R$ approaches 0.0 closely. In $R = 0.0$, almost no Othello end game position can be solved, and this value is omitted from Figure 3.3a.

In Figure 3.3a, the scale of the number of iterations and nodes are different. To ease our understanding, Figure 3.3b shows the amount of the reduction rate. This reduction rate is normalized by the result of PN-search, i.e., the reduction rate of $R = 1.0$ is 100%. Each point is calculated by the figure3.3a. In Figure 3.3b, the number of iterations decreased about 50% in $R = 0.6$ and the number of nodes decreased about 38% in $R = 0.6$. Thus, DeepPN reduced the number of iterations ($\approx$ time) to half and the number of nodes ($\approx$ space) to two-fifth. In $R = 0.05$, the number of iterations increased to over 100%, which is not shown.

Finally, we show two graphs about the dispersion of our experimental results in Figure 3.4.

The box-plots are the dispersion of the reduction rates in each $R$. These plots are calculated by the 1000 reduction rates compared by the results of $R = 1.0$, so the all reduction rates in $R = 1.0$ are 100%. From the lower, the graphs show the minimum reduction rate, the first quartile, the median reduction rate, the third quartile, and maximum reduction rate. For easy to see, the outliers are not printed. The median reduction rate in Figure 3.4 is little different from Figure 3.3. Because, the Figure 3.3b is composed by the median value using 1000 experimental results. But, these Figures 3.4 are composed by the median value using 1000 reduction rates. Then, we tried to see the Figure 3.4a about the number of iterations, then we could find that the reduction rates
change to better when \( R \) goes to 0.40 from 1.00. And, the dispersion looks narrow between \( R = 1.00 \) and 0.40. The maximum reduction rate exists over 100% in any case, this means that DeepPN has the potential to show the worse results than original PN-search in any case. After \( R = 0.40 \), the reduction rates spread widely. This result is related the Figure 3.3. DeepPN can solve most Othello endgame positions efficiently between \( R = 0.40 \) and 0.20, but there are some very worse results, and the dispersions change to wide. After \( R = 0.20 \), the dispersion change to wide more, and the third quartile breaks 100%. If \( R \) close to 0.00 then reduction rates spread widely, and we cannot say that DeepPN works well. In Figure 3.4b about the number of nodes, the reduction rates change to worse faster than the results of the number of iterations. The third quartile break 100% after \( R = 0.40 \), and dispersions change to wide more than the result of the number of iterations. Additionally, the maximum reduction rates start to increase after \( R = 0.6 \). If DeepPN cannot work well in an Othello endgame position, then the number of nodes change to large more than the number of iterations. So, this means that the effectiveness of DeepPN start to retrogress after \( R = 0.6 \).

The question remains when DeepPN works most efficiently in the Othello endgame position for 16-ply. The answer depends on the group of Othello endgame positions. However, if we have to choose the best \( R \), then a value of around 0.60 is a good compromise for most cases.

### 3.2.3 Performance with Hex

For measuring the performance of DeepPN, we also prepared a solver for Hex. As for the experiments of Othello, we created a primitive DeepPN algorithm for checking the effect of DeepPN only. The Hex program is a simple program that does not have any other mechanisms such as an evaluation function. Our Hex program uses a 4 x 4 board (called Hex(4)), and tries to solve that board using DeepPN. Our focus is on the behavior of \( R \) (see Equation 3.3). Concerning the characteristics of \( R \), please see section 3.2.1 or 3.2.2. We changed \( R \) from 0.0 to 1.0 by 0.5, and tried to solve Hex(4) 100 times in each \( R \). The legal moves of Hex are sorted randomly in every configuration, viz. there is the possibility that each result is different. The results in each \( R \) are calculated by the median of the 100 experiments. Next we focused on two concepts: (1) number of iterations and (2) number of nodes. About the characteristics of both values, please see the section 3.2.2. The experimental data are given in Figure 3.5.

Figure 3.5a shows the changes in the number of iterations and nodes. We can see that the results of DeepPN decrease (improve) in some positions compared by PN-
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(a) The variation

(b) The reduction rate

Figure 3.5: Hex: # of iterations and # of nodes for Hex(4).

\( R = 1.0 \) is PN-search, \( R = 0.0 \) is depth-first search, and \( 1.0 > R > 0.0 \) is DeepPN. Lower is better.

**Figure 3.6:** Hex: The detail of Figure 3.5b. This figure is zoomed \( 1.0 \geq R \geq 0.9 \). The lower is better.

search. This is not the case for \( R = 0.0 \), because we cannot solve Hex(4) for this \( R \) when we limit ourselves to 500 million nodes. For ease of understanding, we prepare another graph in Figure 3.5b. There we show the reduction rates normalized by the result of PN-search, i.e., the result of PN-search has 100% reduction rate.

Figure 3.5b shows that the number of iterations and nodes is reduced by a 36% and 32% reduction rate at \( R = 0.95 \) and \( R = 0.5 \). The result has two downward curves: from \( R = 1.0 \) to 0.7 and from \( R = 0.7 \) to \( R = 0.0 \). The first curve starts from \( R = 1.0 \) and decreases toward 0.95. After \( R = 0.95 \), the results start to increase and grow to over 100% after 0.85. The second curve starts from \( R = 0.7 \) and the results starts to decrease again. Finally, the results are increasing again toward \( R = 0.0 \), like Othello.

For understanding the details of how DeepPN works around \( R = 0.95 \), we tried to change \( R \) by 0.01 between from 1.0 to 0.9. The results are shown in Figure 3.6.

By looking at the results, we can see that DeepPN works almost twice as good as PN-search from \( R = 0.99 \) to 0.95 (except \( R = 0.96 \)). Form \( R = 0.95 \) to 0.90, we have almost the same result as original PN-search.

Finally, we show two graphs about the dispersion of our experimental results in Figure 3.7.

In Figure 3.7, we show the dispersions of the number of iterations and nodes in each \( R \). There are the box-plots about the dispersion of reduction rate in each \( R \). These plots are calculated by the 100 reduction rates compared by the results of \( R = 1.0 \), so
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Figure 3.7: Hex: The dispersion of reduction rates for # of iterations and # of nodes

all reduction rates in $R = 1.0$ are 100%. For easy to see, the outliers are not printed.

The dispersions in each $R$ are wider than Othello experiments. In the ranges which reduction rates show the good results, the dispersions are narrow. In other area such as DeepPN show bad results, the dispersions are very wide. And, both ranges which has good results show little different results, viz. $R = 0.95$ show better result than around $R = 0.45$.

Therefore, in Hex(4), the optimum value of $R$ is around $R = 0.95$. We can see that depth-first does not work so well for Hex(4) as it does for Othello, although there is an improvement over pure best-first.

3.2.4 Discussion

DeepPN works efficiently in 16-ply Othello endgame positions, and in Hex(4). It can reduce the number of iterations and nodes almost by half compared to PN-search. It must be noted that the optimum balance of $R$ is different in each game and for each size of game tree. We can see that for both games a certain amount of depth-first behavior is beneficial, but the changes are not the same. The precise relation is a topic of future work.

In our experiments, we encountered positions that showed increasing (worse) results. We suspect that a reason for this problem may be (1) the length of the shortest correct path and (2) the holding problem.

Concerning (1), in Othello, the shortest correct path is almost the same for each position, because Othello has a fixed number of depth to the end. However, in Hex(4), the shortest winning path may exist before a depth of 16. If we happen to find a balance between depth and best-first, then DeepPN will change the subtree it focuses on time. For example, when $R = 0.95$, then DeepPN quickly finds the shortest path. But after $R = 0.95$, DeepPN misses that path and arrives in regions that are more deeply in the trees. Finding a good value of $R$ in Hex is more difficult than in Othello.

Concerning (2), the depth-first search can remain stuck in one subtree (holding on to the subtree). If this holding subtree cannot find the game-theoretical value, then the number of iterations and nodes become meaningless. When DeepPN employed a strong depth-first manner, then we found many increasing results in Othello endgame positions. Also, in Hex(4), DeepPN cannot work efficiently around $R = 0.0$. Finding an optimal $R$ is a topic of future work.

For this two hypothesis, we did additional experiments in the following subsections.
3.2.5 Focusing on the Depth and $R$

Concerning (1), we compared between the reduction rates and the average search depth of the most-proving nodes as follows Figure 3.8.

Figure 3.8 shows the relationship between the search depth and the reduction rates. The reduction rates is the same as the Figure 3.3b. The search depth is calculated as follows. First, we recorded the search depth in each most-proving node while DeepPN is solving an Othello endgame position. If DeepPN expand a most-proving node, then we count up the existence of a most-proving node in the certain depth. Second, we calculate the average depth from recorded data as follows:

$$\text{Average depth} = \frac{\sum_{i=1}^{\max \text{ depth}} (i \times \text{number of most-proving node})}{\text{number of iterations}}$$

The iterations means that the number of times for expanding a most-proving node. After solving all Othello endgame positions, we calculated the median search depth. So, the search depth in Figure 3.8 show that the the ratio which DeepPN focuses on the depths in each $R$.

In $R = 1.0$, DeepPN focuses on the depth 8 in the game trees. The maximum depth in 16-ply Othello endgame position is 16, so we see that original PN-search focuses on the broad depth evenly. This means that original PN-search focuses on each depth in order from shallow depth to the deep depth. So, we understood that original PN-search faces the seesaw effect, and it cannot reach the deep depth easily. After changing $R$ and mixing the depth first behavior to original PN-search, then the search depth start to increase and the reduction rate start to decrease. The search depth continue to increase between $R = 1.0$ to 0.05, so DeepPN focuses on the deeper depth according to mix the depth-first manner strongly. In $R = 0.6$, DeepPN works well and it focuses on the around 10 depth. If the focusing on the game does not have the fixed number of depth for game end, then this search depth can show that the terminal depth of the shortest correct path. However, 16-ply Othello endgame positions have fixed number of depth at 16, so this 10 depth cannot show the actual search depth, and it can show the strength of the manner of the depth-first search. After $R = 0.6$, the search depth continue to increase, but DeepPN cannot work well in proportion to this increasing. Thus, Figure 3.8 shows that if we want to solve 16-ply Othello endgame position using DeepPN, then it is good to focus on the deep depth using $R = 0.6$. 

![Figure 3.8: Othello: Relationship between search depth and reduction rates.](image-url)
And also, we showed the search depth in Hex experiments as Figure 3.9. In Hex(4), the search depth also increases between $R = 1.0$ and $R = 0.05$. Its start from 6 depth and goes to 12 depth. When DeepPN works well then it focuses around 8 depth and 10 depth. But, Hex(4) has the fixed number of depth at 16 for game end, so this value is not actual the search depth in the game tree, and these show the strength of the manner of the depth-first search. We tried to find the shortest correct paths of Hex(4), then we see that these exist after 10 moves from starting position. So if DeepPN can focus around 10 depth then it can work well, and this results are shown in $R = 0.95$. And if DeepPN overlook the shortest correct paths and it cannot reach the bottom of the game tree, then the number of iterations and nodes show the large value than original PN-search such as around $R = 0.80$. Moreover, if DeepPN overlook the shortest correct paths and it focuses on the deep node as priority even DeepPN reach the bottom of the game tree, then DeepPN hold on to a subtree strongly and it cannot show the good results like after $R = 0.50$.

Therefore, the search depths are increased according to the decrease in $R$, and the reduction rates show the good cases while this increases. So, we conclude that the best $R$ depends on the characteristics of the game such as the existence of the shortest correct path and the bottom of the game tree. If DeepPN focused around the depth of the shortest correct paths or the bottom of the game tree, then DeepPN can work better than the original PN-search. In contrast, if DeepPN focused on the depth unrelated the shortest correct paths or DeepPN mixes the manner of depth-first search strongly so much, then DeepPN cannot show the good works. The number of depth about the shortest correct path and the bottom of the game tree are the good hint for finding the best $R$.

### 3.2.6 Seesaw Effect and $R$

Concerning (2), we try to check the frequency of the seesaw effect. For this purpose, we record the number of best move changes as the root node. We consider that this value relate to the frequency of the seesaw effect in the root node, i.e., this value shows the estimate frequency of the seesaw effect. The experimental results are shown as follows Figure 3.10.

The above graph is the same as Figure 3.3b. The below graph shows the estimate frequency of the seesaw effect in the root node. Each plot is calculated as follows. We
focused on the root node while solving an Othello endgame position, and try to record
the history of visiting child nodes. In the root node, DeepPN try to find a child node
which has the smallest proof number. We recorded the chosen child nodes in each
iteration, and if DeepPN changed the focusing on the child node then we count up it.
In other words, we counted up the times of seesaw, so this value can show the estimate
frequency of the seesaw effect in the root node. The below graph is composed by the
median values of the estimate frequency of the seesaw effect calculated by results using
1000 Othello endgame positions.

In $R = 1.0$, the original PN-search changed focusing subtree at about 3000 times.
After $R = 1.0$, the estimate frequency of the seesaw effect decreased rapidly to around
1200. Between $R = 0.95$ and $0.75$, the estimate frequency of the seesaw effect stop to
change, and when $R$ goes to 0.40 from 0.75, then the values start to increase slowly.
In $R = 0.35$, the estimate frequency of the seesaw effect increase rapidly linked worth
reduction rates. Between $R = 0.35$ and 0.20, the changes of the estimate frequency
of the seesaw effect is stopped, but after $R = 0.20$, the plots show large values. If
we compared both graphs, then we could see that the values are changed altogether.
If the reduction rates decrease, then the estimate frequency of the seesaw effect also
decreases, and if the reduction rates increase, then the estimate frequency of the seesaw
effect also increases. So, if the estimate frequency of the seesaw effect is reduced by
DeepPN then the searching efficiency is also improved in Othello experiments.

Next, we show the number of best move changes (the estimate frequency of the
seesaw effect) in the root node in Hex(4) experiment as follows Figure 3.11.

In $R = 1.0$, the estimate frequency of the seesaw effect is about 3500, but after this,
the estimate frequency of the seesaw effect decrease rapidly. Between $R = 0.95$ and
$R = 0.05$, the estimate frequency of the seesaw effect decrease gently according to $R$.
So, there are almost no seesaw effects between $R = 0.95$ and 0.05, but the reduction
rates are changed. This decreasing the estimate frequency of the seesaw effect is caused
by the depth-first manner. If DeepPN hold to a subtree as the strong depth-first manner,
then the seesaw effect will be reduced. In $R = 0.05$, the estimate frequency of the
seesaw effect under 10, but the reduction rates show really worth result. In $R = 1.00$,
the estimate frequency of the seesaw effect is about 3500, but it show the better result
than $R = 0.05$. In $R = 0.95$, the estimate frequency of the seesaw effect is about 300,
and it show the better result than $R = 0.05$ and also $R = 1.00$. So, we understood that
DeepPN can work well if the seesaw effect is reduced then, but reducing the seesaw effect worsen the efficiency of the searching in some cases. Because, the seesaw effect is caused by the best-first manner and the reducing it caused by the depth-first manner. The strong depth-first manner ignore an advantage of the best-first manner, and it work reach the primitive depth-first search. So, we have to reserve minimum frequency of the seesaw effect for efficient searching, because it is the advantageous of the best-first manner.

In contrast, the estimate frequency of the seesaw effect increases according to the decrease in \( R \) of the Othello experiments. At first, the depth-first manner using \( R = 0.95 \) succeed to decrease the estimate frequency of the seesaw effect. But, after \( R = 0.95 \), DeepPN could not reduce the seesaw effect and the estimate frequency of the seesaw effect start to increase. In generally, the estimate frequency of the seesaw effects are reduced according to mix the depth-first manner. Because, the primitive depth-first search can show the minimum frequency of the seesaw effect. However, the Othello experiments show different perspectives from this theory, and about this, we thought that the unnecessary nodes are related. The strong depth-first manner expands the leaf nodes which are unnecessary for original PN-search. The \( R \) closed 0.0 focused on the deep value at first, and after expanding many unnecessary nodes, it starts to focus on the prove numbers. Then, each subtree has become larger, and the situation which can cause the seesaw effect is ready. So, the strong depth-first manner with the weak best-first manner causes the seesaw effect like the best-first manner only. This phenomenon depends on the characteristics of the game, and we cannot see it in Hex experiments. We suspected that this reason is related to the number of the winning processes, i.e., the number of the unnecessary nodes in the whole game tree. We considered that the many nodes which cannot relate to prove the game tree exists in the whole game tree in Othello.

Thus, the holding on to a subtree shows the good work and also bad work. The estimate frequency of the seesaw effect can be reduced if we use the strong depth-first manner and holding on to a subtree then. However, in the certain games such as Othello, the depth-first manner cannot reduce the seesaw effect, and it causes additional seesaw effect in some cases. And, even if we could reduce the frequency of the seesaw effect, then DeepPN does not guarantee the good works. This is related the concerning (2), and it can show the holding on to a subtree causes bad results. Anyway, if DeepPN
mix the best-first manner and depth-first manner rightly and it reserve the certain num-
ber of the seesaw effect then DeepPN can show the good works. And we can confirm
it around $R$ close to 1.0 then.

3.3 Conclusion and Future works

In this work, we proposed a new search algorithm based on proof numbers, named
DeepPN. DeepPN has three search indicators ($\text{pn}$, $\text{dn}$, $\text{deep}$) and a single parameter,
$R$, that allows a choice between depth-first and best-first behavior. DeepPN employs
two types of values, viz. proof numbers and deep values which register the depth
of nodes. For measuring the performance of DeepPN, we tested DeepPN on solving
Othello endgame positions and on the game of Hex. We achieved two indicative results
in Othello and Hex. The algorithm owes its success to Equation (3.3) in which best-first
and depth-first search are applied in a “balanced” way. The results show that DeepPN
works better than PN-search in the games which build up a suitable tree.

We have three main topics for future work. First, we have to investigate how to find
a good balance for $R$. In our experiments, the best results are produced by different
values of $R$. Second, DeepPN is too primitive to solve complex problems. Df-pn+ and
the use of a transposition table give a good hint for this problem. The idea of deep
value may also be applied to other ways of searching. Third, we need to find a reason
about the deterioration of search results in Othello endgame positions and in the game
of Hex. By investigating this problem, we expect that DeepPN can become a quite
useful algorithm for explaining the intricacies.

Previous work on depth-first and best-first minimax algorithms used null-windows
around the minimax value to guide the search in a best-first manner [49, 48]. There, a
relation between the SSS* and the Alpha-beta algorithm was found. In this work, we
focus on best-first behavior guided by the size of the minimax tree, as is the essence
of proof-number search. It will be interesting to see if both kinds of best-first behavior
can be combined in future work in a new kind of conspiracy number search.
Chapter 4

Aesthetics of Mating Problems
and Search Indicators

This chapter is an updated and abridged version of works previously published in


Shogi is an ancient Japanese game just like Chess, but it is more complex [20] [25]. The checkmate problems in Shogi (Tsume-Shogi) are the mating problems which can be seen as a sub-domain of Shogi. There are a few noticeable differences and similarities between Shogi and Western Chess. In Shogi, a player can reuse (drop) pieces which have been captured from the opponent. Tsume-shogi commences from devised positions, similar to checkmate problems in Western Chess. The objective of the mating problem is to checkmate the enemy king. Differently from a checkmate problem in Western Chess, in Shogi the player must check the king continuously. For more detailed descriptions about Shogi and tsume-shogi, please refer to [20, 57]. Tsume-Shogi has a long history and rich tradition. Consequently, the aesthetics of the tsume-shogi have long been the subject of study, and excellent tsume-shogi have been collected to publish in a book style such as Tsumuya-Tsumazaruya [26] and Shogi-Zuko [27]. Tsume-shogi contests have sometimes been held, and the best problems have been selected and awarded by the judge committee which consists of Shogi master players and popular voting.

What are the aesthetic criteria of tsume-shogi? An investigation has been made by Koyama [35]. It presents the results of analyzing the database of 12697 tsume-shogi with solutions and analyzes the problems from the viewpoint of static aspects including the number of pieces on the board, the location of King at the initial position, and the freedom of King at the checkmate position, and dynamic aspects including the frequency of moves, sacrifice, the choice of moves, evaluations of scoring functions.
44

CHAPTER 4. AESTHETICS AND SEARCH INDICATORS

However, it is a difficult task to assign an appropriate score of aesthetics of tsume-shogi since there are many factors to be evaluated. In this chapter, we study the values that may be related to the aesthetic of tsume-shogi, in particular with a focus on the search indicators.

4.1 Aesthetic of Mating Problems

In a tsume-shogi competition, mating problems composed are ranked. The quality of the aesthetics of each tsume-shogi is evaluated and ranked by the judge committee or public voting based on their own sense. High quality tsume-shogi would collect many votes by public, and receive a prize in the top ranking. Satisfying tsume-shogi competitions means that tsume-shogi have the aesthetics which are evaluated by public in common. The aesthetics of tsume-shogi may be composed by various criteria and considerations. Koyama [35] observed that the aesthetics of tsume-shogi depend on the arranging of the pieces on the board, the space around King (or the freedom of King at the checkmate position), and other factors. However, the assessment cannot be represented as numerical values, and therefore it is difficult to quantify these criteria. To tackle this problem, we focus on the search indicators for evaluating the aesthetics of tsume-shogi. The search indicators are used for guiding the search direction during search process. Then, we hypothesize that the search indicators relate the assessment of tsume-shogi because of their new perspective. For this hypothesis, we analyze the search indicators while solving tsume-shogi. We then compare the analysis data and ranking of the competitions for finding the elements related to the aesthetics of tsume-shogi.

4.1.1 Mating Problems and Assessment Factors

When we focus on the search indicators to evaluate the aesthetics of tsume-shogi, then we raise a question: which search indicators are suitable? Iida [19] mentioned about the strength of computer shogi in 2006, saying that the performance of computer shogi would become similar to masters as a computer becomes very strong. Inspired by this observation, we focus on Proof-Number Search (PN-search) [3]. PN-search can solve tsume-shogi very efficiently like human experts which can solve tsume-shogi very well. So, we assume that this search algorithm as tsume-shogi solver may correspond to a master-level computer shogi which would show a human-like playing performance. For this reason, we focus on two search indicators used in PN-search; the proof number and the disproof number.

The large proof number means that PN-search needs more efforts for proving a node in question, or it is just hopeless for proving. So, the proof numbers show the degree of difficulty for proving a node. However, a given tsume-shogi must be solved, and the proof number in the root node must go to zero eventually even if the proof numbers while searching are too large. So, we assume that proof numbers in the root node while searching show the degree of difficulty for solving the tsume-shogi. Then, the proof numbers might relate to the difficulty of the Henka (possibilities at positions where the defender is to move) in tsume-shogi. Because, we have to examine all Henka moves in each step for proving the defender’s loss. This is the same meaning as the proof number, so the size of the proof number shows the level of difficulty for solving a tsume-shogi. In contrast, the disproof number might relate to the difficulty of Magire (possibilities at positions where the attacker is to move) in a tsume-shogi. In some
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In cases, we try to disprove several positions for finding a solution, like the process of elimination. Then, we try to examine Magire moves, and this idea is like the function of the disproof numbers. So, the size of the disproof number shows the level of difficulty for eliminating Magire moves. Thus, proof and disproof number relate to the degree of difficulty of tsume-shogi. We hypothesize that proof and disproof numbers can be indicators which relate to the aesthetics of tsume-shogi.

Before confirming our hypothesis, we consider the relationship between the elements which may relate to the aesthetics of tsume-shogi. Iqbal [21] proposed a formula to evaluate the aesthetics of mating problems in chess as shown in Equation (4.1).

\[ P = \sum_{k=1}^{m} C_k \Rightarrow A = \sum_{i=1}^{n} P_i \]  

(4.1)

Where \( P \) is principle, \( C \) is component, and \( A \) is overall value. The principles \( P \) are the elements which correlate to aesthetics such as the summation of the piece’s power, the arranging of pieces, and others. Components \( C \) are the pieces which compose a principle \( P \). If a principle shows the summation of the piece’s power, then each \( C \) shows a power of each piece. The overall value \( A \) is composed by the summation of each principle, and this value shows the total aesthetics of a target. Iqbal [22, 23, 25] introduced the principles which relate to the aesthetics of chess problems (such as the spread out the pieces), and tried to combine these for evaluating the chess problems. Recently, Iqbal [24] tried to assign the principles automatically using the aesthetics of other domains.

The principles for evaluating chess problems show the good outcomes, so we referred Iqbal’s idea. Then, we hypothesize that the search indicators take one principle in this case. An important issue is that the ratio of the search indicators to an overall value \( A \). To tackle this problem, we conduct some experiments. First, we collect the data about the search indicators while solving each tsume-shogi. Second, we compare the ranking of the competitions with the collected data, and try to analyze the relationship between the difficulty of tsume-shogi and the evaluation of tsume-shogi. Finally, we conclude on the usefulness of our hypothesis: 1) Can the search indicators evaluate the aesthetics of tsume-shogi? and 2) How many rates of the search indicators as a principle \( P \) to an overall value \( A \)?

4.1.2 Experiments using Kanju-Award Problems

Tables 4.1 and 4.2 show three search indicators of 7-step contest problems, 15-step Kanju-Award winning problems and general problems. The ranking of the 7-step contest problems were decided by the vote in public where most participants were amateur shogi players. The Kanju-Award is the most prestigious award in the domain of tsume-shogi, decided by experts. Among the collections of tsume-shogi, only 15-step problems are selected in this study. General problems are tsume-shogi composed for the look-ahead exercises of shogi players, and are included for reference but not for study in this experiment. We collected forty 7-step problems and twenty 15-step problems from the tsume-shogi books and calculated the average of these data. It is noteworthy that contest and Kanju-Award winning problems were evaluated by experts, whereas general problems are evaluated by amateur shogi players.

The maximum proof number (MAX PN) and maximum disproof number (MAX DN) are the values recorded during the search until the problem is solved. The proof and disproof number is related to the difficulty of Magire and Henka, respectively.
Therefore the maximum proof and disproof number shows the peak of difficulty about the Henka and the Magire. The number of iterations shows how many times the root node is renewed by PN-search, i.e., the number of times for examining the most-proving nodes. We compare these numbers, and the results are shown below. Among general problems, good tsume-shogi have larger proof and disproof numbers. The maximum proof numbers of 7-step contest problems appear in the same order with the contest ranking order. The 15-step Kanju-Award winning problems have larger proof and disproof numbers compared to general problems too. Thus, it is observed that proof and disproof numbers are important search indicators to evaluate the aesthetics of tsume-shogi.

### 4.1.3 Experiments using Tsume-shogi Competition

Search indicators play an important role for the assessment of the aesthetics of tsume-shogi. For more detailed analysis of relationship between the search indicators and the aesthetics of tsume-shogi, we analyzed tsume-shogi competition organized by the Tsume-shogi Paradise magazine [62] [60]. We obtained the maximum proof and disproof numbers and tried to compare these values with the ranking of the competitions. The details of the competitions are as follows. First, the magazine produced some tsume-shogi entries about 40 to 60. These tsume-shogi entries were sent by the public, and chosen by experts. Second, the magazine started to collect the votes (3, 2 and 1 point) and the answers of each tsume-shogi from the public readers. Finally, the magazines presented the ranking of these tsume-shogi sorted by the evaluation of the readers. This ranking is decided by the score, calculated by the votes and answers (wrong answer scored 3 point).

As for the number of iterations, it did not show us any good relation with the aesthetics of tsume-shogi. It is found that this value highly depends on the search algorithms, so we conclude that it is unsuitable for analyzing tsume-shogi. Then, we provide the number of visited nodes as a new value. This value means that the overall number of nodes expanded in working memory while searching. The number of nodes shows the size of a game tree, so it is expected that this value shows the synthetic difficulty of the puzzles. We show the correlation between the search indicators and the ranking in Figures 4.1, 4.2 and 4.3. The broken lines represent approximate lines. For
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Figure 4.1: Ranking of Competition in 2014 with Proof Number

Figure 4.2: Ranking of Competition in 2014 with Disproof Number

Figure 4.3: Ranking of Competition in 2014 with # of Nodes
Table 4.3: A correlation coefficient $R$ between ranking and search indicators in each year

<table>
<thead>
<tr>
<th>Year</th>
<th>Max PN</th>
<th>Max DN</th>
<th># of Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992 (5-step)</td>
<td>-0.1238</td>
<td>-0.1412</td>
<td>-0.0946</td>
</tr>
<tr>
<td>2013 (7-step)</td>
<td>0.0633</td>
<td>-0.1703</td>
<td>-0.1004</td>
</tr>
<tr>
<td>2007 (9-step)</td>
<td>-0.0445</td>
<td>-0.3452</td>
<td>-0.3056</td>
</tr>
<tr>
<td>2012 (9-step)</td>
<td>-0.1665</td>
<td>-0.3586</td>
<td>-0.2854</td>
</tr>
<tr>
<td>2014 (9-step)</td>
<td>-0.1570</td>
<td>-0.4992</td>
<td>-0.3589</td>
</tr>
<tr>
<td>2011 (11-step)</td>
<td>-0.0490</td>
<td>-0.1270</td>
<td>-0.2160</td>
</tr>
</tbody>
</table>

Table 4.3 shows the correlation coefficient values $R$ between the ranking and the search indicators in each competition. From this table we can see that each $R$ has small minus correlation. This minus correlation implies that the evaluated tsume-shogi have the large values, and these values decrease according to the ordering of the ranking. Table 4.3 shows that the maximum proof numbers have the smallest correlation $R$. The correlation between the maximum disproof numbers and the number of visiting nodes also shows smaller correlations, but larger than the correlation between the maximum proof number and the number of visiting nodes. Among them, the correlations of the maximum disproof numbers have the largest value in each year except the 2011 competition. From this experiment, it is not expected that there exists a good relationship between the ranking and the search indicators, because of the small correlation coefficient value $R$. We suppose that this problem happens due to the ordering of the ranking. The ordering of the ranking is decided by the score of each tsume-shogi, then it lacks the information about the amount of the score. For example, we can see that the first winning tsume-shogi obtained a larger score than the second one, but we cannot see the difference between both tsume-shogi problems. To tackle this problem, we calculate the Spearman’s rank correlation coefficient. The rank correlation ignores the amount of the differences between the values of the search indicators, and it focuses only on the ordering of these values. We made the ranking of the search indicators in the decreasing order, and compared the results of the competitions. The results are shown in Figure 4.4. Moreover, the p-value using Student’s t-test for each $\rho$ is shown in Table 4.5.

The 5-step tsume-shogi competition held in 1992 shows the small rank correlation in each search indicator. The maximum disproof number shows the best correlation, and the next one is the number of visiting nodes and the maximum proof number. In this experiments, we set the significance level as 0.05, so the values without “*” in the Table 4.5 are removed. Then, the rank correlation of the maximum proof number is removed in the 1992 competition. For the 7-step tsume-shogi competition held
Table 4.4: A Spearman’s rank correlation coefficient $\rho$ between ranking of competitions and search indicators using decreasing order in each year

<table>
<thead>
<tr>
<th>Year</th>
<th>Max PN</th>
<th>Max DN</th>
<th># of Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992 (5-step)</td>
<td>0.2922</td>
<td>0.3753</td>
<td>0.3638</td>
</tr>
<tr>
<td>2013 (7-step)</td>
<td>0.4593</td>
<td>0.5190</td>
<td>0.4855</td>
</tr>
<tr>
<td>2007 (9-step)</td>
<td>0.1597</td>
<td>0.4692</td>
<td>0.3759</td>
</tr>
<tr>
<td>2012 (9-step)</td>
<td>0.2528</td>
<td>0.4579</td>
<td>0.4151</td>
</tr>
<tr>
<td>2014 (9-step)</td>
<td>0.3122</td>
<td>0.5865</td>
<td>0.4907</td>
</tr>
<tr>
<td>2011 (11-step)</td>
<td>0.2472</td>
<td>0.2898</td>
<td>0.3205</td>
</tr>
</tbody>
</table>

Table 4.5: The p-values using Student’s t-test for Table 4.4.

<table>
<thead>
<tr>
<th>Year</th>
<th>Max PN</th>
<th>Max DN</th>
<th># of Nodes</th>
<th># of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992 (5-step)</td>
<td>0.088</td>
<td>* 0.026</td>
<td>* 0.031</td>
<td>35 (40)</td>
</tr>
<tr>
<td>2013 (7-step)</td>
<td>** 0.001</td>
<td>*** ***</td>
<td>** 0.004</td>
<td>49 (50)</td>
</tr>
<tr>
<td>2007 (9-step)</td>
<td>* 0.235</td>
<td>***</td>
<td>** 0.004</td>
<td>57 (60)</td>
</tr>
<tr>
<td>2012 (9-step)</td>
<td>0.086</td>
<td>** 0.001</td>
<td>** 0.004</td>
<td>47 (50)</td>
</tr>
<tr>
<td>2014 (9-step)</td>
<td>* 0.029</td>
<td>***</td>
<td>***</td>
<td>49 (50)</td>
</tr>
<tr>
<td>2011 (11-step)</td>
<td>0.097</td>
<td>0.051</td>
<td>* 0.030</td>
<td>46 (50)</td>
</tr>
</tbody>
</table>

If value was under 0.05 and 0.01 then we use "*" and "**" before values. And if value was under 0.001 then we use "***". # of samples show the used samples (the actual samples in a competition).
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In 2013, the rank correlations show a good relationship between the ranking and the search indicators. Especially, the maximum disproof number shows the best correlation coefficient among three values, and the next one is the number of visiting nodes and the maximum proof number. Similarly as the 2013 competition, the 9-step competitions held in 2007, 2012 and 2014 show the good rank correlation coefficient values. The maximum disproof number also shows the best correlation, and the next one are the number of nodes and the maximum proof number as the same as the 7-step competition. The correlation of the maximum proof number in 2012 is removed only in 9-step tsume-shogi competitions. The 11-step tsume-shogi competition in 2011 does not show any good rank correlations. The highest correlation is shown by the number of visiting nodes, but its value is small. The maximum proof and disproof number are rejected by t-test, so the search indicators have no significant relationships with judging tsume-shogi in 11-step competition.

The 2011 competition shows the exceptional result, but other competitions show almost the same results. The maximum disproof number shows the best relationship to the ranking in this experiment, and the number of nodes shows the second best, and the maximum proof number shows the worst correlation. The rank correlation of the maximum proof number is very small, and these are rejected in some cases. In the 2011 competition, the rank correlations show the different results from 5 to 9-step tsume-shogi competitions. So, in the short step tsume-shogi competition, the maximum disproof number relates well to the assessment of tsume-shogi, but this fact cannot be seen in 11-step tsume-shogi competition. The maximum proof number shows the difficulty of the Henka, the maximum disproof number shows the difficulty of Magire, and the number of visiting nodes shows the whole difficulty of tsume-shogi. So, in short step tsume-shogi competitions, the difficulty of Magire is regarded important for
evaluating the whole difficulty of tsume-shogi. And, the difficulty of Henka is not fo-
cused so much for evaluating tsume-shogi. We understand that those who participated
the competition as evaluators compare tsume-shogi with a focus on the difficulty of
Magire, and try to order the evaluating of tsume-shogi. But, the rank correlation coef-
cients of the maximum disproof number show around 0.5. So the maximum disproof
number can relate to the evaluating of tsume-shogi well, but with just that evidence, it
is difficult for showing the evaluation perfectly.

4.1.4 Comparison with Previous Works

In the experiments performed in this section, we realized that we can use the search
indicators for evaluating the aesthetics of tsume-shogi. Here, we compare our results
with the previous works done by Koyama [35]. Koyama focused on tsume-shogi com-
petitions just like ours, and collected the following principles of tsume-shogi.

• The number of pieces on the board for the attacker’s side at the initial position.
• The number of pieces on the board for the defender’s side at the initial position.
• The number of pieces in the attacker’s hand at the initial position.
• The location of the defender’s King at the initial position.
• The number of pieces around the defender’s King at the mating position. This
  value is called "the physical closeness".
• The number of times for moving the defender’s King.
• The number of times for sacrificing pieces.
• The number of times for checking the defender’s King using a piece which has
  not been moved. This is called "Aki-Oute".
• The number of times for checking the defender’s King using two and more pieces
  in a move. This is called "Ryo-Oute".

We compare the above values with the search indicators. Koyama collected data of
tsume-shogi in addition to above values, but we ignore these in our experiments be-
cause of reproducibility. For comparison, we used Weka [14] which has been devel-
oped by University of Waikato, New Zealand. It is a system which we can use the
machine learning algorithms easily and freely. Koyama used many values for analyz-
ing tsume-shogi competitions, but the correlations between each value and the ranking
is very low when we confirmed it then. He analyzed the evaluated tsume-shogi using
above values, and try to find the characteristics related to the evaluation, so each simple
value may not be able to relate to the assessment of tsume-shogi well. So, we try to
mix those values, but it is difficult to combine each value effectively. For this problem,
we used Weka and tried to find good combination of those values using the decision
tree. And also, we tried to build up the decision tree using the search indicators and
compare our results with Koyama’s.

For making the decision tree, we prepared the data as follows. First, we picked
up the data of the 9-step tsume-shogi competition held in 2007. Because the 2007
competition has the large samples (n = 57) in our experiments. We expected to combine
each competition for increasing the number of samples. However, there is a potential
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Table 4.6: The summary of built up decision trees using J4.8.

<table>
<thead>
<tr>
<th></th>
<th>Koyama</th>
<th>The search indicators</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctly Classified Instances</td>
<td>40.3509 %</td>
<td>54.386 %</td>
<td>52.6316 %</td>
</tr>
<tr>
<td>Incorrectly Classified Instances</td>
<td>59.6491 %</td>
<td>45.614 %</td>
<td>47.3684 %</td>
</tr>
<tr>
<td>Kappa statistic</td>
<td>0.1061</td>
<td>0.3189</td>
<td>0.2878</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>0.4117</td>
<td>0.3321</td>
<td>0.3253</td>
</tr>
<tr>
<td>Root mean squared error</td>
<td>0.5703</td>
<td>0.4813</td>
<td>0.5327</td>
</tr>
<tr>
<td>Relative absolute error</td>
<td>92.6314 %</td>
<td>74.724 %</td>
<td>73.2037 %</td>
</tr>
<tr>
<td>Root relative squared error</td>
<td>120.912 %</td>
<td>102.0617 %</td>
<td>112.9488 %</td>
</tr>
<tr>
<td>Total Number of Instances</td>
<td>57</td>
<td>57</td>
<td>57</td>
</tr>
</tbody>
</table>

that the score of each tsume-shogi depends on each competition, so we use only one competition in this experiment. Second, we classify the ranking such as first, second and third for making the decision tree. This means that the first is the set of tsume-shogi ranked first to 20th, and second is the set of tsume-shogi ranked 21st to 40th and third is the set of tsume-shogi ranked 41st to 60th in the 2007 competition. In this experiment, we tried to find the element which is related to the decision process.

Using Weka, we implemented J4.8 algorithm with default options. The input data are the Koyama’s data set shown above, the search indicators, and both set. Koyama’s data set are using 10 attributes, and the search indicators have 3 attributes. Every input values are discrete values. The output data are the classes such as 1st, 2nd and 3rd, decided by the ranking. This means that 1st is the set of tsume-shogi ranked 1st to 20th, and 2nd is the set of tsume-shogi ranked 21st to 40th and 3rd is the set of tsume-shogi ranked 41st to 60th in the 2007 competition. We have chosen the learning data set which contains 57 tsume-shogi problems in the 2007 competition, because it has the largest samples in our experiments. We expected to combine each competition for increasing the number of samples. However, there is a potential that the score of each tsume-shogi depends on each competition, so we use only one competition in this experiment. We used cross-validation for testing, and it folds 10 samples. Then, the results of Weka are shown in Tables 4.6 and 4.9.

First, we focused on the summary of the outcomes of decision tree. About the correctly classified instances show around 50% in each input set. Koyama’s set shows the worst correctly classified instances and the search indicators show the improved values. When we use the search indicators only, then the classified instances show the biggest value. Next, we focused on the values such as the precision, the recall and the f-measure. If we compare the precision and the recall values, then we can see that there are not so large differences. When using the search indicators only, the 1st and 3rd class have the relationship such as the trade-off about the precision and the recall. For comparing the quality of decision tree, we focused on the f-measure calculated by the precision and the recall values. If we compare the Koyama’s set and the search indicators, then we see that the search indicator shows better than Koyama’s set in every cases. Especially, the 1st and 3rd classes have large f-measure values. For the 2nd class, Koyama’s set and the search indicators cannot show good value in this experiment. If we combine the Koyama’s set and the search indicators, then we can get balanced f-measure values in each class. The f-measure values of 1st and 3rd class are decreased, but 2nd class shows the improved value than using just one set. So, the search indicators can support to classify tsume-shogi well for 1st and 3rd, but it lacks the information for classifying the 2nd class. If we add the Koyama’s set to the search
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Table 4.7: The precision values for each class using each input data

<table>
<thead>
<tr>
<th>Class</th>
<th>Koyama</th>
<th>The search indicators</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>0.500</td>
<td>0.538</td>
<td>0.588</td>
</tr>
<tr>
<td>2nd</td>
<td>0.278</td>
<td>0.375</td>
<td>0.455</td>
</tr>
<tr>
<td>3rd</td>
<td>0.421</td>
<td>0.733</td>
<td>0.556</td>
</tr>
</tbody>
</table>

Table 4.8: The recall values for each class using each input data

<table>
<thead>
<tr>
<th>Class</th>
<th>Koyama</th>
<th>The search indicators</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>0.556</td>
<td>0.778</td>
<td>0.556</td>
</tr>
<tr>
<td>2nd</td>
<td>0.250</td>
<td>0.300</td>
<td>0.500</td>
</tr>
<tr>
<td>3rd</td>
<td>0.421</td>
<td>0.579</td>
<td>0.526</td>
</tr>
</tbody>
</table>

Table 4.9: The F-measure values for each class using each input data

<table>
<thead>
<tr>
<th>Class</th>
<th>Koyama</th>
<th>The search indicators</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>0.526</td>
<td>0.636</td>
<td>0.571</td>
</tr>
<tr>
<td>2nd</td>
<td>0.263</td>
<td>0.333</td>
<td>0.476</td>
</tr>
<tr>
<td>3rd</td>
<td>0.421</td>
<td>0.647</td>
<td>0.541</td>
</tr>
</tbody>
</table>

indicators, then the weakness of the search indicators is covered and it could classify tsume-shogi well.

4.1.5 Discussion

The discussion of the experiments is divided into three main topics: (1) the method used in our experiments, (2) the results of our experiments, and (3) the relationship between the search indicators and the aesthetics of tsume-shogi.

First, as for the method used in our experiments we have to consider the search algorithms. In this study, we used the original PN-search for reproducibility. The search indicators such as the maximum proof and disproof numbers depend on the search algorithms. So, we cannot guarantee that the other various PN-search algorithms can show the same results. But, the amount of the maximum proof and disproof numbers depend on the shape of the proving tree. If there are two tsume-shogi (say A and B), and A has the higher complexity of Magire than B, then we expect that the maximum disproof number of A takes larger values than B. Thus, even if we use different algorithms, then the relationship of the recorded search indicators in each tsume-shogi may not be so changed. In our experiment, we can say that the maximum disproof number which is used in PN-search can show a good correlation for the ranking of the competitions. And the search indicators using PN-search show better correlation than Koyama’s works. The question “Which search algorithm can show better results than the original PN-search?”, is one of the important future works.

Second, we mention about the results of our experiments. In our experiments, the maximum disproof number shows a good correlation to the ranking of the competitions. And, because the maximum disproof number relates to the difficulty of Magire in tsume-shogi, those who participated the competition as evaluators regarded the Magire as an important factor in short step tsume-shogi competition. Then, we have questions such as “Why people did not focus on the maximum disproof number in 11-step tsume-shogi competition?”. In other words, the disproof numbers are more important elements in the short step tsume-shogi competition than longer step tsume-shogi com-
4.2 Concluding Remarks

Below we summarize our main contributions in this study.

- It seems a promising approach to focus on the relationship between aesthetic and complexity indicated by the proof and disproof numbers for the assessment of tsume-shogi.
- The indicator of the disproof number looks more promising than other factors.
such as the proof number and the number of visiting nodes during search when using tsune-shogi with relatively short steps in the competition. This means that the difficulty of Magire is more critical component for aesthetic.

- Our experiments show that it is possible to distinguish highly recognized tsune-shogi from normal problems based on the disproof number. This performance is better than the previous works done by Koyama.

- Our approach is hard to evaluate mid-level tsune-shogi appropriately. But, some other elements related to the aesthetics of tsune-shogi support to solve this problem.
Chapter 5

Conclusion

In this chapter, we give the conclusion in this thesis. We answer our research questions and problem statement. Then, some future works are discussed.

5.1 Summary

Below we summarize our research results of each chapter.

- **Chapter 2: Solving Game Positions and Search Indicators**
  In this chapter, we studied the related works to the topics in this thesis, including the variants of the AND/OR tree search and new approach with respect to conspiracy number search. We focused on the search indicators and its elements such as definition, characteristics, behavior and effectiveness. Then, it is found that if we can explain the search indicators clearly, then the new perspectives of the search indicators are given.

- **Chapter 3: Deep Proof-Number Search**
  The seesaw effect problem is caused by PN-search using the proof number and the best-first search. To tackle this problem, we tried to change the behavior of the search indicators. We proposed a new search algorithm named DeepPN, which can adjust the rate of best-first manner and depth-first manner. By this method, DeepPN is able to reduce the seesaw effect problem in Othello endgame positions and Hex. These experimental results show that the search indicators with different behaviors make new benefits.

- **Chapter 4: Aesthetics of Mating Problems and Search Indicators**
  We assumed that the proof number is able to show the degree of difficulty for solving tsume-shogi. With this idea, we tried to analyze the aesthetics of tsume-shogi. Then, it is found that difficulty of Magire and the ranking of tsume-shogi have the good correlations. The search indicators are able to judge the assessment of tsume-shogi in some cases.
5.2 **Answers to RQ1 and RQ2**

We perceived the potential of the search indicators. Thus, we answer our research questions below.

**RQ1**
One of the achievements in this thesis is that the search indicators with the new behaviour are able to solve the issues of the search algorithms. To be more precise, the search indicators have correct behaviours fitting to each game. If the behaviour of the search indicators is not appropriate, then the benefits of the original search algorithms are also insufficient. In contrast, if the behaviour of the search algorithms fit to a given game, then the search algorithms are able to mitigate the issues, and those works are changed to well accordingly. So, we conclude that the search algorithms trusted that the most efficient have the potential of composing more efficient search algorithms fitted each game. Then, the search indicators can support to give insightful information for improving the original algorithms.

**RQ2**
We found the relationships between the search indicators and the aesthetics of tsume-shogi. New perspective of proof and disproof numbers are able to discriminate the assessment of tsume-shogi. This outcome was proposed by three steps; 1) studying the original search indicators, 2) finding the new perspective of the search indicators and 3) considering the target to apply the new perspective. We assumed that the most important step is 3). In our case, 1) we considered that the proof number can show the difficulty of the puzzles, 2) we apply this idea to analyse the tsume-shogi competition, and 3) we produced that the disproof numbers are able to discriminate the aesthetics of tsume-shogi.

5.3 **Answer to Problem Statement**

The search indicators were used only for efficient search, but our research implies that there are other potentials. The important utilization are the fitting to the game, the evaluating of the mating problems. In any utilization, we respect the original definition of the search indicators, but it just changes the behavior or the viewpoint. We assume that we can find additional utilization to our outcomes if we focus on the search indicator and consider the new perspective then. Now, we are facing the turning point of the game research. Recently, the research domains different from building strong computer players have started actively. The search indicators might help to answer those different purposes. In this thesis, we provided some new perspectives for those researches.

5.4 **Future Work**

Future works are given below.

- As for the DeepPN algorithm, there are three problems to tackle in the future, which include two technical problems and one problem related to the effectiveness of the DeepPN. Currently, the DeepPN uses a constant value for adjusting own work. The best constant value depends on each game, then we cannot take
the best value automatically so far. DeepPN was composed based on the PN-search, but we know the modified PN-search called Df-pn. So, the two technical problems are: (1) the way of adding a system which can adjust own work automatically, and (2) adopting the Df-pn method for more efficient search. As for another problem, we did not conduct the evaluation experiments to see the performance of DeepPN for many other games except Othello and Hex. We might see further feedback while collecting the experimental data using other games for this problem.

- Analyzing tsume-shogi competitions using the proof number was presented in this thesis with some good results, but some problems still remain. One of the largest concerns is to see the difference between computer and human. Our experimental data were collected by computers. Thus, our research can evaluate the assessment of tsume-shogi by computer-like only, and we did not understand the human assessment way. One of the hints for solving this problem is to compose a mating problem and submit it to the competition. Human experts would evaluate our mating problems while comparing with other problems created by human composers.
Bibliography


Appendix A

Additional Experiments with DeepPN

In this appendix, we show the additional experiments of DeepPN. We show two data mainly; (1) the experimental results using Othello endgame positions composed by WZebra [69], and (2) the relationship between DeepPN and other search algorithms.

A.1 Othello Experiments using WZebra

WZebra is one of the popular and strong computer players of Othello. In Chapter 3, we used 1000 Othello endgame positions using randomness for measuring the performance of DeepPN. However, we had a question that if we use more realistic endgame positions, then whether DeepPN can also work well or not. For this question, we prepare 100 Othello endgame positions using WZebra. We setup WZebra as shown in Table A.1. The prepared endgame positions are composed by self-play of WZebra, and we used 44 moves from starting position. An endgame position is composed by 4 initial stones and 44 stones played by WZebra, so this is a 16-ply Othello endgame position.

First, we show, in Figure A.1, the experimental results in Chapter 3 and the experimental results using WZebra in Figure A.2. Figure A.2a shows the variation of (1) the number of iterations and (2) the number of nodes, and Figure A.2b shows the reduction rates based on the result when $R = 1.0$. Each point represents a median value calculated from the results of 100 Othello endgame positions using WZebra. The case $R = 1.0$ shows the results of PN-search, and this value is the base for comparison.

In the last experiments using random Othello endgame positions (called random

<table>
<thead>
<tr>
<th>Name of Setting</th>
<th>Chosen Option</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search Depth</td>
<td>24 moves + last 26 perfect</td>
</tr>
<tr>
<td>Time</td>
<td>No time limit (default)</td>
</tr>
<tr>
<td>Book</td>
<td>Use opening book (default)</td>
</tr>
<tr>
<td>Midgame</td>
<td>Small randomness (default)</td>
</tr>
<tr>
<td>Position table</td>
<td>8MB</td>
</tr>
</tbody>
</table>

Table A.1: Setting of WZebra
positions), the reduction rates show that the number of iterations decreases to 50% and the number of nodes decreases to 40%. In this experiment using Othello endgame positions composed by WZebra (called WZebra positions), the reduction rates show that the number of iterations decreases to 50% and the number of nodes decreases to 30%. However, in WZebra positions, the best reduction rates exist in $R = 0.20$ differs from random positions. The decreasing reduction rates between $R = 1.0$ and $R = 0.7$ looks like the same as the result of random positions, but the amount of decreasing is little smaller than the random positions. After $R = 0.7$, the number of iterations starts to increase, but the number of nodes are still decreasing. In $R = 0.35$, the both values change to worth an instant, but after $R = 0.35$, both values decrease sharply than before. Finally, DeepPN shows the best result in $R = 0.20$, and after it, works of DeepPN change to worth. If we compare the results of WZebra positions with random positions, then the results of WZebra positions show the more stable efficient works than the results of random positions.

Next, we show, in Figure A.3, the dispersion of reduction rates using random positions and WZebra positions in Figure A.4.

There are the box-plots about the dispersion of reduction rates in each $R$. These plots are calculated by the 100 reduction rates compared with the results of $R = 1.0$, so the all reduction rate in $R = 1.0$ is 100%. From the lower, the graphs show the
In WZebra positions, between $R = 0.95$ and 0.20, the many reduction rates exist under the 100% and the dispersions are more narrow than the results of random positions. After $R = 0.25$, the reduction rates and its dispersion change to very worth like the results of random positions. Thus, we can see that DeepPN works well stably in practical positions. About this fact, we considered that the random positions have the settlement positions before the game end. This means that if strong players play the Othello then the timing of the settlement cannot be expected before the game end. In the 16-ply Othello endgame positions, we have to put 16 stones for proving the game outcomes. So, DeepPN works well when it uses a strong depth-first manner then. However, the endgame positions using randomness include some special settlement positions such as a game where player loses all stones before the game end. In this case, the shortest correct path exists before 16 depth, and DeepPN with strong depth-first manner overlooks it like Hex experiments. Therefore, if we try to decide the best $R$, then we have to consider the depth of the settlement positions and the characteristics of the game. Anyway, in WZebra positions, DeepPN works well around $R = 0.60$ like random positions.
A.2 DeepPN with Previous Works

In this section, we compare DeepPN with previous works. We prepare DeepPN, Df-pn, 1 + \( \varepsilon \) trick with Df-pn, and Dfpn+ solvers. Here, we did not use some techniques such as the transposition table, and we refer the standard algorithms in each solver. The situations of the experiments are the same as Chapter 3. We prepared 1000 random Othello endgame positions with 44 legal moves. And we prepared Hex with 4 x 4 board (called Hex(4)) which has no stones and the random ordering for getting each legal moves. For Othello experiment, we use the \( R = 0.60 \) for DeepPN, because we found that this value is the best for solving 16-ply Othello endgame positions. Similarly, we use the \( R = 0.95 \) for the Hex(4) in DeepPN. And, we prepare DeepPN using \( R = 1.00 \) for comparing. About the 1 + \( \varepsilon \) trick, we adjusted \( \varepsilon \) between 0.0 and 1.0 for finding the best value to 16-ply Othello and Hex(4). Then, we found that \( \varepsilon = 1/8 \) is the best for 16-ply Othello and \( \varepsilon = 1 \) is the best for Hex(4). And about the Dfpn+, we adjusted the cost function. In the original paper of Dfpn+, Nagai adjusted the \( cost_0 \) between 0 to -6, so we also tried to adjust the cost function between 0 to -6. Then, we found that \( cost_0 = -1 \) is the best for 16-ply Othello endgame position and \( cost_0 = -5 \) is the best for Hex(4).

We focus on the values of two concepts, viz. the number of iterations and the number of nodes. The number of iterations is given by counting the number of times for expanding a most-proving node. This value indicates an approximate execution time unaffected by the specifications of a computer. The number of nodes is an indicator of the total number of nodes that are expanded by the search. This value is an approximation of the size of memory needed for solving. We show the experimental results in Tables A.2 and A.3.

Table A.2: Results of each search algorithm using 16-ply Othello endgame positions.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>The various</th>
<th>The reduction rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iterations</td>
<td>Nodes</td>
</tr>
<tr>
<td>DeepPN (( R = 1.00 ))</td>
<td>94319</td>
<td>440233</td>
</tr>
<tr>
<td>Df-pn</td>
<td>90555</td>
<td>428416</td>
</tr>
<tr>
<td>DeepPN (( R = 0.60 ))</td>
<td>47285</td>
<td>166103</td>
</tr>
<tr>
<td>1 + ( \varepsilon ) (( \varepsilon = 1/8 ))</td>
<td>91459</td>
<td>419436</td>
</tr>
<tr>
<td>Dfpn+ (( cost_0 = -1 ))</td>
<td>65690</td>
<td>124148</td>
</tr>
</tbody>
</table>

Each value shows the median value calculated by 1000 results. The reduction rates are based on the results of DeepPN with \( R = 1.00 \).

First we focus on the number of iterations and nodes in the experiments of 16-ply Othello endgame position in Table A.2. We set the base for the experimental results of DeepPN using \( R = 1.00 \) in this table, i.e., the base is the original PN-search for calculating the reduction rates. Df-pn shows almost the same result as DeepPN using \( R = 1.00 \). Nagai [41] proposed that the manner of Df-pn is the same as the original PN-search. If Df-pn and PN-search met the tie-break situations, i.e., both algorithms had some most-proving nodes in an iteration then each algorithm chooses the different most-proving node in some cases. If we modified the original PN-search to choose the same most-proving node as Df-pn, then both algorithms show the same results. We did not modify the original PN-search, so the experimental results show little differences, but their data is the almost same. Importantly, the actual execution times of both
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Table A.3: Results of each search algorithm using Hex(4).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Iterations</th>
<th>Nodes</th>
<th>Iterations</th>
<th>Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepPN ($R = 1.00$)</td>
<td>2671655</td>
<td>24049320</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Df-pn</td>
<td>3086234</td>
<td>26348012</td>
<td>115.52%</td>
<td>109.93%</td>
</tr>
<tr>
<td>DeepPN ($R = 0.95$)</td>
<td>973190</td>
<td>7764919</td>
<td>36.43%</td>
<td>32.29%</td>
</tr>
<tr>
<td>$1 + \epsilon$ ($\epsilon = 1$)</td>
<td>794448</td>
<td>4381527</td>
<td>29.74%</td>
<td>18.22%</td>
</tr>
<tr>
<td>Dfpn+ ($\text{cost}_\phi = -5$)</td>
<td>2483241</td>
<td>22660719</td>
<td>92.95%</td>
<td>94.23%</td>
</tr>
</tbody>
</table>

Each value shows the median value calculated by 10 trial runs. Reduction rates are based on the results of DeepPN with $R = 1.00$.

algorithms are different. In each iteration, PN-search has to start at the root node in any time, but Df-pn can start at an inner node in some cases. So, Df-pn could reduce the cost of tracing the nodes, and it shows the faster execution time than PN-search. Currently, DeepPN is based on PN-search, so its actual execution times are slower than the algorithms based on Df-pn. If we successfully modify DeepPN into Df-pn with the deep value (DeepDFPN), then DeepDFPN would show the same result as DeepPN and it must reduce the execution time like relationship between PN-search and Df-pn. In this experiment, we use the number of iterations for showing the execution time except the cost of tracing nodes. The number of nodes shows the amount of using working memory, and this does not have different meaning in each algorithm.

Df-pn with $1 + \epsilon$ trick ($\epsilon = 1/8$) cannot show better works than DeepPN using $R = 1.0$ and its result like the results of plane Df-pn. In the paper of $1 + \epsilon$ trick, authors apply it to the Atari Go and Lines of Action, and they show the good results. But, in Othello experiments, $1 + \epsilon$ trick cannot produce any benefit. DeepPN using $R = 0.60$ and Dfpn+ using $\text{cost}_\phi = -1$ show better results than DeepPN using $R = 1.00$. DeepPN using $R = 0.60$ shows the best (smallest) number of iterations, and Dfpn+ using $\text{cost}_\phi = -1$ shows the best number of nodes in those results. So, both algorithms can be suitable for solving Othello endgame positions.

Second, we try to focus on the experimental results using the Hex(4). Then, DeepPN using $R = 1.0$ and Df-pn show almost the same results. Df-pn shows a little more worth result than DeepPN using $R = 1.0$, it may be caused by the different manners of both algorithms in a tie-break situation. About our programs, in a tie-break situation, PN-search chooses a most-proving node existed the left-most side, and Df-pn chooses the nearest one from the current focusing node. This difference may create the different result in this experiment. Dfpn+ using $\text{cost}_\phi = -5$ shows better results than DeepPN using $R = 1.00$, but differences are small. In Othello experiments, Dfpn+ could show good results. But, in this case, the results of Dfpn+ is not so different from PN-search. DeepPN using $R = 0.95$ and Df-pn with $1 + \epsilon$ trick using $\epsilon = 1$ show well works. $1 + \epsilon$ trick shows the best result in Hex(4), and DeepPN shows the second best result. $1 + \epsilon$ trick could not work well in Othello experiments, but in Hex(4), that work shows almost the three-fold efficiency results. DeepPN using $R = 0.95$ could not amount to $1 + \epsilon$ trick, but the results is well acceptable.

So, the previous works coped with the seesaw effect show good results in each experiment. Dfpn+ shows good results in experiments using Othello endgame positions, and $1 + \epsilon$ trick shows the good work in Hex(4). However, both algorithms cannot work well similarly in Othello and Hex. Then, DeepPN shows the stable works in both ex-
experiments, and its results could reach the best works of Dfpn+ and $1 + \epsilon$ trick. So, we could conclude that the DeepPN is a more generic way for reducing the seesaw effect than Dfpn+ and $1 + \epsilon$ trick at least in Othello and Hex. Therefore, the modifying the DeepPN and composing DeepDFPN is one of the important future works.