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In recent years, the emergence of Electronic Medical Records (EMRs) opens an
opportunity to improve the quality of healthcare and reduce medical cost. EMRs
are well known as digitized medical records mostly created by doctors and nurses
in hospital. EMR data is a rich and valuable resource including various data types
such as digitized images, laboratory test, clinical text, in which the clinical text
that contains information of patient health status such as symptoms, observations,
physician’s assessments plays an important role in EMRs exploitation. Therefore,
EMRs exploitation mostly refers to clinical text exploitation.

Clinical text exploitation is still in infancy stage and poses a lot of challenges in
analyzing and mining. As the clinical text is almost spoken language that is also
called informal text, so it makes processing and mining on such kind of text become
more challenging. The challenges can come from several features of this text such
as: ungrammatical text and disambiguation of abbreviations; the shortness of text
that makes classification become ineffective; implicit and vague expressions make
sentiment analysis on clinical text to evaluate patient health status become more
challenging; the text is strongly related to time. Moreover, we also have to face
with the lack of annotated data, lexicon resources for higher level analysis such as
information extraction, sentiment analysis, adverse drug reactions detection.

One of perspectives in clinical text exploitation that our study concentrates on
is to evaluate patient health status through symptoms, diseases, conditions observed
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during the treatment, and doctor’s assessments which are noted in the clinical text.
Patient health status evaluation can support doctor diagnosis and treatment. More-
over, it can be exploited for researches related to drug usage such as adverse drug
reactions detection, drug repositioning. Evaluating the health status means that we
have to determine whether observed symptoms, conditions, and physician’s assess-
ments are positive or negative. That inspires us to pose a problem of doing sentiment
analysis on clinical text to evaluate patient health status.

Sentiment analysis that is also called opinion mining is a study field aiming to
build methods for automatically analyzing people’s opinions, sentiments, attitudes,
emotions towards entities. Sentiment analysis is specified through many concrete
problems in which document/sentence-level sentiment classification and aspect-based
sentiment analysis are backbone in this study field.

Relying on similar points and different points between patient health status eval-
uation and the original sentiment analysis, we extend sentiment analysis for medical
domain. In our initial study, we focus on sentiment classification on clinical text
at sentence level. Doing sentiment classification on clinical text is significantly dif-
ferent from on normal text due to some specific features of the clinical text. In
order to solve this problem, we have to face with four main challenges which are lack
of domain-specific sentiment lexicon resources, implicit sentiment, various forms of
negation, shortness of text.

In this thesis, we present our study of using a mixture of language models for
score-based sentiment classification on clinical narratives. Our proposed method is
a score-based classification method that can deal with the lack of sentiment lexicon
resources, the variety of negation forms in clinical text, the shortness of text. The
key idea is to use a linear combination of terms extracted from different language
models to estimate an overall sentiment score of a sentence. Additionally, through
using the linear combination, we derive a new vector representation called language-
model-based representation that can help classification method work more effective
on short text.

In conclusion, our study aims to build a groundwork for sentiment analysis on
clinical text. We start with a backbone problem in sentiment analysis – sentiment
classification. In order to effectively do sentiment classification on clinical text, we
propose a score-based classification method that can deal with several challenges in
this problem. This study initially reaches our proposed objectives.
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Chapter 1

Introduction

1.1 Problem and objectives of our study

Electronic Medical Records (EMRs) are a valuable resource that contains rich and
proper and believable medical knowledge ensured by doctors and nurses who are
professional and have much experience in patient treatment. Exploiting EMRs is a
new problem and poses many challenges, but is promising to make an innovation
in heathcare. Although EMR data is in various types such as digitized image, text,
signal, etc, the EMR exploitation mostly refers to analyzing clinical text. Clinical
text almost comes from notes or narratives created by doctors and nurses during their
patient treatment that contain information of symptoms, conditions, observations,
assessments. Clinical text analysis demands to develop specific Natural Language
Processing and Text Mining methods to adapt with such domain of text due to
several characteristics of this text.

One of perspectives in clinical text exploitation is to evaluate patient health status
through symptoms, diseases, conditions observed during the treatment, and doctor’s
assessments which are noted in the clinical text. This work plays an important role
in supporting doctor diagnosis, treatment, and drug usage. To evaluate the health
status, the essential point is to determine whether such symptoms, observations, or
assessments are positive or negative, which inspires us to raise a problem of doing
sentiment classification on clinical text to evaluate patient health status.

Doing sentiment classification on clinical text is significantly different from on
normal text such as product-review data, etc due to several specific characteristics of
the clinical text. The sentiments in clinical text are often implicitly expressed that
requires medical knowledge to infer. Additionally, we often lack sentiment lexicon
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resources for medical domain. Moreover, we also have to face with other problems
such as various forms of negation used in clinical text, and the shortness of such kind
of text. These problems make sentiment classification on the clinical text become
more difficult that motivates our study.

Our study aims to propose a sentiment classification method that can work ef-
fectively on clinical text. This study requires us to overcome challenges in this task.
More concretely, the target of our study is specified through three following objec-
tives:

• Developing a method that can learn sentiment lexicon resources for medical
domain.

• Constructing an effective classification method that can deal with problem of
variety of negation forms.

• Finding out an effective representation to achieve high performance when clas-
sifying on short clinical text.

1.2 Thesis structure

The thesis consists of 4 chapters. The first chapter introduces about the problem
and objectives of our research.

In chapter 2, we give an introduction of EMRs and clinical text, benefits of clinical
text exploitation, and challenges of this work.

Chapter 3 gives a definition of original sentiment analysis or opinion mining,
and two key tasks in this study field that are often performed on product-review
data, one is document/sentence-level sentiment classification, and the other is aspect-
based sentiment analysis. After that, relying on the original sentiment analysis on
normal text, we introduce a new direction of sentiment analysis that performs on
clinical text, and then make a comparison between the new direction and the old
one. The comparison helps us raise problems for our study. In addition, we also
present challenges in carrying out sentiment classification on clinical text because of
specific features of such text.

In last chapter, we present our study of using mixture of language models for
score-based sentiment classification on clinical narratives in detail. That focuses on
dealing with three main problems, the first one is lack of domain-specific lexicon
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resources, the second one is a variety of negation forms used in clinical text, and
the third is short length of text. To solve these problems, we propose to use a
linear combination of terms extracted from different language models to estimate
the overall sentiment score of a sentence. Additionally, through using the linear
combination, we derive a novel vector representation for short text which is called
language-model-based representation.
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Chapter 2

Electronic Medical Records and
Clinical Text

Recently, the emergence of Electronic Medical Records (EMRs) opens an opportunity
to improve the quality of health care such as diagnosis support, and post-market drug
safety, and reduce medical cost. EMR data is a valuable and potential resource for
exploitation, moreover, such data is created by doctors and nurses who have much
medical knowledge and treatment experience, so the information has high quality and
is more believable. EMRs consist of digitized images, laboratory tests, clinical text,
in which clinical text is mostly focused on. The clinical text contains information
of patient health status such as symptoms, diseases, conditions, and physician’s
assessments that provides a rich material for medical researches. Therefore, EMR
exploitation mostly refers to clinical exploitation.

Clinical text exploitation is still in early stage and poses a lot of challenges in
analyzing and mining. The clinical text is almost spoken language text that comes
from notes of doctors and nurses, so it is almost informal. In addition, the content
of clinical text is not explicitly expressed.

This chapter gives a brief introduction of EMRs, clinical text, and challenges in
clinical text analytics in general.

2.1 What are Electronic Medical Records and Clin-

ical Text?

Electronic Medical Records (EMRs) are well known as digitized medical records cre-
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ated by medical organizations that deliver health care. Mostly, EMRs are created
by doctors and nurses in hospitals during their patient’s treatment.

EMRs include digitized images such as X-ray images and CT scan, medical lab-
oratory test, and daily clinical notes/narratives of doctors and nurses, in which the
clinical notes that contain clinical text are most valuable for exploitation. Figure 2.1
shows several examples of EMRs, in which Figure 2.1a shows X-ray images and CT
scan, Figure 2.1b shows laboratory test, and Figure 2.1c shows daily clinical notes
of doctors and nurses.

2.2 Clinical text – a valuable resource for health

care innovation

EMR data exploitation, especially clinical text exploitation, is potential to open an
opportunity for health care innovation. Clinical text is a large and worthy resource
that contains information of patient’s symptoms, observations known as phenotype
information, and physician’s assessments. This text is noted by doctors and nurses
who have medical knowledge and experience in patient treatment, so the information
in clinical text is more sufficient and believable. That makes the EMR data become
more valuable than other medical data sources such as patient spontaneous reports or
medical social data. Clinical text exploitation plays an important role in improving
diagnosis support, and post-market drug safety, and drug repositioning. For the
diagnosis support, the clinical text is collected from a large amount of patients that
provides a rich amount of evidences to support physicians in making their decisions.
In post-market drug safety, symptoms, observations of adverse drug reactions, and
new indications of drugs noted in detail in clinical text help us recognize abnormalities
in drug usage and new uses of drugs.

In order to support clinical data mining, several databases were created that
collect EMRs from hospitals or medical centers. One of well-known databases is
the MIMIC II database [40]. Data of more than 30,000 patients in the MIMIC II
database was collected from Beth Israel Deaconess Medical Center in Boston, USA
from 2001 to 2008. This data is organized into tables that store apart of personal
information of patients and treatment information of each patient related to diseases
patients got, drug usage, symptoms, doctor’s assessments, laboratory test results,
etc. For privacy protection, the data in this database was de-identified that removes
sensitive personal information of patients. The MIMIC II database has been used in
many data-driven medical studies.
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Figure 2.1: Examples of Electronic Medical Records
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Clinical text exploitation poses several challenges for Natural Language Process-
ing (NLP) and Text Mining due to some characteristics of such kind text that is
discussed in next section.

2.3 Challenges in clinical text analytics

As mentioned in previous section, EMRs exploitation concentrates on analyzing clin-
ical text including various NLP and Text Mining tasks as follows:

• Medical phrases identification.

• Spelling and grammatical errors correction.

• Word/abbreviation disambiguation.

• Medical concepts recognition-Name Entity Recognition (NER).

• Clinical text representation.

• Relation, temporal information extraction.

• Sentiment analysis for evaluating patient’s health status.

Several specific characteristics of clinical text make the the tasks mentioned above
become more challenging. To promote the development of NLP methods to solve
several tasks in analyzing clinical text, challenges such as I2B2 Challenges for En-
glish since 2006 and NTCIR Challenges for Japanese since 2013 have been given for
researchers. Several features of clinical text that pose challenges in analyzing are as
below.

Clinical text is not grammatical and contains lot of abbreviations that make
syntactic parsing and concepts understanding more difficult. As clinical text often
comes from quick notes of doctors and nurses, so the grammar is not strictly care.
Additionally, due to the quick notes, the doctors and nurses usually use abbreviations.
In clinical text analysis, abbreviation restoration is also a big problem because of the
disambiguation of concepts corresponding to the abbreviation. For example, the
abbreviation “BPS” can stand for several concepts “Blood Pressure”, “Beats Per
Second”, “Bisphosphonates”, and “Behavioral Pain Scale”. Methods implemented
in existing medical ontologies such as MetaMap, MedLEE, cTAKEs are not effective
enough to deal with the abbreviation disambiguation [68].
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We also have to face with lack of annotated data, lexicon resources for higher level
analysis such as temporal information extraction, sentiment analysis on clinical text
to evaluate patient health status, adverse drug reactions detection, drug reposition-
ing, etc. EMRs analytics is a new problem and still in infancy stage, so the annotated
sets are not available and have been separately built by research groups. Therefore,
we lack official benchmark annotated sets for fairly evaluating methods. Moreover,
building annotated data sets is also costly and time-consuming and requires lots of
involvement of medical experts.

Beside two challenges mentioned above, the shortness of clinical text also makes a
difficulty in text classification. The shortness causes a problem of text representation
that does not provide enough word co-occurrence for good similarity measures [58].
In our work of sentiment classification on clinical text, the shortness of text is an
essential challenge we need to overcome to achieve high performance that will be
discussed in detail in next section.

Another feature of clinical text is to contain lots of implicit and vague expres-
sions, various negation forms that pose some problems of doing sentiment analysis
on clinical text to evaluate patient’s health status. Different from evaluating a prod-
uct that customers can directly give their positive or negative comments, in clinical
notes, doctors just note observed symptoms, and several preliminary assessments
instead of immediately make a conclusion of patient’s health status as positive or
negative. That makes content of clinical text are almost descriptions instead of opin-
ions. However, when doing sentiment analysis on such kind of text, we must infer
the patient status as positive or negative based on such descriptions and medical
knowledge. Moreover the problem of various forms of negation used in this text that
is discussed in detail in chapter 3 also makes the sentiment classification on such text
become more challenging.

The last characteristic of clinical text is strongly related to time. As doctors and
nurses create clinical note each time they visit patients, so clinical notes keep infor-
mation of patient’s health status over time. Therefore, clinical notes are considered
time series data that poses some challenges in time-series data mining. Moreover, it
also poses challenges in temporal events and time extraction [35].
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Chapter 3

Sentiment analysis

Sentiment analysis, also called opinion mining, is a study field that aims to build a
class of methods for automatically analyzing people’s opinions, sentiments, evalua-
tions, attitudes, emotions towards entities such as products, services, organizations,
events, topics, etc. Therefore, originally, most of methods for sentiment analysis have
been developed to work on product-review data that is almost comments/posts ex-
pressing evaluations and opinions related to movies, mobiles, computers, etc collected
from websites, social network.

Sentiment analysis can be extended for medical domain instead of only focusing
on product-review domain. The original sentiment analysis on product-review data
inspires our research that aims to evaluate patient’s health status in clinical text
to support doctor treatment or researches regarding drug side effects detection and
drug repositioning. However, doing sentiment analysis on clinical text is not as same
as that on the product-review data due to several differences between two kinds of
text. Moreover, this topic is a new direction in sentiment analysis and still in early
stage, several specific characteristics of clinical text pose some challenges in finding
appropriate solutions adapting with the clinical text.

This chapter includes three sections, the first one is to make a brief review of the
original sentiment analysis on product-review data, the second one is to introduce
about a new direction of sentiment analysis that works on clinical text, and the last
one shows challenges we have to face with when carrying out this task. Moreover,
through these sections, people can see the similar points and different points of senti-
ment analysis on product-review domain and medical domain that is the inspiration
for our study.
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3.1 Sentiment analysis on product-review text

As a demand in industry, business, politics that companies or organizations would
like to gather a large mount of people opinions regarding their products or events,
political strategies, etc then analyze such data to discover valuable information for
offering their decision making. That partially promotes the rapid development of
sentiment analysis (opinion mining), especially focusing on product-review data. In
this section, we present a definition of sentiment analysis, and several typical tasks
in this study field with existing related studies.

3.1.1 Definition

As the definition in [44], sentiment analysis that is also called opinion mining is the
field of study that analyzes people’s opinions, sentiments, evaluations, appraisals,
attitudes, and emotions towards entities such as products, services, organizations,
individuals, issues, events, topics, and their attributes. In other word, the essential
target of sentiment analysis is to automatically determine whether people’s opinions
are positive or negative.

Sentiment analysis is a challenging problem in Natural Language Processing
(NLP) field. In general, it is mostly carried out in 3 levels of text as follows:

• Document level: That investigates whether the general opinion in a document
is positive or negative.

• Sentence level: That investigates the sentiment orientation of each sentence.

• Aspect/feature level: That evaluates each aspect of a product.

Sentiment analysis touches many problems in NLP such as: text classification,
name entities recognition, negation handling, word disambiguation. Those are chal-
lenging NLP tasks.

For text classification, as mentioned above, it investigates people’s opinions, so it
is necessary to classify such opinions into two classes positive and negative. This task
is also called sentiment classification which is the backbone of sentiment analysis.

In aspect level analysis, before evaluating aspects of a product, we have to rec-
ognize such aspects mentioned in text that forms the problem of Name Entities
Recognition (NER). NER is not a completely solved problem, there still has several
challenges to overcome for achieving high performance.
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As sentiment words such as “good”, “interesting”, “beautiful”, “like”, etc are es-
sential evidences for identifying the sentiment orientation of documents or sentences,
however the opinion is also indirectly expressed or there are negation words in ex-
pressions that make the sentiment orientation inverse. Those pose two challenging
problems of negation handling and word disambiguation.

Sentiment analysis has many real-life applications, particularly in business and
industry. Along with the rapid growth of social media that provides a huge amount
of data, it is a power tool for supporting decision making. For example, in industry,
for customers, sentiment analysis processes and synthesizes feedbacks of products
from previous users to discover the opinion trend related to those products that they
can base on to decide if they should buy or not. These feedbacks also help producers
improve the quality of their products and services.

3.1.2 Typical tasks in sentiment analysis

Sentiment analysis is specified in various tasks such as document-level and sentence-
level sentiment classification, aspect-based sentiment analysis, opinion summariza-
tion, opinion spam detection. In such tasks, document/sentence-level sentiment clas-
sification, and aspect-based sentiment analysis are two key problems which play a role
of groundworks for other problems in sentiment analysis.

Document/sentence-level sentiment Classification

Sentiment classification is the backbone of sentiment analysis that is carried out for
both document and sentence level to determine whether the documents/sentences
express positive or negative opinion. Different from document-level, in sentence-
level classification, before doing sentiment classification, people have to determine if
a sentence contains opinions or not that is called subjectivity classification. After
that, sentences identified as containing opinions will be classified into positive or
negative ones.

In general, sentiment classification can be described as Figure 3.1. In this frame-
work, the sentiment classification includes two main components: Document/sentence
representation, and using a predict model to assign the sentiment labels. The labels
are mainly positive and negative, sometimes, people consider more neutral one.

Regarding methods for sentiment classification, in [45] and [12], the authors made
a review of sentiment classification techniques that follow three main approaches:
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Figure 3.1: General framework of sentiment classification.

lexicon-based approach, machine learning-based approach, hybrid approach. In these
approaches, machine learning approach including supervised learning, unsupervised
learning, and semi-supervised learning is more popular and has many related works.

The lexicon-based approach essentially bases on an available dictionaries of sen-
timent words/phrases with a score measuring strength of association between such
words/phrases and the sentiment label of sentence/document, which is called opinion
lexicon. The overall sentiment score of sentence/document that is used to decide the
label is aggregated from score of words and phrases. For example, in [60], Taboada
et al. estimated sentiment score of a document by using sentiment word dictionary
incorporating with negations. In addition, Turney [64] predicted sentiment labels by
average semantic orientation of the phrases containing adjectives and adverbs. The
semantic orientation of a phrase is measured by Point Mutual Information (PMI).
In a similar work, Dave et al. [17] also summed up the scores of all terms belonging
to the document to determine the label.

Several lexicon resources were built to offer sentiment classification such as Har-
vard Inquirer [59], Micro-WNOp [13], and SentiWordNet [4]. Harvard Inquirer source
consists of words and their corresponding categories in which two categories “Pos-
itiv” (positive) and “Negativ” (negative) account for a majority of words, besides,
there are additional categories used to give more semantic information of the words.
In contrast, Micro-WNOp and SentiWordNet resources give both positive and neg-
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ative scores for each word instead of assigning an unique categories for the word
because the word can appear in different context in both positive and negative doc-
ument/sentence. The score estimation essentially bases on the frequency of words
in positive and negative documents/sentences in an annotated dataset. Therefore, a
word can have both non-zero positive score and negative score because it can appear
in both positive and negative sentences/documents.

The lexicon resources just contain a limited number of sentiment words while we
have to do sentiment analysis on various datasets belonging to many domains that
can contains new sentiment words, thus to adapt with a new domain, the lexicon
dictionaries must be updated by adding the new sentiment words or updating the
sentiment scores. Several methods were proposed to automatically extract new sen-
timent words. In [31], to extract new sentiment words, Huang et al. proposed an
unsupervised data-driven framework and design statistical measures to estimate the
possibility of a word being a new sentiment word. In addition, Saif et al. [56] pro-
posed a lexicon adaptation approach that uses the contextual semantics of words to
capture their contexts in tweet messages and update their corresponding sentiment
orientations and sentiment scores.

The machine learning-based approach is a popular approach for sentiment clas-
sification. It includes two key steps, one is feature extraction, the other is to build
a predictive model. The feature set is mostly built by using lexicon resources and
linguistic information.

Various predictive models were proposed to predict the sentiment label of a doc-
ument or sentence in problems of subjectivity classification and sentiment classifi-
cation. In [22], Ding et al. used words surrounding product feature to determine
opinion orientation on the product feature. They also combined multiple opinion
words to arrive at final decision and integrated negation rules to handle context-
dependent opinions. In similar work, Kim et al. [37] used maximum entropy with
lexicon features for this task. For the subjectivity classification problem, patterns
associated with objectivity were used as features for Naive Bayes classifier [66]. Hid-
den Conditional Random Fields (HCRFs) was used for sentence level classification
in [61]. In [62], semi-supervised latent variable models were utilized to combine
coarse-grained and fine-grained supervision benefits for sentence-level classification.
In other work, Agarwal et al. [1] represented a tweet in tree form by using tree kernel.
Gamon used Support Vector Machine (SVM) with lexicon features in [24]. McDonald
et al. [46] investigated the sequence of several techniques for classification. Benamara
et al. [6] proposed new subjectivity classification at segment level that is more appro-
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priate for discourse-based sentiment analysis. In addition, Hassan et al. [27] proposed
a graphical model using lexical items, part-of-speech tags, dependency relations to
determine the attitude of participants in an online discussion.

Feature extraction, which is known as text representation, plays an important role
to obtain high performance in sentiment classification. Mostly, documents/sentences
are represented by vectors based on several linguistic features as follows:

• Lexicon dictionaries: that consists of sentiment words and phrases such as
“good”, “wonderful”, “bad”, “poor”, etc [54], [28], [30].

• Term and their frequency: This kind of feature is related to n-grams model
such unigram (individual words), bigram (sequence of two adjacent words),
etc [50].

• Part-of-speech: As adjectives and verbs or several nouns often used to express
opinions, so part-of-speech is also important in feature extraction [30], [5].

• Syntactic dependency: Words dependency-based features are generated through
syntactic parsing process [67], [5].

In addition, other information such as hashtags and smileys is also used [18]. More-
over, algorithms for automatically learning (includes determining and extracting)
such kinds of feature were proposed. In [55], Riloff et al. utilized a bootstrapping
process for learning and extracting linguistic rich patterns for subjective expressions.
In another work, Wiebe [65] used a method for word clustering according to distri-
butional similarity to identify strong clues of subjectivity.

As the strategy of supervised method is to assume that the training data set and
the test set share the similar distribution that means the difference between two these
sets will make the performance decrease. However, in fact, test set or training set can
belong to different domain or come from different sources that leads to their different
distribution. To overcome this drawback, the training should be updated to adapt
with the test set that demands to develop hybrid methods also called semi-supervised
methods or cross-domain sentiment classification [3], [9].

Aspect-based sentiment analysis

Document-level and sentence-level sentiment classification mentioned above are not
sufficient for applications because they just analyze general opinions of a product
instead of each attribute of such product. For example, a document can evaluate a
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product as positive, but it does not means all aspects of this product are also positive.
Therefore, to completely evaluate, we need to determine aspects and do sentiment
classification according to each aspect. That is called aspect-based sentiment analysis.

In general, aspect-based sentiment analysis consists of two steps, one is aspect
extraction, and the other is aspect sentiment classification. As aspect sentiment clas-
sification is similar sentence-level or clause-level classification, thus we concentrate
on presenting aspect extraction step.

Aspect extraction is well-known as Information Extraction (IE) or Name En-
tity Recognition (NER). The aspect can be explicitly or implicitly expressed. For
example, we consider two following sentences:

1. The battery life of this iphone is long.

2. This car is expensive.

In sentence 1, the aspect “battery life” is expressed explicitly while in sentence 2,
“expensive” is a sentiment word indicating the aspect “price”, but this aspect is not
directly mentioned in the sentence. Most of existing works just focus on explicit
aspect.

In [44], the authors mentioned 4 main approaches for aspect extraction as follows:

• Extraction based on frequent nouns and noun phrases

• Extraction by exploiting opinion and target relations

• Extraction using supervised learning

• Extraction using topic modeling

For Extraction based on frequent nouns and noun phrases, Hu et al. [30] extracted
nouns and noun phrases by using part-of-speech tagger, their frequencies are counted,
then a frequency threshold is used to select nouns and noun phrases having high
frequency. This algorithm was improved in the work [52] by removing imprecise
discovered noun phrases. The retrieved noun phrases will be evaluated by estimating
Pointwise Mutual Information (PMI) between those and known words indicating
predefined aspects. In addition, in [7], Blair-Goldensohn et al. obtained frequent
nouns and noun phrases that are inside syntactic patterns indicating sentiments.

The key idea of extraction by using opinion and target relations is that as opinions
usually target to an aspect, and opinions are indicated through sentiment words
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that we have already known, so the aspect detection can be based on the sentiment
words. For example, in the sentence “The battery life is long”, the word “long” is a
sentiment word that targets to the aspect “battery life”. Most of methods following
this approach utilized syntactic parser to discover dependencies between sentiment
words and their corresponding aspects [69], [57].

Since aspect extraction is considered a NER or IE problem, various supervised
learning methods can be applied to solve. Several methods based on sequential label-
ing (sequential learning). Jin et al. [34] used a lexical Hidden Markov Model (HMM)
model to learn patterns to extract aspects and opinion expressions. Jakob et al. also
used Conditional Random Field (CRF) for the same target. Additionally, other su-
pervised methods were also utilized. In [39], the authors first found candidates being
pairs between aspects and opinions word using dependency tree, and then employed
a tree-structure classification method to identify whether each candidate is a relation
between an aspect and its corresponding evaluation or not.

The recent approach for aspect extraction is to utilize statistical topic models.
Topic modeling is an unsupervised learning method that assumes a document is a
mixture of topics, and each topic is a distribution of words. The output topic is a
cluster of words that are grouped by considering the words co-occurrence probability.
Technically, topic models are Bayesian network.

In aspect-based sentiment analysis, topics can be considered as aspects. However,
when using topic models to generate topics, the output topics include both aspect an
sentiment words, and we need to separate it. Therefore, general topic models such as
Probabilistic Latent Semantic Analysis (pLSA) [29] and Latent Dirichlet allocation
(LDA) [8] are not enough for sentiment analysis. Several works tried using topic
models for aspect extraction. Mei et al. [47] proposed a joint model for sentiment
analysis that was based on pLSA. In [63], the authors showed that general topic
models such as LDA may not be appropriate for detecting aspects. The reason
is that LDA depends on topics distribution differences and co-occurrence of words
in a document, but topics in opinion documents are homogenous that makes LDA
ineffective, thus they proposed multigrain topic models. In addition, Lin et al. [43]
proposed a joint-sentiment model by extending LDA, however, aspect words and
sentiment words were still not explicitly separated. In [48], a semi-supervised joint
model was proposed which allows the user to provide some seed aspect terms for
some topics to guide the inference.
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Table 3.1: Examples of patient health status evaluation based on clinical text

Sentence label
1 There is moderate cardiomegaly. Negative
2 Restless and agitated most of the night Negative
3 He was also complains of shortness of breath. Negative
4 There has significant improvement in pleural effusion. Positive
5 There is no evidence of pleural effusion. Positive
6 There has been marked decrease in right pleural effusion. Positive
7 Less nauseous than previous Positive

3.2 Sentiment analysis on clinical text

The key point to answer the question that why we do sentiment analysis on clinical
text? is to find similar points between the original sentiment analysis and the ex-
tended one for clinical text. These points can be in the purpose, and the problems
posed.

As mentioned in chapter 2, clinical text is a valuable resource that reflects patient
health status through observations of symptoms, progress in treatment, abnormali-
ties, and physician’s assessments which are called phenotype information. Therefore,
determining such observations and assessments as positive or negative or neutral to-
wards a disease or a drug or combination of drugs plays an important role in support-
ing doctor treatment. Moreover, in researches related to drug producing and using,
evaluation of phenotype information gives significant evidences for adverse drug re-
action detection, drug repositioning. Table 3.1 shows some examples of clinical text
that gives information of patient health status with its corresponding evaluation as
positive or negative. Thus, the purpose of patient health status evaluation is similar
to sentiment analysis.

Classifying patient health status can be done on both documents (notes) or sen-
tences that is equivalent to document-level and sentence-level classification. More-
over, when evaluating patient status towards a disease or after using a drug or com-
bination of drugs, doctors often base on many criteria (aspects). For examples, to
make a conclusion of health status of a patient who got heart disease, several aspects
such as heart rate, blood pressure, characteristics of ventricles, etc are considered.
That also forms a aspect-based analysis problem like the original sentiment analysis.

Although there are many similar points between sentiment analysis on product-
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review data and clinical text, the methods for to solve them are different because of
several specific characteristics of clinical text. That poses some challenges which will
be discussed in section 3.3.

3.3 Challenges in sentiment analysis on clinical

text

Sentiment analysis on clinical text is a new problem and still in early stage. There
are several works attempting to do that on text come from doctor/nurse narratives
and medical forums. Ali et al. [2] applied the methods such as Naive Bayes, Support
Vector Machine (SVM), Logistic-R to classify the posts in medical forums. Addi-
tionally, SVM and Naive Bayes were also used in [14] to determine the watchlist
of drugs as positive or negative in drug surveillance. In [21], Deng et al. applied
dictionary-based method to classify nurse letters, radiology reports in the MIMIC II
database. Moreover, they also presented some difficulties when doing classification
on such data set due to the nature of clinical text such as implicit description of
health status, small number of sentiment words used, etc. Besides, Na et al. [49] did
clause-level sentiment classification using pure linguistic approach.

Most previous works mentioned above are not good enough to achieve high perfor-
mance because their methods are just simple methods for general sentiment analysis
that are not appropriate for sentiment classification on clinical text. Sentiment anal-
ysis on clinical text is significantly different from that on general text due to some
specific features of clinical text. Therefore, to create suitable methods for sentiment
classification on clinical text, it is necessary to investigate the nature of such kind of
text that poses challenges in analyzing. These challenges will be discussed in detail
in subsections 3.3.1, 3.3.2, 3.3.3, 3.3.4.

3.3.1 Lack of domain-specific lexicon resources

Since sentiment classification analysis on clinical text is still in early stage, it lacks
specific sentiment lexicon resources for medical domain. For product-review data,
people have already created several lexicon resources such Micro-WNOp and Sen-
tiWordNet to offer analyzing. However, to adapt with the medical domain, these
general lexicon resources must be extended by updating sentiment words from med-
ical literature and clinical documents.

Several works attempt to make an extension of existing sentiment lexicon re-
sources to adapt with a specific domain. In [25], the authors merged terms from

25



SentiWordNet and Subjectivity Lexicon. After that, they extracted opinion terms
from drug reviews then updated to the merged lexicon resource. In similar work,
Deng et al. [20] also created an extension of the well-known subjectivity lexicon.
In [23], Du et al. proposed an adapted information bottleneck method for construct-
ing a domain-orientated sentiment lexicon.

As mentioned in [19], different from sentiment words used in general text that
are almost adjectives, the sentiment words in clinical text are nouns that indicate
concepts of symptoms, medical conditions, diseases (ex. “sick”, “cough”, “pleural
effusion”, etc). Therefore, in order to address this problem, lexicon resources for
medical domain need to link these concepts to sentiment. To do so, we need to add
sentiment information for each medical concepts in fundamental medical ontologies
such as Unified Medical Language System (UMLS) [11].

3.3.2 Implicit sentiment

Relying on the analysis presented in [19], Denecke et al. confirmed that clinical text
differs from social media data in term of word usage. In social media data, most of
sentiments, opinions, or evaluations are explicitly expressed through adjectives (ex.
“good”, “bad”, etc) and verbs (ex. “like”, “hate”, etc). In contrast, in clinical text,
sentiment is often implicit that requires a inference of concepts based on medical
knowledge. The implicit sentiment is descriptions of patient’s health status, symp-
toms such as “severe pain”, “high blood pressure”. Besides, clinical text also contains
explicit sentiment in doctor/nurse assessment about the patient health status such
as “well”, “normal”.

In [21], the authors showed that one of difficulties in sentiment classification
on clinical narratives is implicit sentiment detection. A simple solution is to build
sentiment medical lexicon resources mentioned in subsection 3.3.1. Besides, we also
proposed a supervised method that learns implicit sentiments in clinical text. This
method is described in chapter 4.

3.3.3 Various forms of negation in clinical text

The negation is also called sentiment shifter that is known as expressions used to
change the sentiment orientation of a sentence. For example, in the sentence:

“This car is not expensive.”
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If this sentence does not contain the word “not” it will be negative, however this
word make the sentence become positive. That means the orientation of sentence is
changed.

The sentiment shifters in product-review data are explicit, which are just nega-
tion words such as “not”, “no”, “don’t”, etc. In contrast, the clinical text contains
descriptions of patient’s health status, to express the improvement of patient sta-
tus, nurses or doctors often use the negation of symptoms or negative observation,
however, the negation is in various forms not only negation words. For instance, we
consider the following sentences and clauses:

1. There has significant improvement in pleural effusion.

2. There is no evidence of pleural effusion.

3. There has been marked decrease in right pleural effusion.

4. Less nauseous than previous.

The example shows various forms of sentiment shifters in clinical text. In sentence
1, 2 the sentiment shifters are a negation word (“no”) and a strongly positive word
(“improvement”) respectively. Moreover, in sentence 4, the sentiment shifter is a
phrase “less nauseous”. In this case, “less” can be positive or negative in different
contexts while “nauseous” is negative, and the sentiment of the sentence that is
positive strongly depends on the phrase instead of each individual word. Besides,
sentiment shifters are not only phrases but also sequences of non-adjacent words as
“decrease...pleural effusion” like sentence 3.

The problem of sentiment shifters was mentioned and solved by several methods
on product-review domain. Such methods follow one of two main approaches, one
is negation words and scope of the negation detection, the other is simple voting for
overall sentence’s sentiment score by word/phrase scores.

For the first approach, as sentiment shifters in product-review are almost negation
terms, so several works attempt to detect such terms, and the scope of negation in
the sentence. In [51], Polanyi et al. described how the base attitudinal valence of
lexical item can be modified by context and proposed a simple “proof of concept”
implication for some context shifters. In other work, Li et al. [41] presented a shallow
semantic parsing approach to learn the scope of negation. The effect of valence
shifters on classification was examined in [36]. The parser and some heuristic rules
was used to identify the scope of negation [33]. In [42], Li et al. proposed a feature

27



selection method to generate scale polarity shifting training data, and a combination
of classifiers to improve the performance.

There are few works following the second approach. Dave et al. [17] made a simple
voting for deciding sentiment label by summing scores of words and phrases. Ikeda et
al. [32] proposed a method that models polarity shifters better than simple voting by
sentiment word method. In [38], Kiritchenko et al. determined the sentiment scores
of words in the presence of negation by detecting negation context via computing
two scores of term in two parts: affirmative context, and negated context.

The first approach often gives a better performance than the second one due to
the intensive analysis of word contexts while the second one is more flexible because
of the specific language independence. However, to deal with the problem of various
negation forms, the first approach seems to be not effective because it is difficult
to exactly capture all variants of sentiment shifters. Therefore, the second one is
more appropriate, but it requires some modifications to enhance word’s contexts
considering instead of individually aggregating scores at word-level or phrase-level.
For example, the word “improvement” is a strong positive word, so its score can
dominate the other and rule the sentence’s score while the word “less” may not due
to a weaker positive sense. However, the phrase “less nauseous” with more positive
purity volume can make a bigger influence on the sentence’s score. It helps to raise
an hypothesis that the sentence score does not separately depends on word or phrase
scores. Thus we can simultaneously sum up word and phrase scores by a linear
combination in which the coefficients characterize how words and phrases affect the
sentence sentiment orientation. That is presented in detail in next chapter about our
proposed method for sentiment classification on clinical text.

3.3.4 Shortness of clinical text

The short text causes a problem of text representation that requires a particular
representation method instead of normal methods such as bag-of-words, or bag-
of-n-grams. The reason is that the short length of text does not provide enough
word co-occurrence or shared context for good similarity measures [58]. That means
sentences have similar meaning but contain different words. For example, consider
two following sentences s1, s2:

1. s1: There has been marked decrease in right pleural effusion.

2. s2: Free fluid volume in right lung reduces.
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Two sentence contain 14 words in total as {“there”, “has”, “been”, “marked”, “de-
crease”, “in”, “right”, “pleural”, “effusion”, “free”, “fluid”, “volume”, “lung”, “re-
duces”}, in which there are some words are synonyms or have similar meaning (be-
longing to the same topic). In this example, we can group similar meaning words
into topics as follows:

• Topic 1: {decrease, reduces} (Those are synonyms)

• Topic 2: {pleural, lung}

• Topic 3: {effusion, fluid}

Two sentences are represented by two vectors, and their size is the number of
words in vocabulary, in this case the size is 14. Each element of the vector indicates
a word in the vocabulary, if this word appear in the sentence, the corresponding value
of this element will be 1 and vice versa. Therefore, two sentences in the example
have the representation as follows:

• s1 = (1 1 1 1 1 1 1 1 1 0 0 0 0 0)

• s2 = (0 0 0 0 0 1 1 0 0 1 1 1 1 1)

Assume that we measure the similarity of meaning of two sentences by considering
the Euclid distance between two vectors by following equation.

d(u, v) =
√

(u1 − v1)2 + (u2 − v2)2 + ... + (un − vn)2 (3.1)

Thus d(s1, s2) =
√

12. However, two sentences contain words that have similar
meaning, so we can consider that such words appear in both sentences. For example,
we consider three words “reduces”, “lung”, “fluid” appearing in sentence s1 because
their meanings are similar to “decrease”, “pleural”, “effusion” respectively. Similarly,
“decrease”, “pleural”, “effusion” are considered to appear in sentence s2. Therefore,
two sentences are re-represented as the following:

• s1 = (1 1 1 1 1 1 1 1 1 0 1 0 1 1)

• s2 = (0 0 0 0 1 1 1 1 1 1 1 1 1 1)

The similarity between two sentences is also re-computed as d(s1, s2) =
√

6 which
shows that these sentences are more similar. Thus, the new representation reflects
the sentence meanings better than the previous one.
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Through this example, we see that although sentences s1, s2 contain many differ-
ent words, their meanings are similar because several words belong to the same topics
and can replace each other. Thus, the representation of short text often bases on the
appearance of topics to enhance the word co-occurrence in such sentences instead of
just considering the appearance of words in the sentences. To discover latent topics
of words, probabilistic topic models are commonly utilized. Therefore, LSA, pLSA,
LDA have been widely applied in short text representation [58], [53], [15]. Besides,
PMM-based classifier based on conditional probabilities of upcoming symbol given
several previous symbols was applied for topic and non-topic classification [10]. Dai
et al. [16] proposed cluster-based representation method named CREST to deal with
the shortness and sparsity of text.
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Chapter 4

Mixture of language models for
sentiment classification on clinical
narratives

As sentiment classification is a backbone of sentiment analysis, on clinical narratives,
it plays a role of groundwork to analyze patient’s health status, medical condition and
treatment. The work posed challenges due to the shortness, and implicit sentiment
of the clinical text.

In this chapter, we show our study of sentiment classification on clinical text that
focuses on dealing with three problems, the first one is lack of domain-specific lexicon
resources, the second one is various forms of negation in clinical text, and the last
one is shortness of clinical text. Our study shows that a sentiment score of a sentence
simultaneously depends on scores of its terms including words, phrases, sequences of
non-adjacent words, thus we propose to use a linear combination which can incorpo-
rate the scores of terms extracted by various language models with the corresponding
coefficients for estimating the sentence’s score. Through utilizing the linear combina-
tion, we derive a novel vector representation of a sentence called language-model-based
representation that is based on average scores of kinds of term in the sentence to help
supervised classifiers work more effectively on the clinical narratives.
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4.1 Problem and challenges of sentiment classifi-

cation on clinical narratives

As clinical narratives reflect the patient’s health status through observations of symp-
toms, progress in treatment, and physician’s assessment, determining such observa-
tions and assessments as positive or negative or neutral towards a disease plays an
important role in therapeutic assistance and abnormality recognition.

The text in clinical narratives has several particular characteristics that pose some
challenges for sentiment classification on such kind of text mentioned in chapter 3.
In our work, we have to face with 3 main challenges as follows:

• Lack of medical-domain sentiment lexicon resources.

• The diversity of sentiment shifters used in clinical text.

• The shortness of clinical text.

As a fact that symptoms, observations reflecting patient’s health status are often
expressed in a sentence or clause, so we do sentiment classification at sentence level.
In this study, we just only focus on the problem of sentiment classification and skip
subjectivity classification.

4.2 Our idea

The first challenge mentioned in section 4.1, which is lack of sentiment lexicon for
medical domain, requires a method that helps to build the lexicon resources. Thus,
we proposed a supervised method that can extract sentiment terms with their cor-
responding sentiment score from annotated data set.

For the diversity of sentiment shifters used in clinical text, recall the example
mentioned in subsection 3.3.3 in chapter 3, we see that the sentiment of a sentence
can depend on negation words and strongly positive words like “no” and “positive”
or phrases such as “less nauseous” or sequences of non-adjacent words like “de-
crease...pleural effusion”. We generalize this observation by a hypothesis that the
sentiment score of a sentence simultaneously depends on scores of its words, phrases,
sequences of non-adjacent words with different weights.

Relying on the hypothesis mentioned above, we proposed a method that simul-
taneously sums up the score of words, phrases, sequences of words extracted by
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different language models by a linear combination. The linear combination is a sim-
ple and efficient model for voting sentiment score of sentence with low computational
cost that characterizes the importance of its components via the corresponding coef-
ficients. Moreover, basing on such linear combination, we are able to derive a novel
vector representation of a sentence called language-model-based representation. Our
proposed idea is formulated as the following:

Assume that:

• L = {L1, L2, ..., Lm} is a set of m language models used to extract terms.

• T = {L1(s), L2(s), ..., Lm(s)} where Li(s), i = 1, 2, ..,m is a set of terms ex-
tracted from the sentence s according to the language model Li.

For each term t ∈ Li(s) compute Score(t). An average score over all terms belonging
to Li(s) is computed by the following equation:

Score(Li(s)) =

∑
t∈Li(s)

Score(t)

Ni

(4.1)

where Ni is the number of terms in Li(s).
The sentiment score of the sentence s is defined as a linear combination over

Score(Li(s)) as the following:

Score(s) =
m∑
i=1

wi × Score(Li(s)) (4.2)

{
Score(s) > 0⇒ positive

Score(s) < 0⇒ negative

In the linear combination, the coefficients (w1, w2, ..., wn) characterize how the
sentence’s score depends on each Score(Li(s)). If the sentence’s score is strongly
related to a kind of term, its coefficient is larger that means there is a bias for such
kind of term. Besides, some kinds of term contribute to sentence’s score identification
with equal roles. Therefore, we pose three assumptions regarding the coefficient’s
values as follows:

• Assumption 1: The values of coefficients (w1, w2, ..., wm) are different. That
means there is a bias in the voting process.

• Assumption 2: The values of coefficients are equal, and set as 1.
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• Assumption 3: That incorporates assumption 1 and assumption 2. There
exists a subset of language models following assumption 1, and the rest is
appropriate with assumption 2. In this case, the sentence’s score is computed
as the following:

Score(s) =
k∑

i=1

wi × Score(Li(s)) +
m∑

i=k+1

Score(Li(s)) (4.3)

where k, m − k are the number of language models following assumption 1,
assumption 2 respectively.

Through the experiments and interpretations, we assess that if the components
Score(li(s)) have a weak linear relationship, assumption 1 is more appropriate to
obtain a better performance because in this case, there will has a conflict when
aggregating such components, so we need to adjust the aggregation by a priority
setting via adding the different weights for the components. Otherwise, in case such
components have a strong linear relation that means we can use one of them to
make the aggregation to make the decision, and we do not need to adjust them,
thus assumption 2 is more appropriate. The detail and explanation are presented in
section 4.4.

Equation 4.2 gives an idea of a vector representation for a sentence that is different
from most of previous works using topics of words. In this equation, the sentence’s
score depends on the concurrent contribution of the components Score(li(s)), thus
the set S = {Score(L1(s)), Score(L2(s)), ..., Score(Lm(s))} could be considered a
feature set to represent the sentence that is called language-model-based represen-
tation. Through such method, the similarity measure of two sentences is based on
the comparison between the sentence’s scores which are decomposed into the com-
ponents Score(Li(s)) instead of enhancing the co-occurrence of common words like
using topic models. Figure 4.1 shows our idea of language-model-based representa-
tion to deal with the shortness of text.

4.3 Proposed method

Relying on the proposed idea mentioned in previous section, we propose a method
that includes three main steps: language-model-based terms extraction, sentiment
score measure, and feature derivation and linear combination coefficients estimation.
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Figure 4.1: Language-model-based representation method

4.3.1 Language-model-based terms extraction

Language model is a statistical model that reflects a probability distribution over
sequences of words. It includes two components, one is sequences of words, the other
is a corresponding probability of each sequence that is estimated through frequency
of this sequence in a corpus.

In this step, we use the first component of language models including n-gram and
skip-gram models which play a role as templates in terms extraction. For example,
we can use unigram model for extracting words, bigram model for extracting two
adjacent words, trigram model for extracting three adjacent words. More general
then n-gram models that help to extract sequences of adjacent words, skip-gram [26]
models can capture not only sequences of adjacent words by also sequences of non-
adjacent words. That help us to extend the context of words consideration. For
example, we consider the following sentence:

“There is no evidence of pleural effusion.”

Various language models such as unigram, bigram, trigram, 1-skip-bigram, 2-
skip-bigram, 3-skip-bigram, 4-skip-bigram, 1-skip-trigram, 2-skip-trigram are used
in this step. Table 4.1 shows an example of language models utilization for term
extraction.
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Table 4.1: Terms extraction based on language models

Language model Extracted terms
unigram there, is, no, evidence, of, pleural, effusion
bigram there is, is no, no evidence, evidence of, of pleural,

pleural effusion
1-skip-bigram there is, there no, is no, is evidence, no evidence, no of,

evidence of, evidence pleural, etc.
2-skip-bigram there is, there no, there evidence, is no, is evidence, is

of, no evidence, no of, no pleural, etc.
trigram there is no, is no evidence, no evidence of, evidence of

pleural, of pleural effusion.
1-skip-trigram there is no, there is evidence, there no evidence, is no

evidence, is evidence of, is no of, etc.

As the definition in [26], k-skip-n-grams consider k or lest skips to construct n-
gram. For example, 3-skip-bigram includes 3 skips, 2 skips, 1 skip, 0 skips (bigram).
Relying on number of tokens in terms, the language models are divided into three
groups as the following:

• Group 1: Occurrence of words individually (unigram).

• Group 2: Co-occurrence of two words (bigram, 1-skip-bigram, 2-skip-bigram,
3-skip-bigram, 4-skip-bigram).

• Group 3: Co-occurrence of three words (trigram, 1-skip-trigram, 2-skip-trigram).

4.3.2 Term’s sentiment score measure

Sentiment score of a term measure the related volume between the term and the
sentence’s sentiment label. We use the following equation to compute the term’s
sentiment score as in [17]:

Score(t) =
p(t|positive)− p(t|negative)
p(t|positive) + p(t|negative)

(4.4)

p(t|positive) is computed by taking number of times term t appears in positive
sentences then dividing it by the total number of terms in the positive sentences.
p(p|negative) is also computed in the similar way. The term’s score Score(t) ranges
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from −1 to 1. If Score(t) > 0 the sentiment orientation of the term is likely positive,
and vice versa.

4.3.3 Language-model-based feature derivation and coeffi-
cient estimation

As we mentioned in section 4.2, the simultaneous contribution of various kinds of
term to the sentence sentiment orientation is characterized by a linear combination
of their score as equation 4.2, in which each coefficient indicates how each kind of
term gives its influence on the sentence score. Therefore, identifying such influence
is equivalent to estimating such coefficient. We need to estimate coefficients in case
of assumption 1 and 3.

Algorithm 1: Linear combination coefficients learning

L = {L1, L2, ..., Lm} is a set of language models used.
for each sentence s in training set do

vector := empty
for each Li ∈ L do

Extracting a set of terms Li(s) in the sentence s according to Li

for each term t in Li(s) do
Compute Score(t) by equation 4.4

Compute score average Score(Li(s)) by equation 4.1
Append Score(Li(s)) to vector

if L follows assumption 1 then
Train with Support Vector Machine to to identify (w1, w2, ..., wm)

if L follows assumption 2 then
Set w1 = w2 = ... = wm = 1

if L follows assumption 3 then
if L1 ⊂ L follows assumption 1 then

Train with Support Vector Machine to identify coefficients

if L2 ⊂ L follows assumption 2 then
Set the coefficients as 1

The most likely coefficients estimation is based on the training data. Each sen-
tence in the training set is converted into the corresponding linear combination like
equation 4.2, and then if the label of the sentence is positive the linear combination is
greater than 0, and if it is negative, the combination is smaller than 0. For example,
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we assume that we convert n sentences in the training data into a set of inequalities
as the following: 

s1 :
∑m

i=1wi × Score(Li(s1)) < 0

s2 :
∑m

i=1wi × Score(Li(s2)) > 0

...

sn :
∑m

i=1wi × Score(Li(sn)) > 0

We see that determining the most likely (w1, w2, ..., wm) is equivalent to finding
a hyperplane as a linear boundary of a data set represented by the set of vectors
{Score(L1(sk)), Score(L2(sk)), ..., Score(Lm(sk)}, k = 1, 2, ..., n that are language-
model-based representation. Thus, this problem can be solved by using Support
Vector Machine (SVM) technique.

We proposed algorithm 1 for coefficients learning. In algorithm 1, to determine
which assumption language models L should follow, we based on assessments pre-
sented in detail in section 4.4.

4.4 Experimental evaluation and discussion

4.4.1 Experimental Objectives

We conduct experiments to evaluate our proposed methods through three main ob-
jectives as follows:

• For each assumption, which language models are appropriate?

• Is the proposed method better than summing up words or phrases separately?

• How does language-model-based perform?

Besides, we also investigate classification performance of our method in both cases
of balance data and imbalance data.

4.4.2 Data preparation

In the experiment, the MIMIC II dataset [40] that contains the information of more
than 32,000 patients are used for our method evaluation. 6000 sentences that are
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manually annotated with two labels “1” (positive) and “-1” (negative) are obtained
from “NOTEEVENTS” records.

For evaluation method, the annotated data is randomly divided into 10 parts
then 6 parts are used for training, and the rest for testing. This process is repeated
10 times, then we take an average of precision.

We aim to build a classifier that can work well on clinical narratives in case
sentiment lexicon resources for medical domain are not available, so the classification
method should not depend on a specific domain. Therefore, to investigate whether
our proposed method with the derived assessments is robust and can be applied on
other data set or not, we additionally use movie review data 1 for evaluation due to
some fairly similar points. The text in movie review data set is also separated into
sentences/snippets (short text), and also contains some kinds of sentiment shifters
like the MIMIC II dataset.

In case of assumption 1 and 3, we use scikit learn – a python package implementing
SVM algorithm with kernel functions 2 to determine coefficients.

4.4.3 Experiment results and interpretation

For each assumption, which language models are appropriate?

The experiments aims to determine which assumption is appropriate to a given lan-
guage model. In the experiments, we consider the features generated from the lan-
guage models in three groups and in the combination of such groups. All sentences
are represented according to the language-model-based representation method. The
full classification results of three assumptions with three groups are showed in Ta-
ble 4.2.

- A comparison between group 2 and group 3

We consider language models in the same group, and make a comparison between
language models in group 2 and group 3. Lines 1, 2, 7, 8 in Table 4.2 show that
the features of group 1 provide remarkably higher performance than those of group 3
with both assumption 1 and 2. To explain why there is a significant different between
the features of group 2 and group 3, we visualize the training set and testing set in
Figure 4.2, then observe the distribution of data points. In Figure 4.2, the features

1http://www.cs.cornell.edu/people/pabo/movie-review-data/
2http://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html
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Table 4.2: Coefficients assumptions with groups of language models investigation

Method MIMIC
II

Movie-
Review

Our method
1 assumption 1 with group 2 0.823 0.736
2 assumption 1 with group 3 0.69 0.507
3 assumption 1 with group 1 + group 2 0.799 0.747
4 assumption 1 with group 1 + group 3 0.827 0.754
5 assumption 1 with group 2 + group 3 0.807 0.605
6 assumption 1 with group 1 + group 2 + group 3 0.811 0.723
7 assumption 2 with group 2 0.817 0.732
8 assumption 2 with group 3 0.68 0.594
9 assumption 2 with group 1 + group 2 0.836 0.756
10 assumption 2 with group 1 + group 3 0.823 0.738
11 assumption 2 with group 2 + group 3 0.813 0.723
12 assumption 2 with group 1 + group 2 + group 3 0.832 0.751
13 assumption 3 with group 1 + group 2 + group 3 (*) 0.836 0.764

Separately sum up terms
14 terms from unigram 0.827 0.747
15 terms from bigram 0.769 0.688
16 terms from trigram 0.579 0.464
17 terms from 1-skip-bigram 0.799 0.709
18 terms from 2-skip-bigram 0.81 0.717
19 terms from 3-skip-bigram 0.812 0.721
20 terms from 4-skip-bigram 0.818 0.727
21 terms from 1-skip-trigram 0.644 0.556
22 terms from 2-skip-trigram 0.678 0.599

Bag-of-words
23 SVM + bag-of-words 0.698 0.503

(*): The sentence’s score is computed by the following equation:

Score(s) =
k∑

i=1

wi × Score(Li(s)) +
h∑

j=1

Score(Lj(s))

where Li ∈ group 1 and group 3, Lj ∈ group 2.
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Figure 4.2: A visualization of training and testing set with features of group 2 and
group 3.

of group 2 are generated by bigram and 1-skip-bigram models (Score(bigram(s)),
Score(1− skip− bigram(s))), and the features of group 3 are generated by trigram
and 1-skip-trigram models (Score(trigram(s)), Score(1− skip− trigram(s))). The
blue, and red points indicate negative sentences and positive sentences respectively.
Figure 4.2a and 4.2c show the data points with the features of group 2, and Fig-
ure 4.2b, 4.2d show the data points with the features of group 3.

We observe that the language models in a same group often generate their features
with similar value, so the points in Figure 4.2 almost fluctuate around the bisector
y = x with close distance.

Figure 4.2a and 4.2b show a difference of the points distribution between group 2
and group 3. The data points of group 2 tend to spread along the bisector while the
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Table 4.3: Correlation coefficient among features generated by different combina-
tions of three groups

Group pair correlation coefficient on
MIMIC II

correlation coefficient on
Movie Review

group 1 + group 2 0.901 0.893
group 1 + group 3 0.844 0.837
group 2 + group 3 0.977 0.983

data points of group 3 tend to converge at the corners. The reason is that sentiment
orientations of terms extracted by language models of group 3 is almost pure with
very high absolute value of score because the probability of co-occurrence of three
words in a sentence is very small that gives poor information for prediction. In
addition, the sentences in testing set are represented through the lexicon extracted
from training set, so the terms of group 3 appearing together in a training sentence
have a less chance to co-occur in the testing in the testing sentence that makes the
testing set significantly different from the training set. In contrast to group 3, due to
the higher probability of co-occurrence of two words, features of group 2 make our
method get better accuracy. We also obtain a similar result when doing classification
on movie-review data set. Therefore, we have an assessment of using language models
in a same group as the following:

Assessment 1: When building the feature set by language models in a same
group, the language models considering the co-occurrence of two words provide better
performance than ones considering the co-occurrence of three or more words.

- A comparison among different combination of groups

Lines 3, 4, 5, 6 show the accuracy when using assumption 1 with different combi-
nations of three groups. We obtained the highest precision by incorporating language
models of group 1 and group 3 (line 4), and get lower accuracy on other combina-
tions. The quality of features depends on the linear relationship among them. If the
features have a strong linear relation, there is less information to make a decision
because they are considered as duplicated features, and the decision is just based on
one of them. The volume of linear relationship between two features can be mea-
sured via correlation coefficient. In case the correlation coefficient is close to 1 or -1,
the linear relation is strong. Table 4.3 shows the correlation coefficient of features
generated by incorporating groups. For each group, we take a language model to
generate the feature because other ones also generate the similar feature.
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From Table 4.3, we observe that the features generated by language models of
group 1, and group 3 have lowest correlation coefficient on both MIMIC and movie-
review data that explains why such features get high performance of classification
with assumption 1.

Although the combinations of group 1 and group 2 or group 2 and group 3 do
not produce the high performance with assumption 1 on the MIMIC dataset and
movie-review dataset, they get better results with assumption 2 (showed lines 9, 11).

Through the results showed from lines 1 to 12, we have an assessment to select
the appropriate assumption for language models as the following:

Assessment 2: Assumption 1 is appropriate for language models whose gener-
ated features have a weak linear relation. In case such features have a strong relation,
assumption 2 is more appropriate.

There has an interesting meaning inside this assessment. In case the features
have a weak linear relationship, it will raise a conflict when aggregating, so we need
a referee to judge which features are important then give such features a priority. In
our method, the priority is characterized through the coefficients. Otherwise, if such
features strongly linearly depend on each other, no conflict happens, so the referee
is not necessary.

Is the proposed method better than summing up words or phrases sepa-
rately?

Line 13 shows our best result when we use assumption 3 with a combination of three
groups, in which the feature of group 1 and group 3 are aggregated with the different
coefficients. We obtained 83.6% on the MIMIC II dataset and 76.4% on movie-review
data.

From line 14 to line 22, we show the results when using each language model
to extract terms then make their score summing up. By this method, unigram has
highest performance (82.7% on the MIMIC and 74.7% on the movie-review), but it is
not better than our method with assumption 3 that considers the interaction among
terms extracted from different language models in voting for sentence’s score.

How does language-model-based perform?

In Table 4.2, methods showed from line 1 to line 22 use language-model-based rep-
resentation. Those show the better performance than using bag-of-words (showed in

43



Table 4.4: Influence of balance and imbalance training set on classification perfor-
mance

Method MIMIC II Movie-
Review

1 sum up score (unigram) B 0.827 0.747
2 sum up score (unigram) IB-P 0.805 0.72
3 sum up score (unigram) IB-N 0.813 0.726
4 assumption 1 with group 2 B 0.823 0.731
5 assumption 1 with group 2 IB-P 0.715 0.585
6 assumption 1 with group 2 IB-N 0.783 0.582
7 assumption 2 with group 1 +

group 2
B 0.836 0.756

8 assumption 2 with group 1 +
group 2

IB-P 0.799 0.695

9 assumption 2 with group 1 +
group 2

IB-N 0.82 0.711

• B: Balance data set

• IB-P: Imbalance data set with greater number of positive sentences.

• IB-N: Imbalance data set with greater number of negative sentences.

line 23). These results show that language-model-based representation provide fairly
high performance when classifying on short text.

Influence of balance and imbalance training set on classification perfor-
mance

The experiment aims to examine the influence of balance and imbalance training
data on the classification performance. A balance set contains an equal number
of positive and negative sentences while an imbalance set is in contrast. The pro-
portion between positive sentences and negative sentences impacts the term’s score
measure in equation 4.4. Table 4.4 shows how the proportion affects the classification
performance of our method.

Table 4.4 shows that imbalance sets make the accuracy reduce on both MIMIC
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and movie-review dataset. The difference between number of positive sentences and
negative sentences makes the term’s score measure not fair, thus the scores are not
precise.

4.5 Conclusion and future work

The paper presents our work on sentiment classification on clinical narratives. In this
work, we proposed a classification method to deal with three challenges of such text:
the lack of sentiment lexicon for medical domain, the diversity of sentiment shifters,
and the shortness of text. Our method uses a mixture of language models to extract
terms, then estimate the sentiment score of sentences by a linear combination of such
term’s scores. In addition, we also derive a novel vector representation according
to the language models used to extract terms that can work better on short text.
Moreover, this method is flexible and independent with a specific language. The
experimental results show the improvement of classification performance by using
our method.

Beside the advantages, our method still has some drawbacks. The exist of senti-
ment shifters in training data makes the estimation of term’s score sometimes is not
precise. We also have to face with the problem of sparse data when using language
models in group 3. Therefore, we plan to overcome these drawbacks to improve the
performance of our method in the future work.
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