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Abstract

Human interaction recognition has been widely studied because it has great scientific

importance and many potential practical applications. However, this problem is very

challenging especially in realistic environments where background is dynamic and has

varying lighting conditions. This dissertation addresses human activity recognition, espe-

cially human-human interactions in realistic video material, such as movies, surveillance

videos. For classification problem, most existing methods rely on either spatio-temporal

local features (i.e. SIFT) or human poses, or human joints to model human interactions.

As a result, they are not fully unsupervised processes because they require either hand-

designed features or human detection results. Motivated by the recent success of deep

learning networks, we investigate a three-layer convolutional network which uses the Inde-

pendent Subspace Analysis (ISA) algorithm to learn hierarchical invariant features. The

ISA algorithm is a generalization of the Independent Component Analysis (ICA), which

is very well-known in natural image statistics. Compared to the ICA algorithm, the most

notable advantage of the ISA is that it can learn features which are invariant to phase

while being selective to orientation and frequency. However, the ISA algorithm becomes

slow when applying it on video data. In order to solve this computational problem, we

combine the idea of convolutional neural network with the ISA algorithm. Specifically,

instead of training the ISA algorithm directly on raw video data, we first train it on small

video blocks extracted by our procedure. The obtained features are then convolved with

larger video blocks. The outputs of this convolution step are fed into the next layer,

which is implemented by another ISA algorithm. This organization enables the three-

layer convolutional ISA network to learn hierarchical invariant features. Furthermore,

we introduce a pooling layer to reduce the contributions of features learned in lower lay-

ers while still achieving translation invariant. Using the invariant features learned by

the three-layer convolutional ISA network, we build a bag-of-features representation for

videos. Finally, we apply Support Vector Machine (SVM) to classify human interactions.

For temporal localization, we slide temporal detection windows with different durations

over a continuous video sequence with a stride of 10 frames. For each temporal window,

our convolutional ISA network extracts hierarchical invariant features on a dense grid.

After scoring the temporal detection windows, a non-maximum suppression is applied to

enforce that non of the retained windows are overlapping.
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In two cases, we conduced thorough experiments on realistic videos from challeng-

ing benchmarks used by activity recognition community. We show that our three-layer

convolutional ISA network is effective to represent complex activities such as human in-

teractions in realistic environments. Besides, we believe that our temporal localization

method is the first work which reports experimental results on the continuous video se-

quences of human interactions. Although temporal localization results are insufficient for

real applications, it is a first step for further research in localization of human interactions.

Keywords: Temporal localization, Classification, Independent subspace analysis,

Human-human interactions, Convolutional neural network, Pooling.
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Chapter 1

Introduction

1.1 Introduction

Videos help to improve quality of contents and communication by combining visual, au-

dio, and textual information in multiple data streams. Over the past years, with the

rapid development of high technology and faster internet access, video data has become

superfluous both in off-line storage and on the internet. Specifically, electronic devices

such as computers, tablets, mobile phones are used almost everywhere, and people can

record, store, and share videos easily. According to statistics in 2016 [20] from the most

popular sharing website - YouTube:

• 5 billion videos are watched on the YouTube every single day.

• 300 hours of video are uploaded to it every minute.

• Total number of people who use YouTube is 1.3 billion.

This shows that videos as well as video cameras have become an inseparable part of

our lives. With a fast growing number of videos and with such widespread popularity of

watching videos and movies on the Internet, there is an urgent need for advanced video

analysis techniques that can systematically interpret and understand the semantics of

video contents.

Automatic understanding the content of a video is a long-standing goal of computer

vision and it is interesting to identify which objects are the most important in videos.

Ivan Laptev [51] performed an experiment and found out that about 35% of screen pix-

els in movies, TV programs and YouTube videos belong to people. Besides, images on

Flickr.com contain about 25% of person pixels. These numbers imply that the visual data
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we tend to produce, share and consume is strongly biased toward people. However, the

percentage of person pixels in a first-view wearable camera dataset [39] is only about 4%.

This further indicates that the strong person bias in consumer videos is not natural and is

created with the intention of video maker or editor. With the strong bias of video toward

people, understanding the semantics of video contents requires the need of automatic

methods that interpret person pixels in videos.

There are several levels of interpreting person pixels which can lead to understanding

of video contents including people detection, people tracking and analyzing their activi-

ties. People detection is the process of verifying the presence of a person (or people) in

image sequences and identifying their positions precisely. People tracking is to determine

the location of a moving person (or people) during a video sequence. Generally, people

detection and tracking are closely related because people tracking usually starts with de-

tecting people. Although people detection and tracking have a wide range of applications,

these two processes can only answer simple questions like who are in a video and their

trajectories. However, the more interesting information is people behaviors, i.e. what are

they doing in a video. Thus, the natural step is to recognize human activities occurred in

videos.

Human activity is defined as a collection of human movements with a particular se-

mantic meaning. Recognizing human activities in video is of high interest because of many

applications such as entertainment, education, security and surveillance. This research

aims at recognizing human activities in movie videos and surveillance videos, hence we

then analyze two main applications which receive benefits from our research.

Content-based analysis. As mentioned previously, there are a huge amount of

video data uploaded on the Internet every second, and there is a widespread popularity

of watching movie videos on the Internet. Users may want retrieve clips with activities of

interest, e.g. kiss, flash mob from lot of videos, and it is called content-based search. The

traditional methods for content-based search have relied on text, such as those extracted

from closed captions or manual annotation. Annotating the unlabeled videos is labor-

intensive, and since videos grow explosively, it is impractical to do manual annotation

on all activities occurred in a movie video. Therefore, it has become necessary to design

an efficient-content based search algorithm and the ability to analyze activities plays an

important role for this application. The Hollywood2 dataset [62] is built to test the

capacity of activity recognition for content-based search application in movie videos. It

consists of 12 activities such as kissing, answering phone, driving a car and so on, which

are collected from 69 different Hollywood movies. Besides, it exhibits several challenging
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factors such as scene and viewpoint variations.

Video surveillance. Nowadays, video surveillance cameras are widely accepted by

society and used almost everywhere such as at airport, subways, train stations, bus ter-

minals, shopping malls, banks, post offices and parking lots. Hence, video surveillance

cameras are part of our lives. According to BBC statistics in 2009, there are about

1 million surveillance cameras which are installed in the United Kingdom. Hence, con-

structing automated surveillance systems is one of urgent issues, and such systems require

the capacity of detecting abnormal and suspicious activities. As a result, the demand for

activity recognition systems increases as well.

People are much better than computers at recognizing human activities. Hence, we

believe that mimicking the behavior of human brain can improve the performance of ac-

tivity recognition systems. Most of perceptual processes are carried out by the neocortex,

and the primary visual cortex is the part of the neocortex that receives visual input from

the retina. Independent Subspace Analysis (ISA) algorithm has long been studied by

researchers in the field of natural image statistics. This algorithm produces outputs very

similar to those of complex cells in the primary visual cortex [36]. Besides, deep learning

is also inspired by how the the human brain works, and has produced extremely promising

results in computer vision and natural language processing. Therefore, we expect that our

activity recognition method based on independent subspace analysis and deep learning

techniques can obtain better performance compared to other methods.

1.2 Problem statement

There are various types of human activities. Aggarwal et al. [1] conceptually categorize

human activities into four levels according to their complexity:

• Gestures are defined as elementary movements of a person’s body part, and are

atomic components which actions are built. Waving a hand and raising a leg are

good examples of gestures.

• Actions are activities that are performed by a single person, and are composed of

multiple gestures organized temporally. Figure 1.1 shows sample actions such as

walking, jogging, which are extracted from the well-known KTH dataset [84].

• Interactions are classified into two sub-categories: human-human interactions, and

human-object interactions. The term human-human interaction is used to describe
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Figure 1.1: Sample actions in the KTH dataset [84]

activities that involve at-least two persons, e.g. two-person fighting. Besides human-

human interactions, recognizing human-object interactions is also important, espe-

cially in airport or train stations. A person stealing a suitcase from another is an

example of human-object interaction.

• Group activities are characterized by movements of members in groups, for instance,

a group of persons crossing, a group of persons waiting, and a group of persons

queuing.

In addition to activity’s categories, the type of video data also affects the complexity

of activity recognition. We broadly classify video data into two categories:

• Unrealistic video data is recorded in simplified settings, e.g. a single person fully

visible or favorable lighting conditions. KTH [84] and Weizmann [6] are two typical

examples, and have been extensively used to report action recognition performance

by many researchers [19, 40, 41, 43, 48, 68, 76]. These datasets are captured with

a fixed camera in controlled conditions in which only a single person appears in

videos taken from a fixed point and with a homogeneous background. They enables

to explore the classification ability of systems with variations in actors and actions.

• Realistic video data is characterized by a great variability and the lack of available

prior knowledge applicable to (i) the scene (e.g. indoors or outdoors, lighting condi-

tions), (ii) the record setting (e.g. the viewpoint, fixed camera or not, video quality).

Potential sources of realistic video data include amateur videos, sports broadcasts,

movies, surveillance videos. The most popular datasets are UCF Sports [78], Holly-

wood2 [62], UT-Interaction [81]. Figure 1.2 shows sample frames of realistic video

data, which are extracted from the UCF Sports dataset. Although these datasets

are new, they have attracted a lot of attention (see, for example, [18, 61, 82, 87]).

This dissertation focuses on the problem of human activity recognition, especially

human-human interactions in realistic video material, such as movies, surveillance videos.

The goal of human activity recognition is to analyze activities from an unknown video
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Figure 1.2: Sample frames of realistic video data - UCF Sports [78]

automatically. This dissertation solves two main tasks: classification and localization.

The objective of activity localization is to identify not only which type of activities occurs

but also where it occurs in a video. The capacity for activity localization is especially

essential in video surveillance systems. Since activity localization is challenging, most of

recent methods have only concentrated on activity classification, which is a simplified ver-

sion of activity localization. Activity classification task is based on the assumption that

videos are segmented temporally and/or spatially to contain only one execution of human

activity, then its objective is to label each video with its activity category correctly.

There are two types of activity localization: temporal localization and spatio-temporal

localization. Temporal localization detects starting and ending frames of the activity.

Spatio-temporal localization is more complex because it requires to identify starting,

ending frames, and spatial bounding box of the activity. In practice, classification and

localization tasks are not separable because most of localization methods often apply a

classifier at multiple candidate locations to identify the bounding box that encloses the

region of interest.

In summary, in this dissertation, we address the issue of automatic classification and

temporal localization of human-human interactions. Our methods are evaluated on re-

alistic video data, which is from various sources of videos, e.g. surveillance videos (the

UT-Interaction dataset [81]), movies (the Hollywood2 dataset [62]) for different types of

applications, e.g. surveillance, video indexing.

1.3 Challenges with human activity recognition

Human activity recognition is an important and challenging research topic. One of the

main challenges is that the same activity can be performed in many different ways, even
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by the same person. In the following sections, we will analyze research challenges in more

detail.

1.3.1 Intra-class and inter-class variations

An issue of human activity recognition is variations of activities. We classify variations

of activities into two types: intra-class variations, and inter-class variations.

• Intra-class variations: Variations in the same activity class are referred to as intra-

class variations which are the consequences of differences in anthropometry, appear-

ance of actors, and execution rate. Execution rate refers to the speed of performing

an activity. For example, there are several versions of a waving a hand gesture. A

person might move his hand above his head and then wave his hand; but another

person might not move his hand above his head and would just wave from a shoulder

height. In addition, people perform a waving hand gesture at different speed and/or

duration.

• Inter-class variations: Other variations of activities are inter-class variations. For

example, since punch and push interactions share similar movements, differentiating

between the two interaction classes is based on the fact that people use two hands to

perform push interactions and only one hand for punch interaction. This fact can be

clearly recognized by human; however it is difficult to be recognized by computers.

In summary, such above variations have to be taken into account in an activity

recognition system.

1.3.2 Environmental parameters

The environment in which activities take place is an important factor to consider when

researchers record datasets. There are several environmental parameters which affect

recognition results: lighting conditions, cluttered backgrounds, occlusions, camera motion,

and variations in viewpoint.

• Lighting conditions: The appearances of people in videos change significantly when

lighting conditions vary from indoor environments to outdoor ones. In addition, even

in outdoor environments, the moment that activities are recorded also influences

video quality. Hence, lighting conditions are currently controlled for most of the

datasets.
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• Cluttered backgrounds: Cluttered backgrounds refer to the presence of other ob-

jects or people in the video frame. Hence, cluttered backgrounds make activity

recognition even harder as they produce ambiguous information.

• Occlusions: In surveillance videos, there are a lot of people in the view which often

cause occlusions. Occlusions can be classified into two types: self-occlusions and

occlusions which created by other objects in the scene. These issues should be

addressed explicitly in activity recognition systems.

• Camera motion: Most recognition methods require that activities are captured by

a fixed camera. One of the reasons is that motion features are affected severely by

moving cameras. Motion features characterize activities, and they are one of the

most reliable features for activity recognition. Therefore, in unconstrained environ-

ments where camera motion exists, recognizing activities typically requires some

techniques to remove camera motion components, or features that are invariant to

camera motion.

• Variations in viewpoint: Another challenge in activity recognition is variations in

viewpoint. The same activity which is captured from different viewpoints can pro-

duce different image observations and different motion patterns. Therefore, most

methods simplify recognition problem by assuming that activities are recorded from

a fixed viewpoint. However, multiple camera viewpoints would be beneficial to

alleviate the issues of occlusion.

1.4 Contributions

The goal of this dissertation is to recognize human interactions in realistic video data.

The first part of our work is based on local features, which are employed for interaction

classification. For this, we investigate existing methods based on local features, and then

we develop our new method. The second part of this work introduces our approach

for interaction localization in videos. Experimental evaluation is performed on various

datasets including the UT-Interaction dataset [81] and the Hollywood2 dataset [62].

To summarize, we provide the following main contributions:

• Previous approaches in activity recognition rely on human poses, human joints,

and 3-dimensional local spatio-temporal features. However, it is difficult and time

consuming to apply human poses and human joints to different datasets. In de-

tail, human poses and human joints are easily extracted from the UT-Interaction
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dataset because people in the video scenes are visible, i.e., the average height of

person is about 200 pixels. However, in the Hollywood2 dataset, people appear in

the video scenes with different scales and different poses (full-body person or the

upper-body person); hence it is impossible to extract these features. 3-dimensional

local spatio-temporal features usually have two stages: a feature detection stage

followed by a feature description stage. Well-known feature detector methods are

Harris3D [52], Cuboids [19], and Hessian [107]. Popular feature description methods

are Cuboids, HOG/HOF [53], HOG3D [44], and Extended SURF [107]. Wang et

al. [32] combined various feature detector methods and feature descriptor methods

and evaluated these combination on KTH and Hollywood2 dataset. One of their

interesting findings is that there is no universally best 3-dimensional local spatio-

temporal feature method for all datasets (KTH and Hollywood2). This finding

suggests that learning features directly from the raw data may be more advanta-

geous. This dissertation focuses on developing an unsupervised feature learning

method which learns features directly from realistic video data and achieves good

balanced results on the UT-Interaction and Hollywood2 dataset. Motivated by the

Independent Subspace Analysis (ISA) [34] and deep learning, we introduce a three-

layer convolutional ISA network to learn hierarchical invariant features. The ISA

is an interesting generalization of Independent Component Analysis (ICA), which

is very well-known in natural image statistics. An advantage of ISA, compared to

ICA is that it can learn features that are robust to local translation while being

selective to frequency, rotation and velocity. However, the ISA algorithm becomes

slow if we apply it on video data. Besides, deep learning methods have shown

promising results in computer vision and natural language processing. Therefore, in

this dissertation, we combine the idea of convolutional neural network with the ISA

algorithm to improve the computational time and classification performance on the

UT-Interaction and Hollywood2 dataset. Particularly, instead of training the ISA

algorithm directly on raw video data, we sample small video blocks from the raw

video and train on these blocks. The procedure of extracting video blocks is pro-

posed. We also introduce an organization of three-layer convolutional ISA network,

which is able to capture hierarchical representation for videos. Besides, the pooling

layer is also presented to concatenate all responses from three layers to construct lo-

cal features. Experimental results show that no single method achieve higher results

on the UT-Interaction and Hollywood2 dataset compared to our method.

• To the best of my knowledge, no attempt has been made for temporal localization
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of human interactions. Therefore, we develop an approach to localize human inter-

actions temporally in the UT-Interaction dataset [81]. Our localization method is

based on the sliding window technique, which slides a window over the entire video

and selects the temporal detection window with maximum classifier score. For video

representation, we use hierarchical invariant features which are extracted from our

three-layer convolutional ISA network. Our localization method is evaluated on the

continuous video sequences of the UT-Interaction dataset.

1.5 Dissertation organization

Structure of this dissertation is as follows:

• Chapter 1: Introduction

In this chapter, we analyze two important factors including enormous video data,

and applications which explain the importance of human activity analysis. Besides,

we also present and categorize challenges of activity recognition.

• Chapter 2: Related work

This chapter describes a literature review on related studies with discussion on their

advantages and drawbacks.

• Chapter 3: Datasets

The existing datasets are presented to give a historical overview of development of

datasets on activity recognition problem. We also present and analyze the charac-

teristics of the UT-Interaction and Hollywood2 dataset which are used to evaluate

our proposed methods.

• Chapter 4: Interaction Recognition using Hierarchical Invariant Features

This chapter is devoted to describe our three-layer convolutional ISA network which

is designed to learn hierarchical invariant features. First, we introduce our procedure

to extract video blocks, which are the inputs for the three-layer convolutional ISA

network. The organization of our convolutional ISA network is also presented in

this chapter. Besides, we also present our pooling layer to concatenate and reduce

the contributions of simple features. Finally, we evaluate our classification method

on datasets, which are described in Chapter 3.
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• Chapter 5: Interaction Temporal Localization based on Sliding Window

Approach

In this chapter, we present our localization method based on the sliding window

technique. We describe temporal sliding window, features for representation videos,

classification, and post-processing method in detail. Then, our temporal localization

is evaluated on the continuous video sequences of the UT-Interaction dataset.

• Chapter 6: Conclusion and Perspective

Finally, a summary of presented methods will be shown in Chapter 6. Besides, we

also discuss possible improvement and extension for human interaction recognition.
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Chapter 2

Related Work

There is a large amount of papers published each year in the literature on activity recog-

nition. To provide the context of our work in the domain of activity recognition, we begin

by reviewing the existing papers on activity recognition for video data. We provide an

overview, describe the most relevant state-of-the-art techniques, and also discuss their

advantages and disadvantages. In this chapter, we present recent work, and general sur-

vey papers [1, 12, 29, 31, 66, 73, 101, 106] are suggested for further reading to get broader

historical development overview of activity recognition.

2.1 Local feature methods

Local features capture appearance and motion information of small video volumes, and are

briefly classified into two types: spatio-temporal features and trajectory features. They

aim to provide independent representation of activity videos with regard to their spatio-

temporal shifts and scales. Activity recognition based on local features is one of the most

active research topics. There are several reasons for their popularity. First, local features

make no assumptions on the global structure of activities. Second, they are extracted

directly from the video, therefore it is able to avoid possible failures of pre-processing

steps such as motion segmentation, human detection and tracking. Third, local features

are also robust under uncontrolled settings, e.g. background clutter. The effectiveness of

the local features have been evaluated on various sources of video data.
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2.1.1 Spatio-temporal features

Local spatio-temporal features aim to capture small three dimensional spatio-temporal

volumes of the video, and are usually extracted at precise locations and scales. One of the

first work on local spatio-temporal feature detectors is of Laptev et al. [52]. They proposed

the Harris3D interest point detector, which is an extension of the Harris interest point

detector [33] in image domain. Interest points are those points with a significant local

variation of image intensities, and such points are attractive due to their high information

contents. Similarly, in video domain, the Harris3D interest points are the locations where

image values have significant local variations in both space and time domain. It is assumed

that the interest points often correspond to interest events in the video, thus they are

informative to construct video representation.

To detect Harris3D interest points, Laptev et al. [52] compute a spatio-temporal

second-moment matrix at each video point, and redefine the Harris corner function H

in the spatio-temporal domain. Positive local maxima of H correspond to points with

high variation of the image values in both space and time. Thus, Harris3D interest points

can be found by detecting local maxima of H . Figure 2.1 shows Harris3D interest points

in an outdoor image sequence of a person walking.

Dollar et al. [19] observed that in some cases, Harris3D corners are quite rare even

when an interesting motion occurs. Therefore, they proposed an alternative interest point

detector which yields denser results than the Harris3D. In detail, they employ a set of

spatial Gaussian kernels and temporal Gabor filters. Similar to the work of Laptev et

al. [52], the final spatio-temporal interest points are detected by finding local maxima of

the defined response function.

Willems et al. [107] introduced the Hessian3D detector, which is a spatio-temporal

extension of the Hessian saliency measure applied for blob detection in images [56]. The

Hessian3D detector computes the Hessian matrix, and measures saliency using the deter-

minant of the Hessian matrix. Besides, an integral video structure is used to speed up

the detector by approximating derivatives with box-filter derivations. A non-maximum

suppression algorithm is applied to select joint extrema over space, time, and different

scales. Generally, the detected Hessian3D interest points are denser than those extracted

from the Harris3D detector, but not as dense as those from the work of Dollar et al. [19].

Previous techniques detect spatio-temporal interest points by using local information

(local neighborhood). Wong et al. [109] proposed an interest point detector by considering

global information. The global information, i.e. the organization of pixels in a whole

video sequence, is obtained by applying non-negative matrix factorization. The detector
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Figure 2.1: Harris3D interest points for the motion of the legs of a walking person. Left

image is a 3D plot with a threshold level surface of a leg pattern (upside down) and the

detected points. Right image shows the detected interest points [52].

extracts the location of moving parts in a video, and searches for the regions which have

a large probability of containing the relevant motion.

Wang et al. [32] have evaluated previous detectors, and the comparison was done

on three datasets: KTH [84], UCF [57], and Hollywood2 dataset [62]. According to their

evaluation, there is no single detector which achieves the best results. However, compared

to other detectors, the Harris3D detector usually obtains good results.

2.1.2 Trajectory features

Trajectory features are usually extracted by detecting spatio-temporal interest points

and tracking them in time. Compared to spatio-temporal features, trajectory features

encode information about local motion patterns of neighborhood of detected interest

points. Several researchers [63,65,92] proposed several ways to detect trajectory features.

In literature, one of the best-known feature tracking methods is the KLT tracker

[24, 59]. Matikainen et al. [63] extract trajectories of fixed length using the KLT tracker,

and then cluster the trajectories. An affine transformation matrix is calculated for each

cluster, and the elements of the matrix are then used to represent the trajectories. Figure
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Figure 2.2: Feature trajectories are obtained by detecting and tracking interest points.

Trajectories are clustered into a library of trajectons [63].

Figure 2.3: Overview of the dense trajectories [103].

2.2 illustrates the extracted feature trajectories. Messing et al. [65] extract interest points

by the Harris3D detector and track these points by the KLT tracker. Then, the trajectories

with varied lengths are represented as sequences of log-polar quantized velocities.

Different from the above methods, Sun et al. [92] proposed to detect trajectories by

matching SIFT descriptors over consecutive frames. The SIFT descriptor is used because

it’s scale-invariant properties are better compared to the Harris and KLT based feature

trackers. Wang et al. [103] also proposed a method to extract dense trajectories. They ap-

ply dense sampling to extract interest points, and track them by using a dense optical flow

field (illustrated in Figure 2.3). Then, the trajectory shape, histogram of oriented gradi-

ents (HOG), histogram of optical flow (HOF), and motion boundary histogram (MBH)

are used to capture appearance and motion information of trajectories. This method

showed that it outperforms other trajectory-based methods.
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2.1.3 Feature descriptors

Feature descriptors characterize shape and motion information in a local neighborhood

surrounding interest points and trajectories. Dollar et al. [19] introduced several local

feature descriptors based on brightness, gradient, and optical flow information. They

investigate three methods to create a feature vector: a simple concatenation of pixel values

by flattening, a grid of local histograms, and a single global histogram. Then, principal

component analysis is applied to reduce the dimension of each descriptor. Finally, their

experimental results show that gradient information yields best performance.

Laptev et al. [53] capture local motion and appearance by combining histograms of

oriented gradients (HOG) and histogram of optical flow (HOF). In detail, the local neigh-

borhood surrounding of each detected interest point is divided into a N ×N ×M grid of

cells. Then, for each cell, they compute 4-bin HOG histogram and 5-bin HOF histogram.

These cell histograms are normalized and concatenated into a final descriptor. Scovanner

et al. [85] introduced an extension of the SIFT (scale invariant feature transform) descrip-

tor [58] from the image domain to the video domain. This descriptor is developed based

on the spatio-temporal grid idea and spatio-temporal gradients. Each pixel is weighted

by a Gaussian centered on the given position, and votes into a grid of histograms of ori-

ented gradients. The Gaussian weighting is applied to assign less weights (importance)

of gradients which are far away from the center of local feature. Besides, the dominant

operation is used to achieve rotation-invariance.

An extension of the HOG image descriptor [16] to 3D (called HOG3D) was proposed by

Klaser et al. [44]. The proposed descriptor is based on the spatio-temporal grid idea and

histograms of 3D gradient orientations. Gradients are computed based on convex regular

polyhedrons, and by using an integral video representation to speed up computation.

Similarly, Willems et al. [107] also proposed the extended SURF (ESURF) descriptor,

which is an extension of the image SURF (speeded up robust features) descriptor [5]. In

detail, the ESURF method divides the local neighborhood surrounding a local feature

into a spatio-temporal grid, and each cell is represented by a vector of weighted sums of

uniformly sampled responses of Haar-wavelets along three x, y, t axes.

2.1.4 Encoding methods

The goal of encoding step is to aggregate local features into a global vector represen-

tation. Representing a video as a fixed-size vector will leverage standard classification

algorithms, such as logistic regression and support vector machine. Besides, the encoding
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step represents videos with global vectors which are usually smaller than extracted local

features. Encoding methods usually consist of three main stages:

1. Find the most representative cluster centers in the feature space.

2. Assign extracted local features to the selected cluster centers.

3. Model the statistics of the assigned features.

One of the most well-known encoding methods is the bag-of-features (BOF) model,

which was originally proposed for document retrieval in natural language processing.

Then, it has become popular in computer vision, for example [14, 15, 54, 70, 88, 89]. The

BOF model encodes global statistics of local features by computing a histogram of oc-

currences of local features in a video sequence. Firstly, clusters are created by using

unsupervised learning method over local features extracted from training videos. The

learning is typically done with k-mean clustering algorithm. Note that each cluster center

represents a feature or a visual word. Secondly, local features are quantized by assigning

to their closest visual words, which is called hard quantization. Finally, a video is rep-

resented as a frequency histogram over the visual words (vector of counts), whose size is

equal to the number of centroids. L1 and L2 norm are two popular metrics in the BOF

encoding, and there are no clear answer which norm is the best.

The BOF encoding uses hard quantization of local features, i.e. histogram encoding.

Recent approaches replace the hard quantization with soft-assignment encoding tech-

niques, such as Kernel codebook encoding [99], Fisher vector encoding [71,83], and Bossa

encoding [4]. The Fisher vector encoding models feature space by taking richer statistics

into account: the mean, the variance of the assigned features in addition to the sum of

posterior probabilities. Instead of using k-mean clustering, the Fisher vector encoding

uses Gaussian Mixture Model to construct visual words.

2.2 Global representation methods

Global representation methods recognize activities by employing appearance and motion

information either of the whole body structure or of a region of interest which encloses

a subject tightly. Global representations are typically derived from silhouette extraction.

Global representation methods are widely used in activity recognition because they do

not rely on detection and tracking of individual body parts. This property is important

especially for realistic videos in which background clutter and occlusion result in identi-

fication of body parts particularly difficult. In general, global representation approaches
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Figure 2.4: The sample shape masks for the backhand stroke activity from the tennis

activity [110].

Figure 2.5: MEI and MHI representation for two sample movements. [8].

can be roughly divided into two categories: shape mask and silhouette based methods,

optical flow and shape based methods, and body part based methods.

2.2.1 Shape mask and silhouette based methods

Several approaches for activity recognition represent the human body and its dynamics by

using shape masks and silhouette information. One of the first methods using silhouette

is by Yamato et al. [110] (see Figure 2.4). Firstly, they extract a human shape mask for

each frame, compute a grid over the silhouette, and also calculate the ratio of foreground
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Figure 2.6: Space-time shapes of ‘jumping-jack’, ‘walking’, ‘running’ [6].

to background pixels for each cell. Secondly, the grid representations are quantized into

a vocabulary, and the Hidden Markov Models (HMMs) [74] is applied to learn human

activities.

Bobick et al. [8] introduced the idea of temporal templates for activity recognition.

The silhouettes are extracted from images and the differences of the silhouettes between

subsequent frames of the video are aggregated to construct binary motion-energy images

(MEI) and motion-history images (MHI) (see Figure 2.5). The MEI images are binary

masks which indicate regions of motion. One the other hand, the MHI images weight the

motion regions as a function over time (the more recent the higher the function is). Each

activity is represented with a temporal template which is composed of the MEI and MHI

image. Then, they develop a recognition method by matching temporal templates against

stored instances of activities.

Blank et al. [6] proposed an method which represents activities as three-dimensional

shapes. In detail, a silhouette is extracted for each frame using background subtraction,

and space-time shapes are constructed by stacking a sequence of silhouette images (see

Figure 2.6). Then, the properties of the solution to the Poisson equation are explored to

extract features such as local saliency, action dynamics, shape structure and orientation.

The weighted moments over these features are calculated and are used to represent each

sequence of an activity. Finally, a simple nearest neighbor classification with Euclidean

distance is applied to recognize activities.

Weinland et al. [105] introduced a compact representation for activity recognition us-

ing a set of discriminative silhouette exemplars without modeling any temporal ordering.

Activity sequences are then represented as vectors of minimum distance between silhou-

ettes in the set of exemplars and in the sequence. Finally, Bayes classifier with Gaussians

is applied to recognize activities.
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Figure 2.7: Motion descriptor using optical flow (a) Original image (b) Optical flow Fx,y(c)

Separate the x and y components of optical flow vectors Fx, Fy (d) Half-wave rectification

of each component to produce 4 separate channels F+
x , F−

x , F+
y , and F−

y , (e) Final blurry

motion channels Fb+x , Fb−x , Fb+y , and Fb−y [23].

Generally, silhouette information is very useful for activity recognition. However,

silhouettes are difficult to be extracted when background clutter and camera motion

are present. Furthermore, they only describe the outer contours of a person, therefore,

silhouette-based methods may not recognize activities which contain self-occlusions.

2.2.2 Optical flow and shape based methods

Another type of global representation methods is to use dense optical flow information

for activity recognition. Efros et al. [23] introduced a novel motion descriptor based on

optical flow measurements in a space-time volume for each person. In detail, they track

soccer players in videos, and compute a descriptor on the tracks using blurred optical

flow. Figure 2.7 shows motion descriptor using blurred optical flow. To classify the

activity being performed by a human figure in a query sequence, they retrieve nearest

neighbors from an annotated video sequences. Ahad et al. [2] use these four flow channels

to compute motion templates. This method has proven that it can solve the motion

overwriting of self-occlusion in a MHI approach [8].

Several approaches [17,96] build a grid-based representation of optical flows for activity

recognition. For example, Danafar et al. [17] adapt the work of Efros et al. [23] by dividing
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Figure 2.8: Examples of annotated poselets [75].

human figure into horizontal slices which approximately contain head, body and legs. Tran

et al. [96] build rectangular grids of silhouettes and optical flows.

2.2.3 Body part based methods

Body part based approaches utilize information such as body part positions and move-

ments, and build the relationship between body parts. Raptis et al. [75] represent an

activity as a sparse sequence of discriminative key frames which is a collection of partial

key-poses of the subjects depicting key states in the activity sequence. This method relies

on a collection of poselets to characterize video frames. Figure 2.8 shows several exam-

ples of annotated poselets. The key frames are inferred by a max-margin discriminative

framework where key frames are treated as latent variables.

Another method is of Kong et al. [46], which also captures inter-dependencies at action

level and body part level to distinguish activities instead of inferring key poses. Firstly,

they apply a pedestrian detector and tracker to obtain subject trajectories. They combine

a large scale global feature and local features of body parts to represent the action of each

subject. Then, activities are predicted by the co-occurrence of individual actions, e.g.

activity = { action, action }. Generally, body part based approaches require a method

for localizing persons, thus they intrinsically rely on the quality of human detection and

tracking methods.
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Chapter 3

Datasets

3.1 Overview of activity recognition datasets

Public dataset provide common criterion to measure and compare accuracies of proposed

approaches. Therefore, a construction of a dataset containing videos of human activities

plays a vital role in the advancement of human activity recognition research. In this

section, we give an overview of human activity datasets which are currently available, and

discuss the characteristics of the datasets. As previously explained, we classify video data

material into two categories: unrealistic video data, and realistic video data.

For unrealistic video data, KTH [84] and Weizmann [6] are two typical examples, and

are designed to report activity recognition performance. The KTH dataset contains 6

actions: walking, jogging, running, boxing, hand waving, and hand clapping which are

performed by 25 subjects. Similarly, the Weizmann dataset consists of 10 relatively simple

actions: walking, running, jumping, galloping sideways, bending, one-hand waving, two-

hands waving, jumping in place, jumping jack, and skipping. These datasets are recorded

in simplified conditions in which only one single person appears in videos taken from a

fixed point and with a homogeneous background.

There is a growing need for designing new datasets which capture a wider range of

actions in more complex background. Attempts have been made to record video clips

in more realistic conditions such as MSR Action [112] and UT-Tower [13]. The UT-

Tower dataset is designed to explore recognition techniques which address the issues of

classifying human actions in low-resolution videos and from a distance view. It contains

9 categories of human actions: pointing, standing, digging, walking, carrying, runing,

waving 1, waving 2, and jumping; and faces several challenges such as low resolution,

illumination conditions, and shadows.
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Furthermore, realistic video data can be gathered directly from TV, movies, and webs.

Datasets like Hollywood2 [62], UCF Sports [78], UCF50 [77], UCF11 [57], Ollympic Sports

[69], HMDB51 [49] belong to this category. For example, the UCF Sports dataset is

composed of 10 actions collected from various sports: diving, golf swinging, kicking, lifting,

horse-back riding, running, skating, swinging, and walking. This dataset is challenging

because it contains various background scenes, and viewpoints.

In addition to human actions, researchers also design datasets to explore human-human

or human-object interactions in realistic conditions such as TV Human Interaction [72]

and UT-Interaction [81]. Table 3.1 shows an overview of activity recognition datasets.

Table 3.1: Development of activity recognition datasets.

Complexity Type of Type of Source Dataset

video data activity

Low Unrealistic Action
Recorded videos Weizmann [6]

(indoor/outdoor) KTH [84]

⇓

Realistic Action Recorded videos UT-Tower [13]

(indoor/outdoor) MSR Action [112]

Videos from web Hollywood2 [62]

(indoor/outdoor) UCF Sports [78]

UCF50 [77]

UCF11 [57]

Ollympic Sports [69]

HMDB51 [49]

High Interaction
Recorded videos UT-Interaction [81]

and TV shows TV Human Interaction [72]

3.2 Datasets for experimental evaluation

As previously mentioned, this dissertation addresses the issue of automatic classification

and temporal localization of human-human interactions, which is the most challenging

topic in activity recognition. For human-human interaction recognition, there are two
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Table 3.2: Summary of the statistics of the UT-Interaction dataset.

Number of classes 6

Number of video sequences 20

Resolution 720× 480 pixels

Frame rate 30 fps

Average duration 1 min.

Average execution per video sequence 8

Number of subjects per video sequence 2 ∼ 4

Average height of subject 200 pixels

popular datasets: UT-Interaction [81] and TV Human Interaction [72]. We focus on

surveillance application, hence, the UT-Interaction dataset is chosen to evaluate the ef-

fectiveness of our classification and temporal localization method. Besides, we also find

out how well our methods work on another dataset, for example Hollywood2 dataset [62].

3.2.1 The UT-Interaction dataset

Description

The UT-Interaction dataset [81] is designed to encourage researchers to explore recogni-

tion of complex human activities, e.g. human-human interactions, from videos taken in

realistic settings. It includes videos of continuous executions of six classes of two-person

interactions: shake-hands, hug, kick, point, punch and push. It contains 20 video se-

quences, whose lengths are around 1 minute. The dataset is recorded with the resolution

of 720 × 480, 30 fps, and the height of a person in each video sequence is about 200

pixels. Besides, several subjects with more than 15 different clothing conditions appear

in video sequences. There is at least one execution per interaction in each video sequence,

which provides 8 executions of human interactions per video on average. Time intervals,

bounding boxes, and ground truth labels of all interaction executions are provided for

evaluation of classification and localization methods. Table 3.2 shows the characteristics

of this dataset.

The dataset is divided into two sets: Set 1 and Set 2. Each set is composed of 10 video

sequences. The videos of the Set 1 are recorded on a parking lot with slightly different

zoom rate, and little camera jitter. Generally, their backgrounds are mostly static. Figure

3.1 shows example snapshots of two-person interactions in Set 1. From video sequences

1 to 4 of the Set 1, there are only two interacting subjects which appear in these scenes.
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However, from video sequences 5 to 8, interacting subjects and pedestrians are present

in the scene. Video sequence 9 and 10 are more complex because there are two pairs of

interacting subjects performing interactions simultaneously.

Similarly, Set 2 also contains 10 video sequences (e.g. from sequence 11 to 20), which

are taken at a lawn on a windy day. Figure 3.2 shows some example snapshots in Set 2.

There are only two subjects which perform interactions from video sequences 11 to 13.

In video sequences 18, 19, and 20, two pairs of interacting subjects perform interactions

concurrently. Table 3.3 describes the characteristics of video sequences in detail.

Table 3.3: Description of the UT-Interaction dataset. ‘Pedestrian’ indicates whether

the scene of video sequence contains irrelevant pedestrians. ‘Simultaneous interactions’

describes whether the video sequence consists of two pairs of simultaneous executions.

Sequences Number of subjects Pedestrian Simultaneous interactions

Set 1

1 - 4 2 × ×

5 - 8 2 ◦ ×

9 - 10 4 × ◦

Set 2

11 - 13 2 × ×

14 - 17 2 ◦ ×

18 - 20 4 × ◦

Evaluation metrics

We perform experimental evaluation on two types of tasks: the classification task and

temporal localization task. For the classification task, we selected 120 interaction exe-

cutions (i.e. 60 executions for each set). The interaction executions are extracted by

segmenting the video sequences spatially and temporally based on provided bounding

boxes and ground truth time intervals. Finally, 120 video segments are obtained and used

for the training and testing (i.e. 60 video segments for each set). We followed the clas-

sification settings described for the ICPR 2010 contest [81], where each set is evaluated

separately. We performed 10-fold leave-one-out cross validation for each set. It means

that for each round, we leaved 6 video segments for the testing, and use the other 54 video

segments for the training. The performance is evaluated in terms of Accuracy, Precision,

and Recall [90], which are defined as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(3.1)
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(a) Shake-hands (b) Hug

(c) Kick (d) Point

(e) Punch (f) Push

Figure 3.1: Example snapshots of six classes of two-person interactions in Set 1.
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(a) Shake-hands (b) Hug

(c) Kick (d) Point

(e) Punch (f) Push

Figure 3.2: Example snapshots of six classes of two-person interactions in Set 2.
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Table 3.4: Summary of the statistics of the Hollywood2 dataset

Number of action classes 12

Number of videos for training 823

Number of videos for testing 884

Resolution Min: 224× 528, max: 576× 720

Frame rate 25 fps

Number of scenes 10

Precision =
TP

TP + FP
(3.2)

Recall =
TP

TP + FN
(3.3)

where TP, TN, FP, and FN stand for true positive, true negative, false positive and false

negative respectively.

Similarly, we also followed 10-fold leave-one-out cross validation per set to evaluate

our localization method. However, for localization task, we used the video sequences

instead of video segments. Hence, for each round, we leaved one among 10 sequences for

the testing and used the other 9 for the training. The objective of temporal localization

is to classify an occurring activity’s class and annotate it’s time interval correctly. If

the annotation overlaps with the ground truth time intervals more than 50%, we treat

it as a true positive. Otherwise, it is considered as false positive. We also report our

experimental results in terms of precision and recall.

3.2.2 The Hollywood2 dataset

Description

The Hollywood2 dataset [62] is constructed by collecting realistic videos from 69 different

Hollywood movies. It consists of 12 classes of human actions including answer phone,

drive a car, eat, fight person, get out of a car, shake hands, hug, kiss, run, sit down,

sit up, and stand up. Figure 3.3 shows sample frames of these action classes. Table 3.4

provides some properties of the Hollywood2 dataset. There are 10 video scenes including

house, road, bedroom, car, hotel, kitchen, living room, office, restaurant, and shop. The

dataset is built to encourage the development of recognition systems that can recognize

various actions under noise, viewpoint changes. Table 3.5 shows the distributions of class

instances in the training and test set. Figure 3.3 and Figure 3.4 show several sample

frames for each action class of this dataset.

27



Table 3.5: Distributions of class instances of the Hollywood2 dataset.

Training set Test set

Answer phone 66 64

Drive a car 85 102

Eat 40 33

Fight person 54 70

Get out car 51 57

Shake hands 32 45

Hug person 64 66

Kiss 114 103

Run 135 141

Sit down 104 108

Sit up 24 37

Stand up 132 146

All samples 823 884

Evaluation metrics

In our experiments, we used the clean training dataset which has 823 training samples

while the test set has 884 samples. The performance for the Hollywood2 is evaluated as

suggested in [62], i.e., by computing the average precision (AP) for each of the action

classes and reporting the mean AP over all classes (mAP). The average precision (AP) is

defined as follows:

AP =
1

11

∑

r∈{0,0.1,...,1.0}

P (r) (3.4)

P (r) = max
r̃ : r̃≥r

P (r̃) (3.5)

where P (r) is interpolated precision that takes the maximum precision over all recalls

which are greater than r.
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(a) Answer phone

(b) Drive a car

(c) Eat

(d) Fight person

(e) Get out car

(f) Shake hands

Figure 3.3: Sample frames for the Hollywood2 action dataset. Three samples are given

for each of the twelve action classes.
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(a) Hug

(b) Kiss

(c) Run

(d) Sit down

(e) Sit up

(f) Stand up

Figure 3.4: Sample frames for the Hollywood2 action dataset. Three samples are given

for each of the twelve action classes (continue from Figure 3.3).
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Chapter 4

Interaction Recognition using

Hierarchical Invariant Features

4.1 Introduction

Action recognition in simple videos, such as KTH dataset [84] and Weizmann dataset

[6] has shown promising results [10, 42, 87]. Recent efforts have been put in place to

analyze activities with more complex structures, e.g. human-human interactions. Human-

human interactions are more complicated compared with simple actions because of several

reasons. One reason is that the causal relationships between two persons are complicated.

For example, in a ‘punch’ interaction, one person moves to attack, and the other reacts.

Another reason is that individual movements in different interaction classes could be

similar and thus difficult to be discriminated. In this chapter, we focus on human-human

interactions and address the problem of classification.

Many state-of-the-art activity models are based on 3-dimensional local spatio-temporal

features [9, 19, 47, 52, 107] such as SIFT [85], and HOF [53] descriptors to model human

interactions. These features are robust to noise, small camera jitters, and sudden changes

in lighting conditions. Ryoo and Aggarwal [80] presented a kernel function which is

designed to measure the structural similarity between sets of local features extracted

from two videos. They considered temporal relations (e.g. equal, before, meet) and

spatial relations (e.g. near, far) of these local features to evaluate the similarity between

the structures of two videos. Similar to [80], Gaur et al. [28] also extracted local features

and used them to build their model. They represented videos as graphs of these local

features which respect their spatio-temporal relations. Hence, the problem of evaluating

the similarity of two videos is equivalent to find correspondences between the two graphs.
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Other approaches [3,21,46,75,86,98,102] focused on representing interactions in terms

of atomic-level actions and analyzing contextual information of these actions, such as mu-

tual dependencies of atomic actions and inter-dependencies between body parts. For

example, an interaction ‘shake-hands’ can be recognized if the atomic actions of two per-

sons are correctly classified as ‘stretch hand’. Vahdat et al. [98] represented an activity as

a sequence of key poses which captures important atomic-level actions of two individuals,

and formulated temporal orderings and spatial relations among the locations of these key

poses. They presented an efficient dynamic programming algorithm to infer the key poses,

and learned parameters for their model by using a max-margin criterion. Kong et al. [46]

presented a hierarchical model which captures inter-dependencies at action level and body

part level to distinguish various human interactions. They combined a large scale global

feature and local features of body parts to represent the action of each individual. Then,

human interactions are predicted by the co-occurrence of individual actions. In general,

these approaches are effective to represent complex human interactions, and improve clas-

sification accuracy. However, one of the biggest limitations of the approaches is that they

depend on human detection results and tracking algorithm, which are also challenging

issues in realistic settings. Furthermore, atomic actions also have to be defined manually,

and they are different for video sources.

Additionally, skeleton-based approaches have been considered by several researchers,

e.g. [64], [113]. Meng et al. [64] introduced a discriminative function based on appearance

features and spatial relations within each individual and between two persons. These spa-

tial relations are calculated by analyzing the pairwise relative locations among extracted

joints. Similarly, Kiwon et al. [113] explored geometric relational features including joint,

plane and velocity features. Then, a Multiple Instance Learning-based classifier is applied

to recognize human interactions. Body joints are detected by training manually annotated

joints as in [64], or by using Kinect sensors as in [113].

This chapter focuses on finding a representation for video sequences of interactions

and actions recorded in realistic settings. Inspired by recent success in deep learning

networks, we introduce a three-layer convolutional network which uses the Independent

Subspace Analysis (ISA) to learn hierarchical invariant features. The ISA algorithm is a

generalization of the Independent Component Analysis (ICA), which is very well-known

in natural image statistics. Compared to the ICA algorithm, the most notable advantage

of the ISA is that it can learn features which are invariant to phase while being selective to

orientation and frequency. However, the ISA algorithm will become slow if the dimension

of input data is large. In order to solve this computational problem, we combine the
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idea of convolutional neural network with the ISA algorithm. Specifically, instead of

training the ISA algorithm directly on raw video data, we first train it on small video

blocks. The obtained features are then convolved with larger video blocks. The outputs

of this convolution step are fed into the next layer, which is implemented by another ISA

algorithm. This organization enables the three-layer convolutional ISA network to learn

hierarchical representation for video data.

The main contributions of this proposed method are as follows:

(i) Devise a procedure for video block extraction to enhance foreground information of

sampled video blocks.

(ii) Build a three-layer convolutional ISA network to learn hierarchical invariant features

for videos by unsupervised learning.

(iii) Introduce a pooling layer to reduce the contribution of features in lower layers while

still achieving translation invariant.

Outline

First, in Section 4.2, we present an overview of the Independent Component Analysis

and Independent Subspace Analysis for image data. Second, Section 4.3 describes our

approach in more detail including the specifics of video block extraction, the three-layer

convolutional ISA network and the pooling layer. The interaction recognition model based

on bag-of-features is presented in Section 4.4. Finally, we present parameter settings

and experimental results on the public UT-Interaction dataset [81], and the Hollywood2

dataset [62] in Section 5.3. In addition, we show the comparison results on the perfor-

mance of our method and the other methods, and investigate the importance of different

components of our method.

4.2 Independent Subspace Analysis (ISA) for image

data

Definition of the ISA and it’s algorithm

Independent Component Analysis (ICA) [37] is a statistical model, which is defined by a

linear transformation of latent independent variables. In particular, let xt denote the grey-

scale values in a small image patch, the ICA model expresses xt as a linear superposition
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of some features A:

xt = As (4.1)

where s is a vector whose elements are components (or coefficients). Note that s is different

from patch to patch. The matrix A is the same for all patches.

The basic assumption in the ICA model is that the components s are nongaussian and

statistically independent. Given a sufficient number of observations of image patches,

the problem is then to estimate the values of A without knowing the values of latent

components s. This problem is restricted to the basic case where A is an invertible

matrix. Hence, estimation of A in Eq. (4.1) is equivalent to determining the values of W

in Eq. (4.2):

s = Wxt (4.2)

where W is obtained by inverting the matrix A.

Independent Subspace Analysis (ISA) [35] is an interesting generalization of the basic

ICA, and has the same model as in Eq. (4.1). In contrast to the ICA, the components

s are not assumed to be statistically independent. In the ISA model, s can be divided

into couple, triplet, or in general κ-tuples where κ is the dimension of subspace. The ISA

model assumes that the components inside a given κ-tuple may be dependent on each

other, but dependencies among different κ-tuples are not allowed.

Figure 4.1 represents the ISA as a two-layer network, where the elements of the matrix

W in Eq. (4.2) are weights in the first layer. In this figure, the dimension of subspace is

2 (κ = 2). The objective of the ISA is to learn the weights W while the weights V in the

second layer are fixed to represent the subspace structure of the units in the first layer.

Let xt ∈ R
n×1 again denote the input patch, the response of l−th unit in the first

layer is defined by Eq. (4.3):

el = (

n
∑

j=1

Wljxj
t)2 (4.3)

where W ∈ R
k×n is the connection weights of the first layer; n and k are the input

dimension and number of units in the first layer.

As illustrated in Figure 4.1, each unit of the second layer pools over a small neighbor-

hood of adjacent first layer units. Hence, the response of each second layer unit is defined

by Eq. (4.4):

fi(x
t;W,V) =

√

√

√

√

k
∑

l=1

Vilel =

√

√

√

√

k
∑

l=1

Vil(

n
∑

j=1

Wljxj
t)2 (4.4)
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Figure 4.1: The neural network architecture of an ISA network. The blue and red bubbles

represent units in the first and second layer respectively. In this figure, the dimension of

subspace is 2: each red bubble looks at 2 blue bubbles.

where V ∈ R
m×k is the weights connecting units of the first layer to units of the second

layer, and m is the number of units in the second layer. The matrix V represents the

subspace structure of the units in the first layer, and is defined by Eq. (4.5):

Vil =







1, if (i− 1)κ+ 1 ≤ l ≤ (i− 1)κ+ κ

0, otherwise
(4.5)

where Vil represents the weight connecting from l-th unit in the first layer to i-th unit in

the second layer, and κ is the dimension of subspace. It is important to note that the

number of units in the first layer is divisible by the dimension of subspace (k = κm).

Given T image patches xt, t = 1, ..., T (or {xt}Tt=1), the ISA algorithm learns the

weights W through finding sparse feature representations in the second layer by solving:

minimize
W

T
∑

t=1

m
∑

i=1

fi(x
t;W,V),

subject to WWT = I

(4.6)

where {xt}Tt=1 are input patches which are whitened by linearly transforming to have zero

mean and identity covariance.
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Algorithm 1 Batch projected gradient descent

Input: {xt}Tt=1,V, n, k, m

Output: W

1: Randomize initial values of weights W

2: W← projU W, where U is the space of matrices satisfying WWT = I

3: repeat

4: ∇W←
∂
∑

T

t=1

∑
m

i=1
fi(x

t;W,V)

∂W

5: W←W − α∇W, where α is learning rate

6: W← projU W

7: until convergence

Learning the weights W, which is based on batch projected gradient descent on the

objective function Eq. (4.6), is shown in Algorithm 1. The gradient of the objective

function is obtained according to Eq. (4.7):

∂fi(x;W,V)

∂W
= (

k
∑

l=1

Vil(

n
∑

j=1

Wljxj
t)2)

−1

2

k
∑

l=1

Vil(

n
∑

j=1

Wljxj
t)xj

t (4.7)

The ISA algorithm requires orthonormal constraint; hence the projection step projU is

called during optimization as shown in Algorithm 1. The projection step projU is achieved

by Eq. (4.12):

Preprocessing for the ISA algorithm

Before applying the ISA on the data, it is very useful to do some preprocessing techniques

including centering and whitening to make the problem of ISA estimation simpler and

better conditioned. The most basic necessary technique is to center image data by re-

moving its DC component. The DC component refers to the mean grey-scale value of an

image patch, and it is often assumed that the DC component does not contain interesting

information. Hence, the DC component is often removed from the image to simplify solely

further analysis of the ISA algorithm.

Another useful preprocessing strategy in the ISA is to whiten data. It is intuitively

rather clear that raw images typically redundant in the sense that adjacent pixel values are

highly correlated (i.e. pixel values of two nearby pixels are very similar). The objective of

whitening is to make the raw input images less redundant. Or to phrase it another way,

let x denote a vector, the whitening technique transforms x into a new vector x̃, which is

white, i.e. its components are uncorrelated and their variances equal unity.
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One popular method for whitening is to use the eigenvalue decomposition (EVD) of

the covariance matrix Σ = E{xxT}. Then, let us compute the eigenvectors of Σ, and

stack the eigenvectors in column to form the matrix U:

U =
[

u1 u2 · · · un

]

(4.8)

where u1,u2, · · · ,un are eigenvectors corresponding to eigenvalues λ1, λ2, · · · , λn (λ1 is

the largest eigenvalue). Let D be the diagonal matrix of the eigenvalues:

D =













λ1 0 . . . 0

0 λ2 . . . 0
...

...
. . .

...

0 0 . . . λn













(4.9)

Whitening can now be done by

x̃ = UD
−1

2 UTx (4.10)

where the matrix D
−1

2 is obtained by a simple component-wise operation as:

D
−1

2 =















λ
−1

2

1 0 . . . 0

0 λ
−1

2

2 . . . 0
...

...
. . .

...

0 0 . . . λ
−1

2

n















(4.11)

W← (WWT )−
1

2W (4.12)

Analysis of the ISA

Figure 4.2 shows typical filters learned from the ISA algorithm on 50000 image patches

of size 32 × 32 when subspace dimension is chosen to be 2 (κ = 2). The patches are

obtained at random locations from grayscale images, and converted into column vectors

of length 1024. Before applying the ISA algorithm, these vectors are then whitened by

linearly transforming to have zero mean and identity covariance.

In Figure 4.2, we visualize six groups of filters (12 filters in total), each row consists

of three groups of filters. Eeach group of two filters spans a feature subspace. It is

clearly seen that the ISA algorithm is able to learn Gabor filters (edge detectors) with

many frequencies and orientations. In addition, filters in the same feature subspace have

similar orientations and frequencies. Their locations are not identical, but near to each

other as well. The ISA algorithm assembles similar filters into a feature subspace and

thereby achieves invariant property.
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Figure 4.2: Six groups of filters (produced by W) learned from the ISA algorithm when

trained on images patches. Each row contains three groups of filters. The grey-scale value

of a pixel means the value of coefficient (weight) at that pixel. Grey pixels mean zero

coefficients. Each group of two filters represents a feature subspace (or a neuron in the

second layer).

To analyze the properties of the ISA algorithm, we look at the response fi of a repre-

sentative feature subspace in different stimulus configurations. First, we find the optimal

stimulus for the feature subspace by fitting a parametric Gabor function [34]. The stimu-

lus parameters are phase, orientation, and frequency. Then, we vary one of the stimulus

parameters to see how the response changes while holding other stimulus parameters

constantly at the optimal values. Figure 4.3 shows the analysis for a particular feature

subspace. We can clearly see that the feature subspace has phase invariance while it is

selective to orientation and frequency. The combination of selectivity to orientation and

frequency with phase invariance makes feature subspaces be good candidates for repre-

senting image data.

4.3 Three-layer convolutional ISA network

The ISA training algorithm requires orthonormal constraint, hence during optimization

the weights W are projected to the constraint set by computing (WWT )−
1

2W. The

inverse square root of the matrix involves solving an eigenvector problem, therefore, its

computational complexity grows as a cubic function of the input dimension. Therefore,

the ISA training algorithm becomes slow when the dimension of the input data is large,

such as video data.

In order to solve this computational problem, we combine the convolutional neural

network with the ISA algorithm. Specifically, instead of training the ISA algorithm di-
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(a) (b)

(c) (d)

Figure 4.3: Responses fi of a feature subspace i. (a) Two underlying filters in a feature

subspace. (b) Effect of varying frequency. (c) Effect of varying orientation. (d) Effect

of varying phase. The response values are normalized so that the maximum response is

equal to 1.
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Figure 4.4: Graphical depiction of applying the ISA algorithm to video data.

rectly on video data, we first train it on small video blocks. The obtained filters are then

convolved with a larger region of video data. The outputs of this convolution step are fed

into the next layer, which is implemented by another ISA algorithm. By this model, we

can learn a hierarchical representation of video data.

Figure 4.4 shows the major steps to apply the ISA algorithm to video data in our

approach. Firstly, we extract video blocks instead of image patches and then transform

them into vectors. For example, if a video block B is of size w×h× t, it is converted into

a column vector xt as follows:

B→ xt =

















































B111

· · ·

Bw11

· · ·

B1h1

· · ·

Bwh1

· · ·

B1ht

...

Bwht

















































(4.13)

These vectors are the inputs to the ISA algorithm. Secondly, we also employ following

preprocessings to those inputs to simplify and speed up the ISA. The first preprocessing

step is removing the DC component, which is the mean grey-scale value of the pixels in

that video block. After that, principal component analysis (PCA) is used to whiten and
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reduce the dimension of the inputs. Then, the ISA learns the weights W with batch

projected gradient descent.

4.3.1 Video block extraction

The ISA algorithm is often trained on randomly sampled video blocks. However, the

background often occupies large areas in every single frame. This fact usually results

in a high number of video blocks containing background information in sampled data.

On the other hand, video blocks with foreground information play a far more important

role in disambiguating similar human interactions. Therefore, it’s desirable to have a

high number of sampled foreground video blocks. To achieve that property, we devise a

procedure to extract video blocks based on the frame differencing method.

First, for each training video we compute frame differences to detect all moving pixels.

Then N video blocks are randomly sampled and sorted by their energies, which is the

sum of intensities of all pixels within that block. Finally, we only keep M highest energy

video blocks. The value of N is set to 500 in our experiments.

Figure 4.5 compares the foreground information in extracted video blocks with and

without applying frame differencing. It is clear that the extracted video blocks in Figure

4.5b have more foreground information than the ones in Figure 4.5a, thus they support

differentiating human interactions better.

4.3.2 Hierarchical invariant features

To learn high-level concepts and solve the computational problem of the ISA algorithm

when trained on video data, we combine the convolution technique with the standard ISA

algorithm to design a three-layer convolutional ISA network. This convolutional network

uses PCA and ISA as sub-units to learn hierarchical invariant features from video data.

In particular, we extract video blocks of size w1 × h1 (spatial dimensions) and t1

(temporal dimension) in the first layer. They are fed into the ISA algorithm in the first

layer which we call ISA1. The output of this layer is the weights W1 and the subspace

structure V1.

Similarly, in the second layer, we extract video blocks of size w2 × h2 × t2, which

are independent of the ones in the first layer. In order to find hierarchical features, the

dimensions of the video blocks in the second layer are set to be larger than the ones in

the first layer. As a result, each block in the second layer can be seen as a collection of

m overlapping video blocks of size w1 × h1 × t1. Figure 4.6 illustrates this composition
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in detail. In the bottom of Figure 4.6, there is the biggest cube, which corresponds to a

video block of size w2× h2× t2 in the second layer. Inner blocks, such as the yellow, blue

(a)

(b)

Figure 4.5: Representation of extracted video blocks. Each video block is a sequence of

frames. The red rectangle corresponds to a complete video block. The video blocks in (a)

are randomly extracted from videos without applying frame differencing. The ones in (b)

are obtained as a result of applying frame differencing.
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Figure 4.6: An illustration of the convolution step in the three-layer convolutional ISA

network.

ones are of size w1×h1× t1. These inner blocks are convolved with the weights W1, V1 of

the ISA1 learned from the first layer. The responses f1, f2,..,fm are concatenated to form

the inputs to train ISA weights at the second layer. In the same way, we call the ISA

algorithm in the second layer ISA2, and the learned weights are W2, V2. As mentioned

above, before feeding the inputs into the ISA2, the PCA is performed to whiten and

reduce the dimension of the input to speed up the time computation. Furthermore, we

also use a greedy layered-wise approach to reduce the training time of the convolutional

ISA network.

The same procedure is repeated at the third layer. For each video block of size w3 ×

h3× t3, we make a collection of overlapping video blocks of size w2×h2× t2, which follow
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the same processing in the second layer. That means we further represent each video

block of w2 × h2 × t2 as a collection of video blocks of w1 × h1 × t1. The smallest video

blocks are convolved with W1, V1. The responses are then convolved with W2, V2 and are

finally combined to form the inputs to the ISA algorithm in the third layer. Figure 4.7

shows a typical example of filters, which are learned by training the convolutional ISA

network on the video blocks of size 16× 16× 10.

In summary, the convolutional ISA network learns filters with small video blocks. The

learned filters are then convolved with larger video blocks, and the outputs (or obtained

features) are concatenated to form the inputs to the next layer. By doing this, we can

learn a hierarchical representation of the data. In addition, the ISA algorithm is able to

learn features which are invariant to phase, and selective to orientation and frequency.

This will enable our convolutional ISA network to learn hierarchical invariant features.

4.3.3 Pooling

The convolutional ISA network learns simple features in the first layer, and more complex

features in subsequent layers. However, simple features are not as significant for repre-

senting a video as the more complex ones. Hence, we try to reduce the contribution of

features learned from the first layer by performing following steps. First, these features

are processed by mean spatial temporal pooling. It is based on the stationary property

of images. This property implies that features are useful in one region are also likely to

be useful in other regions. Pooling operation aggregates statistics of features at various

locations, and thereby achieves translation invariant (less-over fitting). Second, PCA is

then applied to further reduce the number of features in the first layer.

Other more complex features learned from subsequent layers do not require much

post-processing as the features in the first layer. Specifically, we adopt the max pooling

operation on features of the second layer, and do nothing for features of the third layer.

In our experiments, after the pooling stage, there are 50 features in the first layer, and

100 features in the second layer. 50 features of the third layer are kept in the same. The

features from three layers are concatenated to construct local features, which are inputs

to the bag-of-features model.
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Figure 4.7: Typical filters learned by the convolutional ISA network on 16 × 16 × 10

video blocks. Each row is a filter in 3D (drawn from a row of the matrix W ). It can be

clearly seen that frames in a row resemble each other closely while their differences are

still recognizable.
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4.4 Classification

4.4.1 Bag-of-features representation

Our recognition model is based on the bag-of-features (BOF), which is a widely used tech-

nique in the literature. In particular, the convolutional ISA network learns hierarchical

invariant features from videos on a dense grid in which video blocks overlap 50% in x,

y and t dimensions. The learned features are quantized into visual words by k-means

clustering; hence a video is then represented as a frequency histogram over visual words.

Note that we build the multi-resolution histogram or “pyramid” [30], where the height

of pyramid is set to be 3. The pyramid approach will result in a higher-dimensional

representation which preserves more information.

4.4.2 Support vector machine

We apply X 2 Support Vector Machine (SVM) [11] to classify human interactions. The

X 2 kernel is defined by Eq. (4.14):

K(Hi, Hj) = exp(−
1

2A

NV
∑

n=1

(Hin −Hjn)
2

Hin +Hjn

) (4.14)

where Hi and Hj are the frequency histograms of the visual words, and NV is the vocab-

ulary size. A is the mean value of distances between all training samples.

For multi-class classification, we apply the one-against-rest approach and select the

class with the highest score. In our experiments, we set the number of visual words NV

to 3000.

4.5 Experimental results

Experimental evaluation of the proposed approach for the UT-Interaction [81] and Hol-

lywood2 dataset [62] is discussed in this section. Our main objective is to evaluate the

effectiveness of hierarchical invariant features which are learned from our three-layer con-

volutional ISA network. We also investigate the behavior of our method with regard to

a number of factors including execution time, preprocessing step to extract video blocks,

sizes of video blocks at each layer.
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Table 4.1: Classification performance for the UT-Interaction dataset.

Accuracy Precision Recall

Set 1 95.6% 86.8% 86.7%

Set 2 96.1% 90.1% 88.3%

4.5.1 Experimental setup

Datasets

For a better insight of the performance of our method, we employ different datasets

(including UT-Interaction and Hollywood2 dataset) in our experiments. We investigate

the behavior of our method and perform parameter optimization for the UT-Interaction

dataset. Accuracy, precision, and recall are defined in Chapter 3.

Parameter settings

We train the ISA1 on video blocks of size 16×16×10. The algorithm learns 300 features.

The dimension of the subspace is set to 1 (κ = 1), and the ISA becomes the ICA model.

This value of subspace size is acceptable because we aim to learn simple features in the

first layer and more complex features from subsequent layers.

The inputs to the ISA2 are of size 20× 20× 14. The convolution step is performed in

the ISA2 with a convolution stride of 4. At this phase, the ISA2 learns 200 features when

the dimension of the subspace is 2. By the same token, the inputs to the ISA3 are of size

20 × 20 × 20. Note that we do not increase the dimensions of video blocks in the third

layer because large video blocks are not adequate configuration in order to capture small

human movements. This phase learns 100 features with the dimension of the subspace of

2.

We sample 250 video blocks for each training video to form the inputs to each layer.

Furthermore, the obtained responses from three layers are fed into the pooling layer to

construct local features. The pooling layer keeps 50, 100, 50 features for the first, the

second, and the third layer, respectively. In summary, each local feature is represented as

a 200-dimensional vector. To speed up the computation, we down-sample original videos

to half spatial resolution in all our experiments.
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Figure 4.8: Confusion matrices of per-clip classification results on Set 1 and Set 2 of the

UT-Interaction dataset. Horizontal rows of the matrices represent ground truths, and

vertical columns are predictions.

4.5.2 Classification results

UT-Interaction dataset

The performance of our method for the UT-Interaction dataset is provided in Table 4.1.

The accuracy of our method is 95.6% on Set 1, and 96.1% on Set 2, respectively. In

Figure 4.8, we show the confusion matrices of our method on Set 1 and Set 2 of the

UT-Interaction dataset.

From those results, we can clearly seen that our method classifies correctly with more

than 90% recall for hug, kick, and point interactions. However, it confuses ‘punch’ vs.

‘push’, and ‘shake-hands’ vs. ‘hug’. More specifically, 20% of ‘punch’ interactions on Set

1 and 30% of ‘punch’ interactions on Set 2 are misclassified as ‘push’ interactions because

of similar local movements of body part.

Hollywood2 dataset

Table 4.2 shows our classification performance for the Hollywood2 dataset with regard to

mean average precision (mAP). The lowest and highest precision are 25.5% for ‘answer

phone’ and 79% ‘fight person’, respectively.

Comparison to state-of-the-art

In Table 4.3, we present the comparison between our method and other methods for the

UT-Interaction dataset. The first method to compare is the one proposed by Waltisberg
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et al. [102] which achieved the highest result in the contest at ICPR 2010. It is clearly

shown that our method outperforms the method of Waltisberg et al. [102] by 3.4% and

8.3% on Set 1 and Set 2 respectively. On the other hand, although our method and the

method by Le et al. [55] are developed from the ISA algorithm, our method achieves

higher results than theirs by 6.7% on Set 1 and 8.3% on Set 2. The confusion matrices

for the method of Waltisberg et al. [102] and Vahdat et al. [98] are shown in Figure 4.9.

However, our method gets lower result in comparison with the method proposed by

Vahdat et al. [98]. This is because their method gets advantages of using a pedestrian

detector [16] and a tracker [79] to obtain human positions in frames. However, that fact

also comes with some disadvantages. The first disadvantage in their method is that human

height affects the result of the pedestrian detector. For example, the pedestrian detector

fails to detect people when video scenes only display a part of human body. It means

their method is not effective to work on this kind of data. The second disadvantage is

that their method could not work when the people, who perform activities, appear in the

middle (temporal) of a video. That is because their method depends on a tracker that

requires people being tracked has to be in the video from the beginning. Therefore, their

method is only applicable to datasets such as UT-Interaction where people appeared from

the first frame.

Table 4.2: Classification performance per action class for the Hollywood2 dataset

mAP

Answer phone 25.5%

Drive a car 87.7%

Eat 61.9%

Fight person 79.0%

Get out car 43.3%

Shake hands 24.1%

Hug person 37.7%

Kiss 59.6%

Run 72.8%

Sit down 59.4%

Sit up 30.9%

Stand up 62.3%

Average 53.7%
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Table 4.3: Performance comparison (in terms of recall) for the UT Interaction dataset.

Set 1 Set 2 Average

Our method 86.7% 88.3% 87.5%

Cuboid + SVM (from [81]) 85.0% 70.0% 77.5%

Waltisberg et al. [102] 83.3% 80.0% 81.6%

Le et al. [55] 80.0% 80.0% 80.0%

Yu et al. [111] - - 83.3%

Vahdat et al. [98] 93.3% 91.3% 92.3%

For all reasons mentioned above, the method by Vahdat et al. [98] can not work on

(a) Waltisberg et al. [102]

(b) Vahdat et al. [98]

Figure 4.9: Confusion matrices for the UT-Interaction dataset of two previous methods

(a) Waltisberg et al. [102], (b)Vahdat et al. [98].
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Table 4.4: Performance comparison (in terms of mAP) for the Hollywood2 dataset.

Method mAP

Our method 53.7%

Cuboids [19] + HOG/HOF [52] (from [32]) 46.2%

Taylor et al. [94] 46.6%

Le et al. [55] 53.3%

Sun et al. [93] 48.1%

Gaidon et al. [27] 54.4%

Hollywood2 dataset which contains challenging factors such as changes in people height,

scene changing. In contrast to their method, our method achieves mAP of 53.7% on

Hollywood2 dataset. It is important to emphasize that we use the same parameter settings

for UT-Interaction and Hollywood2 dataset. This fact demonstrates that our method

is applicable to different types of datasets. In addition, unlike other methods which

require labelled data to learn features, our three layered convolutional ISA network is the

unsupervised feature learning method because it is able to learn features directly from

unlabeled data. Furthermore, the features learned from the network are proven to be

phase invariant, which are good features to represent images and videos.

Table 4.4 compares the mean average precision (mAP) between our method and other

methods for the Hollywood2 dataset. Achieving the mAP of 53.7%, our approach performs

better than other methods [19, 55, 93, 94]. Compared with the method proposed by [32]

that is based on the hand-designed features including cuboid detector and HOG/HOF

descriptor, our method outperforms by 7.1%. Although the method of Sun et al. [93], the

method proposed by Le et al. [55], and our method are based on unsupervised feature

learning, the result of our method is higher than theirs. However, in comparison with

the method by Gaidon et al. [27], our method is 0.7% lower than their result. This can

be explained by the observation that Gaidon et al. [27] organize activities into unordered

binary trees of local trajectories, which enable their method to capture complex activities

effectively.

In summary, there is no single method which achieves higher results for the UT-

Interaction and Hollywood2 dataset than our method. It means that our method achieves

balanced results for different types of datasets.

51



Discussion of independent subspace analysis (ISA) and slow feature analysis

(SFA)

Independent subspace analysis is a generalization of independent component analysis. The

advantage of the ISA is that it can learn features which are robust to local translation

while being selective to orientation and frequency. Slow feature analysis [108] is also

unsupervised feature method which learns invariant or slowly varying features from input

signals. Blaschke et al. [7] presented an analytical comparison between SFA and ICA.

One of their interesting findings is that the SFA and ICA are equivalent in some cases.

It may open another issue if we analyze the relation between ISA and SFA. Therefore,

in this dissertation, we compare independent subspace analysis with slow feature analysis

based on experimental results on the Hollywood2 dataset. In particular, we show the

comparison between our method and the method of Sun et al. [93] which is developed by

combining slow feature analysis with deep learning techniques.

Our method achieves mAP of 53.7% on the Hollywood2 dataset while the method of

Sun et al. [93] achieves 48.1%. It means that our method outperforms the method of

Sun et al. [93] by 5.6%. However, in my opinion, this evidence may not be sufficient to

conclude which feature is more effective for activity recognition.

4.5.3 Analysis of parameter settings

We investigate the behavior of our method with regard to a number of factors including

video block extraction, sizes of video blocks at each layer, and execution time. This

analysis is based on the result of our experiments for the UT-Interaction dataset.

Influence of frame differencing in video block extraction

To investigate the influence of frame differencing in the video block extraction step on

recognition results, we compared the performance of our method with and without frame

differencing, which is shown in Table 4.5. By applying frame differencing in the video block

extraction step, the performance of our method is significantly improved. In particular,

the recall is improved as much as 5% for Set 1 and 3.3% for Set 2. This is because our

devised video block extraction (with frame differencing) extracts video blocks containing

foreground information which play an important role in disambiguating similar human

interactions.
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Table 4.5: Performance comparison with and without applying frame differencing in video

block extraction

Accuracy Recall

Set 1 Set 2 Set 1 Set 2
Video block extraction
(with frame differencing) 95.6% 96.1% 86.7% 88.3%

Video block extraction
(without frame differencing) 93.9% 95.0% 81.7% 85.0%

Figure 4.10: Recognition results on the UT-Interaction dataset with changing the number

of extracted video blocks.

Influence of number of extracted video blocks

Figure 4.10 shows recognition results in case of changing the number of extracted video

blocks. We can see that our method achieves highest recall with these values of M : 250,

350, 400. Therefore, in the experiments, the number of extracted video blocks is set to

250.
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Influence of block size parameters

Table 4.6 shows the performance of our method for different choices for the sizes of video

blocks at three layers. From the result, we can see that our method performs best when

the block sizes are either 12 × 12 × 8 - 16 × 16 × 12 - 20 × 20 × 16 or 16 × 16 × 10 -

20 × 20 × 14 - 20 × 20 × 14 at three layers, respectively, where both accuracy and recall

metrics are maximum. Furthermore, larger or smaller video block sizes deteriorates the

recall significantly. This result implies that too large or too small video block sizes are

not effective to capture human interactions in videos.

Execution time

The parameters for our three-layer convolutional ISA network are set as discussed above.

Set 1 of the UT-Interaction dataset has 54 videos for training and 6 videos for testing.

For each training video, we extract 250 video blocks. Hence each layer of the three-

layer convolutional ISA network is trained on 13500 video blocks. Total time for learning

weights of all three layers is 520 seconds. This result is obtained by running our method

on the computer with following configuration: Intel(R) Core(TM) i7-2600 CPU @ 3.40

GHz 3.70 GHz, and 8 GB RAM.

We perform feature extraction with dense sampling (50% overlapping in x, y, and

t dimensions) on videos in Set 1 with spatial resolution of 173 × 128 (half resolution

compared to original resolution to fasten execution time). The total number of frames

is 7160. The feature extraction velocity is 47 frames/second. The total execution time

Table 4.6: Recognition results on the UT-Interaction dataset in different choices of block

size
Block size Accuracy Recall

16× 16× 16
12× 12× 12
8× 8× 8

93.9% 81.7%

20× 20× 16
16× 16× 12
12× 12× 8

95.8% 87.5%

20× 20× 14
20× 20× 14
16× 16× 10

95.8% 87.5%

24× 24× 14
20× 20× 14
16× 16× 10

94.4% 83.3%
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including training and testing in bag-of-features model to classify 6 test videos is 523

seconds, which is approximately 8.7 minutes. Generally, our method is fast because it

requires only matrix vector product and convolution operations.

4.6 Summary of interaction recognition

In this chapter, we have introduced a three-layer convolutional network which uses the

Independent Subspace Analysis (ISA) algorithm to learn hierarchical invariant features

from videos. Using the invariant features learned by the ISA, we build a bag-of-features

(BOF) model to recognize human interactions. We also evaluate the performance of our

approach and the effectiveness of hierarchical invariant features on video sequences of

the UT-Interaction and Hollywood2 dataset. Experimental results show that our three-

layer convolutional ISA network is able to learn features which are effective to represent

complex activities such as human interactions in realistic environments.
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Chapter 5

Interaction Temporal Localization

based on Sliding Window Approach

5.1 Introduction

Activity localization is an important research topic with a wide range of applications

such as video surveillance, automatic understanding of videos, search and annotation

applications. It is much more demanding, and is generally a more difficult task compared

to activity classification. That is because activity localization requires the activity class to

be correctly classified and also its spatial-temporal extents to be identified. Hence, activity

classification can be considered as a sub-problem which is required to solve in activity

localization. There are two types of localization task: temporal localization [22, 26] and

spatio-temporal localization [38, 45, 50, 91, 95, 97, 100, 104].

Fewer research efforts have been made on activity localization compared to activity

classification. One of the most straightforward way is to treat the localization task as

localized classification. This technique, known as sliding window, slides either a temporal

or spatio-temporal window over the entire video, and selects the detection window with

the maximum classifier score. If the detection window overlaps with ground truth extents

more than a certain percentage and it’s label is correctly recognized, it is considered as a

correct detection. For example, for temporal localization, Gaidon et al. [26] introduced a

Actom Sequence Model (ASM) which represents the temporal structure of activities as a

sequence of histograms of actom-anchored visual features. Actoms can be referred to as

atomic activity units, whose durations are learned in a non-parametric way.

Several researchers [50,67,95] developed structured models for localization inspired by

a deformable part model (DPM) [25] in object detection. The DPM is a latent-variable
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model, which is composed of a series of detectors: a root filter for the entire object and

many part filters covering smaller parts of the object. This model extracted histogram

of oriented gradients (HOG) features and applied a latent support vector machine. The

detectors are combined into a scoring function by considering the maximum individual

scores and penalizing the displacement of the parts from an initial configuration. The

model was extended to both temporal [67] and spatio-temporal activity localiztion [50,95].

For example, Tian et al. [95] extracted HOG3D features [44] instead of HOG features,

and their model also consists of a root filter and many part models. The spatio-temporal

sliding window also is the applied, and the detection window with highest score is chosen

as the location of the activity.

Gemert et al. [100] introduced unsupervised spatio-temporal proposals which are di-

rectly generated from dense trajectories [103] to represent videos for classification and

localization. The proposals reduce the video search space to a small set of spatio-temporal

tubes, which are likely to contain an activity. Therefore, their method is faster compared

to sliding window approaches.

Ma et al. [60] also proposed a new representation, hierarchical space-time segments,

for activity localization. This approach has two level hierarchy: first level consists of root

space-time segments which may contain a human body, and second level comprises parts

of the root. This approach uses an unsupervised method to extract static and non-static

segments, and also captures their hierarchical relationships. Thus, the approach yields

good classification and localization results comparable to state-of-the-art methods.

Previous localization methods have evaluated and shown their effectiveness on the

UCF Sports [78]. The UCF Sports is designed for classification and localization of ac-

tions, and in general there is one primary action class shown in each video. Some videos

in the UCF Sports may include one or more instances from other action classes. However,

the UT-Interaction dataset is recorded for localization of human-human interactions, and

contains 20 continuous video sequences. Each video sequence consists of many executions

of interactions, which are performed sequentially and/or concurrently. In addition, people

enter and exit video scenes at any time of video sequences. That is the reason perform-

ing localization on the UT-Interaction dataset is more complicated compared to other

datasets, such as UCF-Sports. To the best of my knowledge, most of recent methods

have only concentrated on classification, and no attempt has been made for localization

of human interactions.

This chapter addresses the problem of temporal localization of human interactions,

i.e., finding if and when an interaction is performed in a database of continuous video
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Figure 5.1: The procedure of our localization method on continuous video sequences.

sequences. As discussed in the previous chapter, the proposed three-layer ISA convo-

lutional network has been proven that its extracted hierarchical invariant features can

represent complex interactions in realistic video data. Therefore, in localization task, we

also learn hierarchical invariant features and employ a sliding window technique over the

video sequence, and select the temporal detection window with maximum classifier score.

Figure 5.1 shows the procedure of our proposed localization method.

Our main contribution is to introduce an approach for localization of human interac-

tions in realistic video data based on hierarchical invariant features. Although applying

the sliding window technique is not a new idea, it is the first work which reports localiza-

tion results on the UT-Interaction dataset.

Outline

Firstly, in Section 5.2, we present an overview of our temporal localization based on the

sliding window technique. Section 5.2.1 describes the temporal sliding window in more

detail, and Section 5.2.2 presents the implementation technique for extracting hierarchical

invariant features. Secondly, classification and post-processing method are presented in

Section 5.2.3 and in Section 5.2.4, respectively. Finally, we present parameter settings

and experimental results on the continuous sequences of the UT-Interaction dataset in

Section 5.3.2, and conclude our method in Section 5.4.
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Table 5.1: Duration (in frames) per interaction class of Set 1 of the UT-Interaction dataset.

Min Max Average

Shake-hands 90 154 112

Hug 103 143 126

Kick 48 125 75

Point 52 117 93

Punch 30 125 72

Push 58 201 103

Table 5.2: Duration (in frames) per interaction class of Set 2 of the UT-Interaction dataset.

Min Max Average

Shake-hands 65 118 95

Hug 90 125 107

Kick 44 95 60

Point 50 121 77

Punch 22 68 54

Push 53 105 70

5.2 Interaction localization based on temporal sliding

window

5.2.1 Temporal sliding window

Table 5.1 and 5.2 show minimum, maximum and average duration (in frames) for each

interaction class of Set 1 and Set 2 of the UT-Interaction dataset. It is clear to see

that minimum duration of interaction execution is 22 frames (‘point’ interaction) and

maximum duration is 201 frames (‘push’ interaction). Therefore, we use the temporal

detection windows with varied durations as 14, 28, 42, 56, 70, 84, 98, 112, 126, 140, and

154 frames.

5.2.2 Extraction of hierarchical invariant features

To learn hierarchical invariant features, we sample 250 video blocks of size 16 × 16 × 10

from ground-truth video segments, and train the ISA1 with the dimension of the subspace

of 1. Similarly, video blocks of size 20× 20× 14 are inputs to the ISA2. The convolution
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step is performed in the ISA2 with a convolution stride of 4. In short, we learn 300

features for the ISA1, and 200 features for the ISA2 with the dimension of the subspsce

of 2. For the third layer of the three-layer convolutional ISA network, we sample video

blocks of 20 × 20 × 14, which are the same size as in the ISA2. Note that we do not

increase the dimension of video blocks in the third layer because large video blocks are

not effective to capture small movements of body parts. This phase learns 100 features

with the dimension of the subspace of 2.

As indicated previously, the convolutional ISA network learns simple features in the

first layer, and more complex features in subsequent layers. Therefore, we try to reduce

the contribution of features learned from the first layer by mean spatial temporal pooling

and PCA. The features learned from the second layer are also processed by max pooling

operation. Finally, after the pooling stage, we obtain 50 features for the first layer, and

100 features for the second layer, and 50 features for the third layer.

For each temporal detection window, our convolutional ISA network extracts hierar-

chical invariant features on a dense grid in which video blocks overlap 50% in x, y and t

dimensions. The extracted features are quantized into visual words by k-means clustering,

and each temporal detection window is then represented as the frequency histogram over

the visual words. In our experiments, we set the number of visual words to 3000.

5.2.3 Classification

In this section, we consider temporal localization in continuous video sequences as a

large-scale classification problem. It means that we apply a classifier at multiple tem-

poral locations throughout the continuous video sequence, and select the location with

maximum classifier score.

Positive and negative training examples

For each interaction class, we train a χ2 SVM classifier on the BOF representation of

temporal windows. We use time intervals given by ground-truth annotations as positive

training examples. As negative training examples, we use:

(i) All segmented videos from other interaction classes.

(ii) Example windows which are randomly sampled around ground-truth intervals, and

have an overlap between 20% and 30% with a positive example.
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(iii) Example windows which are randomly sampled from continuous video sequences.

Note that the overlap of two negative training examples is less than 60% to avoid

redundancy.

In continuous video sequences, the number of executions of interactions is rare and most

of the scenes are irrelevant actions or just background scenes. Therefore, more negative

training examples than positive training examples are necessary. However, when training

a SVM classifier for interaction localization, we often have a very large number of neg-

ative examples. Therefore, it is not feasible to take all negative examples into account

simultaneously. Hence, we will construct training data which consists of positive training

examples and hard negative ones by applying a hard negative mining algorithm.

The hard negative mining algorithm is a simple technique which allows to extract

a small set of key negative examples. First, we train a classifier model with an initial

subset of negative training examples, which are randomly sampled from continuous video

sequences. Then, we slide temporal detection windows, and collect example windows

which are incorrectly classified (false positives) to form a set of hard negatives. The hard

negative examples are added to the training set, and we re-train our classifier model. This

process repeats a few times.

Testing

For testing, we slide temporal detection windows over a continuous video sequence with

a stride of 10 frames. As previously mentioned, we use the temporal detection windows

with a duration of 14, 28, 42, 56, 70, 84, 98, 112, 126, 140, and 154 frames. After scoring

the temporal detection windows, a non-maximum suppression is applied to enforce that

non of the retained windows are overlapping.

5.2.4 Non-maximum suppression

Sliding window approach typically results in multiple overlapping detection windows for

each execution of an interaction. To eliminate the overlapping detection windows, we

apply a greedy procedure which is called non-maximum suppression.

In detail, after applying the sliding window method, we have a set of temporal de-

tection windows for a particular execution in video sequence. Each temporal detection

window is defined by a time interval with a score. We sort the temporal detection win-

dows by score, and find the highest scoring windows and remove all neighboring positive

windows with an overlap greater than 0.3.
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Table 5.3: Localization results on the Set 1 of the UT-Interaction dataset.
Recall Precision

Shake-hands 66.7% 72.7%

Hug 66.7% 61.5%

Kick 58.3% 87.5%

Point 53.3% 42.1%

Punch 25.0% 60.0%

Push 53.9% 70.0%

Average 53.9% 65.6%

5.3 Experimental results

In this section, we present experimental evaluation of our localization method on the

UT-Interaction dataset [81]. Our objective is to evaluate the effectiveness of the sliding

window technique, and hierarchical invariant features which are learned from our three-

layer convolutional ISA network. We also investigate the influence of some important

components of our method.

5.3.1 Experimental setup

We followed 10-fold leave-one-out cross validation per set to evaluate our localization

method. Note that in this chapter, we use continuous video sequences instead of video

segments as in classification. If the detection window overlaps with the provided ground

truth time intervals more than 50%, it is considered as a true positive. Otherwise, it is

considered as false positive.

5.3.2 Localization results

Table 5.3 shows precision and recall of our localization method on the Set 1 of the UT-

Interaction dataset. Our method obtains a performance of 65.6% precision and 53.9%

recall. Specifically, our localization method localizes correctly more 60% precision of

shake-hands, hug, kick, punch and push. Point interactions get lowest precision (42.1%)

because there are a lot of similar point interactions which occur in the continuous video

sequence.

Precision and recall of our localization method on the Set 2 of the UT-Interaction

is presented in Table 5.4. Generally, our method achieves 60.5% in terms of precision,
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Table 5.4: Localization results on the Set 2 of the UT-Interaction dataset
Recall Precision

Shake-hands 50.0% 72.7%

Hug 63.6% 28.0%

Kick 58.3% 100.0%

Point 45.0% 64.3%

Punch 36.4% 44.4%

Push 50.0% 53.3%

Average 50.6% 60.5%

and 50.6% in terms of recall. In Set 2, we obtain more than 60% precision of shake-

hands, kick, and point. However, the precision of hug interactions is rather low in Set

2. It may be because there are two pairs of interacting subjects, and our localization

method misclassifies such scenes as hug interactions. These results are insufficient for

real applications; however they encourage for further research on localization of human

interactions. Figure 5.2 shows several wrong localization cases in the UT-Interaction

dataset.

5.4 Summary of interaction temporal localization

In this chapter, we have introduced an approach for solving temporal localization on the

UT-Interaction dataset, which is one of the hardest datasets for localization. To the best

of our knowledge, this is the first work that reports temporal localization results on the

UT-Interaction dataset. As discussed in previous chapter, the three-layer convolutional

ISA network is able to learn hierarchical invariant features from videos. Our classifica-

tion method outperforms several state-of-the-art method. We employ a sliding window

technique to localize human interactions. Temporal detection windows with different du-

rations are used, and we slide these windows over the continuous video sequence with

a stride of 10 frames. A non-maximum suppression is applied to enforce that non of

the retained windows could be overlapping. However, experimental results on the UT-

Interaction dataset are insufficient for real applications. It means that in the future, it is

required to put more effort into localization task, which is more difficult and significant

compared to classification task.
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(a) Case 1

(b) Case 2

(c) Case 3

(d) Case 4

Figure 5.2: Several wrong localization cases of our temporal localization method for the

UT-Interaction dataset.
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Chapter 6

Conclusion and Perspective

Our work investigated hierarchical invariant features in order to represent human interac-

tions in realistic video data. Besides, we also introduced the temporal localization method

based on sliding window technique to localize human interactions. Our experiments show

that classification performance on challenging video sources, such as the UT-Interaction,

the Hollywood2 are comparable to state-of-the-art methods. Furthermore, we believe

that our localization method is the first work which reports experimental results on the

continuous video sequences of the UT-Interaction dataset.

In the following, we summarize our key contributions and the main observation ob-

tained from our experiments. We also point out some potential research directions what

we deem interesting for future work on interaction recognition in real-world videos

6.1 Conclusion

Interaction recognition using Hierarchical Invariant Features

Our first contribution is a unsupervised feature learning method for representation of ac-

tivity videos in real-world settings. We proposed a three-layer convolutional ISA network

which is able to learn hierarchical invariant features automatically. In particular, we in-

troduced a procedure of video block extraction, which allows to extract foreground video

blocks. Compared with the original ISA algorithm, our convolutional ISA network is

trained on video blocks instead of image patches. The obtained features are then con-

volved with larger video blocks. The outputs of this convolution step are fed into the next

layer, which is implemented by another ISA algorithm. This structure enables the three-

layer convolutional ISA network to learn hierarchical invariant features. Furthermore, we

proposed a pooling layer to reduce the contributions of simple features in lower layers
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while still achieving translation invariance. Our experiments highlighted that hierarchical

invariant features are effective to represent video sequences of interactions and actions

recorded in realistic settings.

Interaction Temporal Localization based on Sliding Window Approach

Recent methods have concentrated on activity classification problem, and fewer research

efforts have been made on activity localization. The UT-Interaction is considered as one

of the hardest datasets for localization because each video sequence consists of many ex-

ecutions of interactions, which are performed sequentially and/or concurrently. Besides,

people enter and exit video scenes at any time of video sequences. We proposed our tem-

poral localization method based on a sliding window technique and hierarchical invariant

features. Specifically, we apply a classifier at multiple temporal locations throughout the

continuous video sequence, and select the location based on the maximum classifier score.

For each temporal detection window, we extract hierarchical invariant features using the

three-layer convolutional ISA network. Finally, the post-processing method is applied

to enforce that non of the detection windows are overlapping. Our method obtains a

performance of 65.6% mAP on Set 1, and 60.5% mAP on Set 2. It means that in the

future, it is required to put more effort into localization to improve localization perfor-

mance. Besides, in this thesis, we only developed temporal localization method, thus

spatio-temporal localization of human interactions also attracts our interest in the future.

6.2 Future work

In this section, we give some possible extensions of our work, which are suggested by our

experiments and the recent progress of the computer vision.

Temporal representation for human interactions

Our recognition method is based on the popular bag-of-features (BOF), which suffers from

a severe limitation. The BOF ignores the temporal ordering of video frames, which is an

important cue in activity recognition. Therefore, capturing temporal ordering of video

frames is important to improve the classification and localization performance.
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Incorporate motion features

Motion information plays an important role for representation of activities. Thus com-

bining several motion features with our hierarchical invariant features may achieve better

results for recognition of human interactions. Several features, such as dense trajecto-

ries [103], histogram of optical flows (HOF), motion boundary histogram (MBH) are

considered to capture motion information.

Spatio-temporal localization

Our current localization focuses on localizing human interactions temporally. However,

since the continuous video sequences of the UT-Interaction dataset consist of many exe-

cution of interactions which are performed sequentially and/or concurrently, performing

temporal localization is not enough. In the future, we will put more effort into localizing

interactions temporally and spatially.
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