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Abstract—Control of data delivery latency in wireless mobile
networks is an open problem due to the inherently unreliable
and stochastic nature of wireless channels. This paper explores
how the current best-effort throughput-oriented wireless services
could be evolved into latency-sensitive enablers of new mobile
applications such as remote 3D graphical rendering for interac-
tive virtual/augmented-reality overlay. Assuming that the signal
propagation delay and achievable throughput meet the basic
latency requirements of the user application, we examine the
idea of trading excess/federated bandwidth for the elimination
of non-negligible data re-ordering delays, caused by temporal
transmission failures and buffer overflows. The general system
design is based on (i) spatially diverse delivery of data over
multiple paths with uncorrelated outage likelihoods, and (ii)
forward packet protection based on encoding redundancy that
enables proactive recovery of lost or intolerably delayed data
without end-to-end re-transmissions. Our analysis is based on
traces of real-life traffic in live carrier-grade LTE networks.

Index Terms—LTE, data delivery latency control, spatial diver-
sity, encoding redundancy, random linear codes, forward error
correction and protection, multi-path TCP, re-transmissions

I. INTRODUCTION

The first and second generations of cellular networks for
mobile communications provided users with basic connectivity
using analog and digital technology, respectively. In addition to
wireless voice telephony, the third-generation networks such as
the CDMA-based HSPA systems enabled also mobile Internet
access. The fourth generation of cellular networks represented
by the current OFDMA-based LTE systems quickly evolved
into a true mobile broadband solution for heterogeneous high-
throughput traffic consisting of voice, video, and Internet data.

Each new generation of networking standards offered a
technologically new approach to the evolving needs of mobile
users but without any quality of service (QoS) guaranteed by
the network [1]. Yet the opening gap between the growths
of revenue and mobile data traffic [2] brought general interest
to enabling new latency-sensitive applications such as steering
and control of real and virtual objects (Tactile Internet), remote
3D graphical rendering for virtual/augmented-reality overlay,
remote traffic control of self-driving cars and drones, closed-
loop control of industrial processes, and gaming [3], [4].

Assuming that the fundamental propagation delay of the
infrastructure due to non-zero physical signal propagation is
within the user application tolerance, the goal of this paper is
to define and evaluate a mechanism for minimizing data re-
ordering delays. These are caused by re-transmissions after

failures of basic transmission processes such as decoding,
integrity checks, error recovery, segment reassembly, as well
as buffer overflows. For example, the reporting of channel
quality in LTE networks targets block error rate of 10% at
the physical layer, implying a strong default dependence on
re-transmissions for error-free data transfer.

More concretely, we examine two approaches to re-ordering
delay mitigation - spatial diversity and encoding redundancy.

Spatial diversity refers to the delivery of a data flow over
multiple parallel wireless links (paths). The aggregation of
multiple independent wireless links, or data delivery paths,
into one logical connection theoretically allows increasing the
overall throughput and reliability1 as well as reducing latency
by resource pooling - an advantageous feature when single-
path connections cannot meet the user demands.

Modern mobile devices, such as smart phones and tablets,
already support multi-technology multi-band networking: they
are commonly equipped with multiple LTE, HSPA, WiFi
transceivers operational in multiple licensed and unlicensed
frequency bands. A new fifth-generation air interface as well as
the allocation of new (shared) frequency bands can be expected
in the near future [6]. The ongoing network densification by
small-cell deployments improving the overall connectivity also
clearly motivates a study in this direction.

By encoding redundancy is understood the injection of
additional protection data into the actual flow of payload
data to compensate for unavoidable errors or outages of
the wireless links. In the latency control context, the idea
is to establish forward packet protection (FPP) that allows
recovering lost or unacceptably delayed payload data without
reactive re-transmissions. These increase the delivery delay
by at least 1.5× of the connection round-trip time as well as
cause throughput drop in protocols with loss-based congestion
control. The simplest example of encoding redundancy usage
consists in primitive replication of a data flow over multiple
parallel paths; techniques more efficient in terms of the over-
head are discussed subsequently.

The paper organization and contributions can be summa-
rized as follows. Section II summarizes the considered archi-
tecture for minimizing re-ordering delays in wireless links by
using forward packet protection on the basis of random linear

1Next-generation air interfaces may be prone to outages as the user body
can efficiently block the propagation of the anticipated mm-wave carriers [5].
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Fig. 1. Latency-sensitive LTE-based services are protected by using a parallel
WiFi connection for delivering FPP data.

codes. The trade-off between overhead and latency in macro-
cell and small-cell LTE networks is quantified in Section III
using real-life traffic traces. In Section IV, performance limits
of the method are analyzed and design guidelines formulated.
Conclusions follow in Section V.

To our best knowledge, this is the first practical study on
latency-sensitive services in (LTE) cellular networks. Exam-
ples of latency control in proprietary networks include [7],
[8]. Within the domain of standardized systems, potential
latency reduction gains assuming fundamental modifications
of the LTE physical layer are studied in [9]. In terms of
medium access, encoding redundancy is used to create novel
LTE HARQ mechanisms in [10], [11], [12]. On the network
and transport layers, [13] examines opportunistic injections
of encoded data into single-path WiFi transmissions. Novel
TCP implementation using encoding redundancy principles
with delayed block-level decoding is defined in [14]. A
faster but difficult-to-configure scheme for proactive TCP re-
transmissions of unacknowledged data is discussed in [15].

II. SYSTEM ARCHITECTURE

A. Bandwidth Aggregation

Our approach to latency control in mobile user services
over a primary wireless link is based on trading latency
for federated / excess bandwidth. More specifically, forward
packet protection (FPP) data - to be defined subsequently - is
sent over an independent secondary link, simultaneously with
the primary payload data. The FPP data is used to recover lost
or intolerably delayed payload data to prevent further error
propagation, e.g. to congestion control or application layer.
When generalizing this atomic setup to multiple links carrying
payload and/or FPP data, the multi-path scheduler may cause
data re-ordering due to inaccurate feedback [16].
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Fig. 2. Formation of FPP packets using random linear codes.

The LTE dual connectivity and carrier aggregation could be
used to implement the secondary links. Yet its independence
from the primary link, ensuring decoupled failure likelihoods,
may be violated by traffic QoS classification by the LTE
Service Data Flow processes and their mapping onto bearers.

It is therefore proposed to create the secondary link by using
an additional wireless interface of the mobile device. As shown
in Fig. 1, WiFi could be considered as the currently best option
given its ubiquitous deployment, good performance, and typi-
cally free-of-charge access. Regarding link independence, it is
to be noted that WiFi access points are often backhauled via
cellular networks, especially mobile WiFi in transport vehicles.

The radio interface management in mobile devices can be
done by using the network-resident service that we demon-
strated in [17]. This service makes central optimized decisions
based on network-wide information and operator policies.
Its implementation is based modified multi-path TCP, an
IETF-standardized backward compatible solution for seamless
transport-layer integration of networking technologies [18].

B. Forward Packet Protection

A naı̈ve way of protecting payload data consists in their
replication over L parallel links. The fastest link determines
the overall latency at the expense of (L− 1)-fold overhead.

To compress the overhead to more reasonable levels, it is
proposed to construct each FPP packet as a weighted random
linear combination of N payload packets by using binary
XOR operation [19]. The multiplicative weights are selected
at random in an identical, independent, uniform manner [20].

Fig. 2 visualizes the simplest protection scheme under which
M FPP packets are generated for each N consecutive payload
packets. In the figure example, M = 1 and N = 3.

As depicted by Fig. 3, the decoding of a payload packet
missing by a data delivery deadline can be done in real time by
using the received generator packets and Gaussian elimination
[20], [19]. If the combining weights ensure full rank of the
Gaussian system, one FPP packet can be used to recover one
missing payload data packet or a part thereof. Thus, the M/N
overhead defines the encoding protection strength.

From a system point of view, one could require the overhead
data rate not to exceed the payload data rate, i.e. M/N ≤ 1, as
payload data duplication occurs for N = M or simply N = 1
(100% overhead). Yet in general, the instability of basic link
characteristics such as effective throughput, delay jitter, and
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Fig. 3. Recovery of a delayed payload packet using FPP packets.



cross-traffic volume may justify a more complex design based
on adaptive joint scheduling of FPP and payload data without
an a priori primary/secondary characterization [16] but multi-
path scheduling issues are out of the scope of this contribution.

The above description implicitly assumes protection against
data loss or delay at the transport layer of the OSI model,
typically accommodating the connection-oriented TCP and the
connection-less UDP. Accordingly, random linear combina-
tions of TCP/UDP packets are sent as the secondary FPP
information, and used by the receiver for recovery of data
before they are passed on to the TCP/UDP modules.

Encoding protection can be applied to lower OSI layers as
well. The advantage consists in smaller size of FPP packets
and earlier correction of errors, but only shorter components
of the overall end-to-end delay can be eliminated. But higher-
layer errors would not be detectable nor correctable.

III. QUANTIFICATION OF LTE DATA RE-ORDERING

This section summarizes the frequency and length of pay-
load data re-orderings as well as the size of affected data
blocks as measured in both macro-cell and small-cell LTE
networks. The trade-off between the FPP overhead of the
secondary link and the achievable re-ordering delay reduction
at the primary LTE link is analyzed subsequently.

A. Measurement Scenarios

LTE re-ordering events are quantified based on TCP data
captured in live LTE networks in the wider New York area,
USA. The choice of transport-layer protocol is irrelevant for
tracking re-orderings caused by the LTE protocol stack under-
neath, the main focus of this study. Yet TCP is generally more
suitable than UDP for minimizing re-orderings caused by the
transport layer itself. Unlike UDP, TCP relies on explicit flow
and congestion control which reduces the probability of data
loss due to buffer overflows whenever the sender-side data rate
exceeds the fluctuating LTE link capacity. Nevertheless, our
measurements also incorporate TCP with capped throughput
to account for the case of constant-rate UDP.

Extensive data traces at the order of tens of GB were
obtained in the following real-life scenarios:

1) Macro-cell (MC) Downlink (DL): Test user equipment
(UE) connects over a commercial MC LTE network of a
major carrier to a remote server from both outdoor and indoor
locations to download data using FTP. The server is located in
physical proximity to the LTE public gateway to minimize the
effects of the Internet. Two subscenarios are distinguished:
• MC DL unlimited - The LTE data rate is unlimited.

Background download/upload traffic is low to moderate
(off-peak hours in locations outside New York, USA).

• MC DL limited - The LTE data rate is operator-limited to
10% of possible data rates. Background download/upload
traffic is high (peak-hour in downtown New York, USA).

2) Small-cell (SC) Downlink/Uplink (DL/UL): Indoor test
UEs connect over a carrier-grade SC LTE network in a large
private enterprise in the USA to a server to download and/or
upload data using FTP. The server is connected directly to the
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Fig. 4. Visualization of the characteristics of a re-ordering event.

LTE public gateway, located on the enterprise site. Background
traffic is low to moderate and the service LTE data rate is
unlimited. Two subscenarios are distinguished:
• SC UL/DL static - UEs are static and no handovers occur.
• SC UL/DL handovers - UEs are mobile and at least one

(typically multiple) handovers occur during each session.
UEs move at slow to faster walking speeds.

Four LTE USB modems LG VL600, Qualcomm 9630, LG
G7, Huawei e3276s-150 are used to connect FTP clients
operated under Ubuntu Linux (14.04.3 LTS) and Microsoft
Window 7 to an FTP server based on Ubuntu Linux 14.04.3
LTS as well. The default TCP CUBIC implementation of
TCP is used for Ubuntu-based devices. Repetitive large data
transfers of 0.1-1GB are used to emulated long-lived sessions.
The maximum TCP transmission unit is always 1388 bytes.

B. Evaluation Methodology

The following formalization visualized in Fig. 4 is used to
capture the frequently complex LTE re-ordering events.

Let P (T, S) denote a TCP packet received in time T and
carrying a range S(T ) = [S1(T ), S2(T )] of TCP sequence
numbers (S2 − S1 + 1 = 1388 bytes in all scenarios). TCP
sequence numbers index individual bytes of ordered payload
data. Packets arrive in unique times and each sequence number
is received only once as TCP discards duplicates.

A packet P (T, S) is in order if and only if (i) no sequence
number higher than S2(T ) has been received until time T
(i.e., no packets expected after time T have been received),
and (ii) the union of all sequence numbers of all previously
received packets p(t, s)∀t < T is a contiguous range from 1
to S1(T )− 1, i.e. ∪∀t<T args p(t, s) = [1, S1(T )− 1] (i.e., no
packets expected before time T are missing).

A packet P (T, S) is out of order if it is not in order.
A re-ordering event is defined as a time-wise contiguous se-

quence of out-of-order packets excluding any in-order packets.
The term ideal in-order delivery refers to how packets

would have been received if no re-ordering happened (see
Fig. 4). Given a re-ordering event characterized by a se-
quence P (T i, Si)∀i ∈ [1, . . . , N ] of out-of-order packets, the
ideal in-order delivery is defined as a sequence of packets
P (T i, Ŝi) that (i) are received in the original times T i, and (ii)
have monotonically increasing sequence numbers from the set
∪∀iSi(T i), i.e. Si

2(T
i)+1 = Si+1

1 (T i+1)∀i ∈ [1, . . . , N − 1].



By delayed ideal in-order delivery is then understood a shift
of all ideally in-order delivered packets P (T i, Ŝi) in time by
delay D, i.e. a packet sequence P (T i−D, Ŝi)∀i ∈ [1, . . . , N ].

Assuming maximum tolerable delay D, an out-of-order
packet P (T i, Si) is effectively lost during a re-ordering event
if the corresponding packet P (T i −D, Ŝi = Si) in the ideal
in-order delivery sequence delayed by D would have been
received earlier than the out-of-order packet P (T i, Si) itself,
i.e. argT P (T i −D, Ŝi = Si) < argT P (T i, Si) for given i.

The captured LTE traffic traces were analyzed in terms of:
• average inter-event time separation - average time in-

terval between two consecutive re-ordering events. As-
suming conservatively a limited resolution of the user
in distinguishing consecutive events, multiple short re-
ordering events occurring within a period of 0.1 second
are counted only as a single event.

• data re-ordering delay - minimum delay D by which the
ideal in-order delivery sequence P (T i −D, Ŝi) of a re-
ordering event must be delayed such that none of the
out-of-order packets is considered effectively lost, i.e.

D = argD max
i∈L

[
argT P (T i −D, Ŝi)− argT P (T i, Si)

]
(1)

for Ŝi = Si where L is the set of out-of-order packets
effectively lost for delay D = 0.

• re-ordered data block size - number of out-of-order
packets considered lost during a re-ordering event with
respect to the non-delayed (D = 0) ideal in-order delivery
sequence. It is the cardinality of the above set L.

• physical payload data rate - average data rate of the ideal
in-order delivery sequence during a re-ordering event.

C. Measurement Results

Figs. 5, 6 and 7 show the cumulative distribution functions
of measured data re-ordering delays, re-ordered data block
sizes, and physical payload data rates for each LTE scenario.
Fig. 5 also indicates the average time between two consecutive
re-ordering events assuming user resolution of 100 ms.

It is observed that higher average physical data rate of
an LTE scenario implies more frequent re-ordering events
characterized by generally shorter re-ordering delays.

For example, reducing the LTE macro-cell downlink data
rates to around 10% of the achievable rates (“MC DL unlim-
ited” vs “MC DL limited” scenarios) increases the re-ordering
event period from 79s to 34s but reduces around 10-times the
re-ordering delays. In the small case, uplink data rates are often
higher than the downlink rates (due to minimum uplink traffic)
but always order-of-magnitude higher than in the macro cell
case (better SINR). At the same time, the re-ordering event
period is reduced to units of seconds (2–7s) but the overall
re-ordering delays are further reduced by nearly another order
of magnitude. Small-cell handovers have low impact on the
overall data rate but cause major re-ordering delay increase in
the faster uplink case.

 

 

SC UL handovers
SC UL static
SC DL handovers
SC DL static
MC DL limited
MC DL unlimited

separation:
event time
Average inter-

C
D

F

re-ordering delay [s]

79s34s2s 7s

10−2 10−1 100 101
0

0.2

0.4

0.6

0.8

1

Fig. 5. Cumulative distribution function of data re-ordering delays with
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It may also be argued that the re-ordered data block size
is somewhat smaller for higher data rates too, but the rather
monotonically increasing and often overlapping cumulative
distributivity functions suggest random re-ordered block sizes.

IV. ANALYSIS OF TRADE-OFF BETWEEN FPP OVERHEAD
AND RE-ORDERING DELAY

The trade-off between FPP overhead and primary link re-
ordering delay consists in the fact that the replication of
primary link data to the secondary link (100% overhead)
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Fig. 8. Distribution of data re-ordering delays as function of constant-rate
FPP, defined as a fraction of the physical LTE payload data rate. Range bars
delimit the 25-th and 75-th percentiles as well as indicate the median.

minimizes the re-ordering delay while no FPP protection (0%
overhead) implies inactive latency control.

To examine how LTE data streams benefit from the FPP,
let us examine a scheme with a given constant FPP overhead
that attempts to recover all the effectively lost packets during
each re-ordering event. The reduced delays are computed as
the minimum of (i) the data re-ordering delay D experienced
during a re-ordering event, and (ii) the time needed for the
delivery of FPP data whose size equals to the re-ordered data
block size BS given an FPP data rate RFPP, i.e. as

Dreduced = min(D,BS/RFPLP), (2)

where RFPLP can be defined either as a relative fraction of the
physical payload data rate experienced during the re-ordering
event (Fig. 8), or in absolute terms (Fig. 9).

It is observed from Fig. 8 that scenarios characterized by
low physical data rates (both “MC DL” scenarios) or short
re-ordering delays (“SC UL static” scenario) do not benefit
from FPP. In the former case, FPP is not sufficiently available
due to limited overhead data rate, while in the latter case, re-
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FPP from Fig. 8, assuming prevention of TCP buffer overflows. Range bars
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ordering delay reductions of already short re-ordering delays
are negligible. Only the small-cell downlink (“SC DL static”
and “SC DL handovers” scenarios) exhibits the right balance
of sufficiently high data rates and long-enough re-ordering
delays that makes the impact of FPP the most significant.

The benefits of FPP could be clearly enhanced by increasing
the data rate of the FPP overhead. In this context, Fig. 9
shows the probability that the FPP data rate of the secondary
link is lower than the payload data rate of the primary LTE
link. Nevertheless, the notion of primary and secondary link
should be revisited when high relative overhead is required
(comparable primary and secondary data rates), let alone when
the secondary data rate exceeds the primary one.

We observe from the left-bottom part of Fig. 6 that effective
losses of few packets that could be attributed to failures of
the LTE physical/medium-access layers2 account only for 5–
20% of all losses in any studied LTE scenario. Such small
effective losses can be recovered by using low constant-rate
FPP overhead. However, with the notable exception of small-

2LTE coding and modulation for average signal-to-interference-and-noise
ratio allows transmitting 1000s of bits over units of LTE resource blocks.
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cell downlink scenarios, the more typical losses of tens of
packets either require a relatively high overhead for payload
data recovery or simply make any data recovery impossible.

Major data losses can be explained by the “Unacknowledged
RLC mode” which permits to drop unacknowledged data
during a handover. Although it was not possible to confirm
the RLC configuration in the measured commercial networks,
it can be generally stated that this mode is used for broadcast
over MCCH and MTCH using MBSFN or for VoIP. The
more common TCP/IP traffic is typically handled in the RLC
“Acknowledged Mode” under which unacknowledged packets
are forwarded from the source eNodeB to the target eNodeB to
ensure in collaboration with the LTE PDCP layer an in-order
non-duplicate data delivery processing even during handovers.

Traces of eNodeB ingress and egress traffic show that large-
scale data re-orderings observed in Fig. 6 are actually caused
by buffer overflows in the LTE base stations. More specifically,
loss-based mechanisms for TCP congestion control system-
atically cause buffer overflows by progressively increasing
sending data rates to detect the available channel capacity
under rapidly fluctuating networking conditions.

Fig. 11 provides exemplary evidence by depicting the corre-
lation between buffer overflow times, indicated by TCP Selec-
tive Acknowledgement of out-of-order data, and TCP round-
trip time build-up, a quantity directly proportional to queue
occupancy in private queues typical for LTE and HSPA. Note
that in such queues, cross-traffic cannot directly contribute to
buffer occupancy or delay; it only affects the serving data rate.

Fig. 10 shows that preventing buffer overflows caused by the
transport layer, e.g. by using delay-based congestion control
as known from TCP Vegas or TCP Compound, the efficiency
of FPP-driven recovery from unavoidable data losses within
the LTE protocol stack is substantially better compared to the
case with uncontrolled overflows from Fig. 8. In particular,
we observe that substantially lower FPP overhead allows
achieving major reductions of re-ordering delays, reaching an
order of magnitude in small-cell networks.

V. CONCLUSION

We discussed a networking scenario in which payload
data are delivered over a primary link while forward packet
protection data are delivered in parallel over a secondary link.
The protection data is used to mitigate re-ordering delays of
the payload data without the need for lengthy reactive re-
transmissions. Extensive measurements of live carrier-grade
LTE networks in the wide New York area, targeting both small-
cell and macro-cell deployments, are collected for the purpose
of detailed performance analysis. The most notable reductions
of re-ordering delay are observed in small-cell LTE networks.
It is also shown that the transport layer largely determines
the overhead-vs-delay trade-off. Forward packet protection in
combination with buffer overflow prevention, e.g. via delay-
based congestion control, is proposed to achieve even order-of-
magnitude reductions of re-ordering delays for low overhead.
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