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Abstract. Malay language is a major language that is in used by citizens of 
Malaysia, Indonesia, Singapore and Brunei. As the language is widely used, 
there are abundant of text articles written in Malay language that are available 
on the internet. This has resulted in the increasing of the Malay articles 
published online and the number of articles has increased greatly over the years. 
Automatically labeling Malay text articles is crucial in managing these articles. 
Due to lack of resources and tools used to perform the topic selection 
automatically for Malay text articles, this paper studies the factors that influence 
the performances of the algorithms that can be applied to perform a topic 
selection automatically for Malay articles. This is done by comparing the 
contents of the articles with the corresponding topics and all Malay articles will 
be assigned to the appropriate topics depending on the results of the 
classification process.  In this paper, all Malay articles will be classified by 
using the k-Nearest Neighbors (k-NN) and Naïve Bayes classifiers. Both 
classifiers are used to classify and assign a topic to these Malay articles 
according to a predefined set of topics. The effectiveness of classifying these 
Malay articles using the k-NN classifier is highly dependent on the distance 
methods used and the number of Nearest Neighbors, k. Thus, this paper also 
assesses the effects of using different distance methods (e.g., Cosine Similarity 
and the Euclidean Distance) and varying the number of clusters, k. Other than 
that, the effects of utilizing the stemming process on the performance of the 
classifiers are also studied. Based on the results obtained, the proposed approach 
shows that the k-NN classifier performs better than the Naïve Bayes classifier in 
classifying the Malay articles into their respective topics. In addition to that, the 
stemming process also improves the overall performances of both classifiers. 
Other findings include the application of Cosine Similarity as the distance 
measure has improved the performance of the k-NN classifier.  

Keywords: Topic Selection, Feature Extraction, Classification, Clustering. 



1 Introduction 

Malay language is one of the languages that is widely spoken by people in the 
Southeast Asia especially in Malaysia, Singapore, Brunei, Indonesia and South of 
Thailand [18]. In fact, Malay language is the major language that is used by the 
citizens of Malaysia, Singapore and Brunei. As the language is widely used, there 
are abundant of text articles written Malay language and they are available on the 
internet [12]. The number of Malay articles published on the internet increases 
dramatically due to the advancement of internet-related technologies. As the number 
of these Malay articles or documents increases greatly, the efficiency of documents 
classification based on a predefined set of topics is becoming more important [19].  

Topic selection is defined as the task of selecting the appropriate topic for an 
article based on the contents of the article. Topic selection has becoming as one of 
the impotant techniques in the studies as it enables documents to be assigned to a 
specific topic category from the set of predefined topics [5]. In other researches, 
topic selection is also known as topic identification [5], topic spotting [20], text 
categorization [9], or text classification [2]. A conventional topic selection 
framework consists of a pre-processing, feature extraction, feature selection and 
classification stages [5]. This paper studies the effectiveness of the topic selection 
methods using the k-NN and Naïve Bayes classifiers. The effectiveness of 
classifying these Malay articles using the k-NN classifier is highly dependent on the 
distance methods used and the number of Nearest Neighbors that is used, k. Thus, 
this paper also assesses the effects of using different distance methods (e.g., Cosine 
Similarity and the Euclidean Distance) and varying the values of k. Other than that, 
the effects of utilizing the stemming process on the performance of the classifiers are 
also studied. 
  The rest of this paper is organized as followed. Section 2 explains some of 
related works. Section 3 outlines the framework of the classification based topic 
selection for Malay articles. Section 4 describes the experimental setup and 
discusses the results obtained in investigating the effects of using different distance 
methods (e.g., Cosine Similarity and the Euclidean Distance) and varying the values 
of k on the performance of the k-NN classifier. The effects of utilizing the stemming 
process on the performance of the classifiers are also studied. Finally, Section 5 
concludes this paper.  

2 Related Works 

There are researches conducted and models proposed that investigate methods to 
find the best and optimum way to perform the topic selection process for English 
articles [23]. However, there are not many works conducted that focus on the task of 
performing topic selection for Malay articles [3]. Thus, this has motivated this paper 
to propose a general framework of topic selection for Malay articles. Nevertheless, a 
study has been conducted to assess the performances of several machine learning 
methods coupled with several different features selection methods in performing the 



topic selection for Malay articles [3]. Based on the results obtained, the k-Nearest 
Neighbor classifier performance is found to be better compared to the others 
classifier. However, the text preprocessing process had being neglected in the 
experiments done by Alshalabi. Text pre-processing is a vital process in any topic 
selection or text classification as it is the main task of extracting the features from 
the text documents. It is also known as the feature extraction process in topic 
selection as generally the features exist in the text documents are all words [1]. The 
importance of this process can be seen as many similar researches with tasks 
involving text documents include this process [11][1]. Text pre-processing is the 
first step in a topic extraction or topic selection process as it reduces the noise in the 
documents or texts by removing the unnecessary terms [13]. The following includes 
the three pre-processing tasks such as tokenization, stop words removal, punctuation 
removal, stemming and finally the construction of document-texts matrix that 
represents the Term-Frequency and Inverse Document Frequency (TF-IDF) [2].  

Tokenization is one of the lexical analysis techniques. Tokenization is a process 
of forming tokens from an input stream of characters where a token is a string of one 
or more characters. Tokenization is the process of breaking a stream of text into 
tokens that can be words, sentences, phrases, symbols or other meaningful elements 
or terms to help contribute to the task that is under study [5]. Stop words removal is 
a process of removing the words that have little lexical meaning in the documents 
[5]. These words are unlikely to contribute to the distinctiveness of the texts and 
examples of the stop words are the conjunctions, pronouns and prepositions words. 
Punctuation removal is a process of removing all the punctuation that exists in the 
text during the text pre-processing. Punctuation is the usage of the special characters 
such as “/”, “?”, “!”, “;” and many more.  The uses of these special characters are to 
enhance and disambiguate the meaning of a sentence and those characters should be 
removed as it does not bring any lexical meaning which contributes to the analysis 
of topic selection to identify the topic of the text. Stemming refers to the 
transformation of a word from its root words to its stem. The stemming algorithm 
used to stem Malay text was different with those used to stem English text [15]. In 
order to stem Malay text, the suffixes, prefixes and infixes must be removed in a 
proper order [15]. As the Malay words are formed with a combination containing 
one or more syllable, thus is possible to perform stemming by analyzing the pattern 
of the syllable than analyzing the word character by character [6]. Lee’s proposed 
stemmer consists of two components where first they perform the process of 
syllabification where it separate a Malay word into its syllables and the second 
component is the Malay stemming rules where it is used to identify the 
morphological structures of the Malay word to be stemmed. Term Frequency– 
Inverse Document Frequency (TF-IDF) is one of the terms weighting model that is 
used in the text processing to represent a document. It includes the use of the bag-of-
words model, which is widely used in Information Retrieval (IR) and text mining 
[2]. TF-IDF is often used and also is the most popular to be used as the weighting 
scheme. Term Frequency, TF is the frequency that the one term ݐ in a document	݀, 
represents the count of the particular term exists in the document. Inverse Frequency 
Document, IDF is the inverse document frequency of that term ݐ  across all the 



documents in the document sets [16]. The IDF influences the weighting of the terms 
that exist in all the documents in the document sets as the IDF value for the terms 
that exists in all documents will be zero or less, resulting the TF-IDF value will 
become insignificant.  

In determining the topic label of a single document, a text classification can be 
used to classify the documents into the appropriate topic. Text classification is a task 
of assigning a category to any single piece of text or document or articles. Thus, the 
text classification technique also is used to automate the topic selection as it allows 
the documents to be identified by a label, subject or topic. Text classification also 
allows the grouping of the documents by common topics. There are two most 
commonly used algorithms which is the k-Nearest Neighbors (k-NN) algorithm and 
the Naïve Bayes algorithm. The k-Nearest Neighbor algorithm, k-NN, is the most 
widely used in classification and clustering algorithm as it is simple, fast and 
effective [22]. It is also known as the lazy learning algorithm [10].  The k-NN 
algorithm is also applied as a classifier and k-NN classifier is also one of the favorite 
and widely used classifiers due to its ease in implementation yet powerful as it often 
shows good performance [21]. The k-NN classifier will classify the text documents 
accordingly the ݇ number of neighbors. It classifies the text documents to the class 
or topic with the most votes which are determined based on the ݇ nearest neighbors 
[4]. Naïve Bayes is a probabilistic classification that based on the Bayesian 
probability. It requires training data to learn the classes’ probabilities. This classifier 
is called naïve as the Naïve Bayes classification is a classifier that assumes all the 
attributes are conditionally independent given the classes [17]. Despite that the naïve 
assumptions and its simplicity to be implemented, the Naïve Bayes classifier proved 
to be an effective classifier [7]. This classifier classifies a document, ݀ in to a class, 
ܿ by learning a probability value from the training data [14].   

3 Topic Selection for Malay Articles 

This section outlines the framework used to automate the topic selection for Malay 
articles.  

3.1 Text Processing Tasks 

Several text preprocessing tasks are described before classifying the articles into its 
respective topics. Three major tasks will be performed in this phase which is the 
tokenization, punctuation removal, Malay stop words removal and Malay words 
stemming. For the stop words removal, all the stop words found in the predefined 
list are removed. Example of stop words includes “adalah”, “ialah”, “dan” and 
many more. Malay words stemming is another text preprocessing task that will 
remove all the prefixes and suffixes from a Malay term or word so that the term will 
be transformed back into its root word. This paper will also investigate the effects of 
the stemming process on the topic selection for Malay articles. The following shows 
the list of prefix and suffix [6]. 



 
 

Table 1.  List of Prefixes and Suffixes 
Type Substring 
Prefix ‘ber’, ‘per’, ‘ter’, ‘mem’, ‘pem’, ‘meng’, ‘peng’, ‘men’, ‘pen’, ‘pe’, 

‘me’, ‘be’, ‘ke’, ‘se’, ‘te’, ‘di’ 
Suffix ‘nya’, ‘kan’, ‘an’, ‘i’, ‘kah’, ‘lah’, ‘pun’, ‘man’, ‘ku’, ‘mu’
 
The following is the procedures of the Malay stemming algorithm that is used to 

perform the stemming process. 

Step 1: Get the term from the term list. 
Step 2: Check if the term is a root word by checking its number of letters where 

the threshold set is 5. If it is less than 5 letters, it is the root word, then 
exit the stemming process or else proceed. 

Step 3: Check the first few letters against the Prefix list, if a match found, 
remove the prefix and add the appropriate letter in front if necessary.  

Step 4: Check the term’s letter threshold, if it is less than 5, exit or else proceed. 
Step 5: Check the last few letters against the Suffix list, if a match found, 

remove the suffix. 
Step 6: Check the term’s letter threshold, if it is less than 5, exit or else proceed. 
Step 7: Repeat the whole process again from Step 2 to remove multiple Prefix 

and Suffix on the term.  

There are several more rules that will be needed as some prefixes will modify the 
first letter of the root word when the prefix is added to it. Thus, there is a set of rules 
for the first letter modification when applying the stemming as to restore the word 
back to its root word.  

Rule 1: if the first letter is ‘m’, then change it to ‘p’ or ‘f’. 
Rule 2:  if the first letter is ‘n’, then change it to ‘t’. 
Rule 3:  if the first letter is ‘y’, then change it to ‘s’.  
Rule 4:  if the first letter is vowel (‘a’, ‘e’, ‘i’, ‘o’, ‘u’), then add ‘k’ at the front. 

3.2 Term Weighting 

A weight is assigned to each term by using the TF-IDF term weighting scheme. The 
weighting was done by applying the TF-IDF computation which is shown below. 
 

ܨܶ െ ܨܦܫ ൌ ൫1 ൅ log ௜݂,௝൯ ∗ log
ே

௡೔
                                       (1) 

 
where, fi,j refers to the frequency of the term ti in the document dj, N is the total 
number of the documents and ni refers to the number of n documents that the term ti  
exist in. 



3.3 Identification of Topics Based on Classification 

The topic selection for each article will be done by using the k-Nearest Neighbor and 
Naïve Bayes classifier. The k-NN classifier will classify the document into its topics 
or classes based on the classes of the k nearest neighbors of the document. The k-NN 
classifier uses the distance measure to compute the distance between documents. In 
this paper, the distance measure that will be used for comparison in their 
effectiveness is the Cosine similarity and the Euclidean distance methods. The 
Cosine Similarity is one of the methods used in order to compute the distance 
between two documents by computing the degree of similarity of the two 
documents. The Cosine similarity will produce a value where the closer the value to 
1 means that both of the documents are similar to each other. The formula of the 
cosine similarity is shown below. 

	ܵௗ௝,௖௣ ൌ 	∑ ሺ	ݕݐ݅ݎ݈ܽ݅݉݅ݏ ௝݀,ௗ௧	∈	ேೖሺௗೕሻ ݀௧ሻ ൈ ܶሺ݀௧, ܿ௣ሻ	                   (2) 

 
where, Nk(dj) refers to the set of the k nearest neighbors in dj  in the training set, 
similarity(dj,dt) refers to the Cosine formula for vector model and finally, T(dt,cp) 
refers to the function that returns value of 1, if dj is belongs to class cp and 0 
otherwise. The cosine formula is denoted as 
 

൫݉݅ݏ ௝݀, ݀௧൯ ൌ
ௗೕ	.ௗ೟

หௗೕหൈ|ௗ೟|
	                                                   (3) 

 
where, dj is a vector of document j and dt is a vector of training document t.  

Euclidean distance is also another method which is commonly used to calculate 
the distance between two documents. The smaller value of Euclidean distance 
between two documents indicates that they are close to one and another. The 
Euclidean distance is computed as shown below. 

 

ௗ೔,ௗೕݐݏ݅ܦ ൌ 	ට∑ ሺݔௗ೔ െ ௗೕሻݔ
ଶே

ேୀଵ                                             (4) 

 
where, ݐݏ݅ܦௗ೔,ௗೕ	refers	to	the	distance	of	d୧	from	d୨,	  N is number of terms or 

features in di and ݔௗ೔	and	ݔௗೕ	are	terms	or	features	exists	in	the	documents. 

The Naïve Bayes will also be applied to classify the text documents by computing 
the probability of the document with respect to the class. It will assign the document 
to the class with the highest probability value computed [17].  

The evaluation method used to evaluate the performance of each of the proposed 
approach is by applying the accuracy measure. It is a simply accuracy evaluation 
which computes the percentage of the documents whether it is correctly classified or 
not. 

ݕܿܽݎݑܿܿܣ ൌ
ே௨௠௕௘௥	ௗ௢௖௨௠௘௡௧௦	௖௢௥௥௘௖௧௟௬	௔௦௦௜௚௡௘ௗ

்௢௧௔௟	௡௨௠௕௘௥	௢௙	௧௘௦௧	ௗ௢௖௨௠௘௡௧௦
	ൈ 100%                                 (5) 



4 Experimental  Setup 

This section describes the experiments that are carried out in this work. The 
experiments are outlined in order to achieve the following objectives, 

a) To investigate the effectiveness of the applied stemming algorithm in reducing 
the number of terms or features extracted. 

b) To investigate the best k value for the k-NN classifier. 
c) To identify which classifier performs better in the proposed approach. 

There are 1000 Malay news articles that will be used in this study. These news 
articles are retrieved from Bernama archive and theStar website. The news articles 
are retrieved and annotated manually in order to make sure that these documents are 
categorized into the appropriate topic labels. These topic labels include Financial, 
Politics, Sports, Entertainments and General. The following describes how the 
experiments are carried out. 

Experiment 1: The dataset will not undergo the stemming process and the distance 
method used to compute the distance is the Cosine Similarity and 
the experiment is repeated with different values of k for k-NN 
classifier where k = 1, 3, 5, 7. 

Experiment 2:  Experiment 1 is repeated but using Euclidean distance. 

Experiment 3:  Repeat Experiment 1 by adding the stemming process into the pre-
processing phase. Then, compute the distance by using the Cosine 
Similarity and repeat the experiment with different values of k for 
k-NN classifier. 

Experiment 4:  Repeat Experiment 3 by changing the distance computation with 
Euclidean distance computation. 

Experiment 5: Repeat Experiments 1 and 3 by changing the Naïve Bayes 
classifier. 

 
For the experiments, each of the experiment is validated by using the 2/3 fold 

cross validation method. The data sets are firstly divided into 3 different sets so that 
a different set of documents will be used as the training and test data while 
performing the cross validation.  



Table 2.  Prediction accuracies obtained for the k-NN classifier with different approaches 

 
 

The results shows that k-NN classifier performs better when the stemming 
process is performed prior to the classification task, the Cosine similarity is used as 
the distance measure and when k = 3. The k-NN classifier has a higher accuracy 
with Cosine similarity as the distance measure compare to Euclidean distance as the 
distance measure. Thus, a conclusion can be drawn from the result in table 2 is that 
the k-NN classifier performs a better accuracy in classifying the documents when it 
uses cosine similarity as its distance measure, when its k = 3 and with the stemming 
algorithm.  

On the other hand, the performance of the Naïve Bayes classifier also performs 
better with the stemming algorithm. The accuracy of the classifier is higher when it 
applied the stemming algorithm, 88.7%±3.46 compared to without stemming which 
is 83.1%±5.37. However, the result also shows that the k-NN classifier outperforms 
the Naïve Bayes classifier. The k-NN classifier has the accuracy above 90% for all 
the approaches while Naïve Bayes classifier only reaches 83.1% and 88.7% in both 
approaches, with and without performing the stemming process. This shows the k-
NN classifier was indeed performed better than Naïve Bayes classifier in topic 
selection of Malay articles.  

Table 3.  Prediction accuracies obtained for the k-NN and Naive Bayes classifiers 

 
 

The results also show that the stemming does help improving the performances of 
the classifier. Performing the stemming process also improves the prediction 
classification by reducing the number of features or terms in each document.  



5 Conclusion 

In conclusion, the proposed approach for topic selection for Malay articles has been 
described in detailed in this paper. Based on the results obtained from the 
experiments carried out in this paper, the proposed approach to topic selection for 
Malay articles by performing only feature extraction does show promising results. 
The k-NN classifier is the best classifier to be used for topic selection of Malay 
articles. The k-NN classifier also performs better with Cosine Similarity as its 
distance method and the best k value for the k-NN classifier was also identified in 
the experiment where the best value for k was 3. The obtained prediction 
performance is found to be better when the stemming process is performed prior to 
the classification process as redundant features are eliminated that could decrease 
the prediction performance. This can be seen in the results obtained from the 
experiments where both k-NN classifier and Naïve Bayes classifiers have 
improvement in the accuracy when stemming algorithm was included. However, the 
stemming algorithm still required refinement and it can be further improve. As 
mentioned before, a suggestion on improving the stemming algorithm will be adding 
the use of root word dictionary which is a list of root words so that the modification 
of the words after removal of prefix can be done correctly and effectively.  
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