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Abstract

The market demand for traditional crafts all over the world is decreasing. Traditional

crafts are more expensive but less functional than substitute products. Therefore, the

development of traditional crafts is necessary to preserve them. Traditional crafts them-

selves have aesthetic attributes such as brand image, individual preferences, and cultural

backgrounds which do not exist in substitute products. These aesthetic attributes are key

factors in attracting the consumers. For traditional products, the decision-making process

of the consumer is influenced by their individual feelings. By discovering and transfer-

ring these feelings into the product design, we can increase demand for traditional crafts.

Our objective in this dissertation is to propose a model for representing these aesthetic

aspects of traditional crafts. In Kansei Engineering (KE), these aesthetic attributes are

called Kansei attributes and defined using Kansei words.

According to the research by Kansei Engineering (KE) and evaluation, a Kansei ex-

periment is usually conducted in advance to build the Kansei database of products in

which products are assessed according to a predefined set of their Kansei attributes from

a population of subjects, typically by means of the semantic differential (SD) method.

The Kansei database is then used to generate the so-called Kansei profiles of products,

which serve as knowledge for the purpose of affective design or consumer-oriented evalu-

ation. Basically, there are two main approaches to modeling Kansei data for generating

Kansei profiles. In the first approach, which has been used in many KE studies, Kansei

data is usually treated as numerical data in which a Kansei judgment is viewed as a crisp

score and the average of scores given by a population of subjects is defined as the Kansei

profile of products. Alternatively, the second approach recently proposed is based on vot-

ing model semantics for generating Kansei profiles in which Kansei judgment is viewed as

categorical data. However, both these approaches of Kansei data modeling do not take

into account the fuzziness inherent in Kansei data.

This dissertation addresses the problem of Kansei evaluation and modeling for per-

sonalized recommendation and design support. In particular, it first proposes a novel
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approach to modeling Kansei data that can capture not only the uncertainty of Kansie

data due to subjective judgments but also the fuzziness inherent in Kansei data due to

their qualitative nature. Then, a new method for generating the Kansei profiles of prod-

ucts making use of the proposed approach of Kansei data modeling is also developed.

Eventually, the newly developed method for generating the Kansei profiles is integrated

into the target-based decision model in order to develop a consumer-oriented evaluation

model for personalized recommendation in traditional products.

Keywords: Kansei data; Linguistic variable; Semantic overlapping; Consumer-oriented

evaluation; Decision support system
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Chapter 1

Introduction

1.1 Research context

Currently, the market for traditional crafts all over the world is decreasing. Therefore,

promotion and development of traditional crafts are necessary to preserve them. Even

in the government sector, The Japanese Ministry of Economic, Trade, and Industry of

Japanese (METI) has issued “Densan Law” to promote and develop Traditional Craft

Industries [1].

In the functional perspective, most of the traditional products have limited functions

or features. The prices of the traditional products are relatively high, while the supply

is often low because they are usually crafted by an experienced artisan. These factors

affect the demand for the traditional product in the current situation. However, tradi-

tional products have characteristics that can represent the feeling of the consumer. Each

traditional product is unique through regional differences [2]. Therefore, the main reason

for purchasing a traditional products is not its functionality, but the aesthetic attributes

of the product itself.

1.2 Research Motivation

Apart from functional attributes, the aesthetic attributes of the product are the crucial

factor for making a purchase decision, especially when the consumer can quickly make

a comparison of products using the internet. Understanding these aesthetic attributes
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helps to design and evaluate the product. Some studies [3, 4, 5, 6, 7] show that the

aesthetic attributes of a product improve the product’s attractiveness. This attractiveness

affects the satisfaction of consumers regarding the quality of the product. Thus, the

aesthetic aspect of a product influences the consumer’s purchasing decision. In reality, the

purchase decision is usually made according to their aesthetic feeling toward the product.

Evaluation of the product’s aesthetic feeling is important for designing, marketing and

recommending the product [2].

This research is motivated by the effect of the aesthetic attribute of products on

consumers’ purchasing decisions. Moreover, consumers are willing to pay a premium

price for a product that meets their specific preferences. Designing and developing new

products or services are the difficult tasks. According to Zaltman [8], 80% of new products

and services will fail in the first six months after launching. In product design, consumers’

satisfaction is as important as the technical attributes in determining the success [9, 10,

11, 12]. We want to include these preferences into the product design. In this research,

we adopt the Kansei engineering method to improve the demand for traditional products.

Kansei Engineering (KE) researches how to translate these attributes into the design

elements of a product. The founder of Kansei Engineering, Mitsuo Nagamachi, defines

Kansei Engineering as the methodology to convert the feeling and recognition of con-

sumers for a product into the product’s design [13]. Kansei Engineering has been used to

develop new products and has been applied to many fields [14], including the food indus-

try [15], mobile phones [16, 17, 18], telephones [19], tactile sense on surface roughness [20],

chairs [21], machine tool design [22], battery drills [23], cars [13], baby strollers [24], real

estate [25] and table glass [26]. “Kansei” is a Japanese word that represents a complex

expression. This expression can be perceived not only by physical senses such as the sense

of sight, hearing, smell, taste, and touch but also recognition [27].

Kansei Engineering is also used to develop the method for product evaluation and rec-

ommendation. The product recommendation system has recently become a vital research

area [28, 29, 30, 31]. “Consumer-oriented Kansei evaluation” [2] which is designed and

developed to sizing up consumers’ preferences, plays an important role in increasing the

attractiveness of a product.
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1.3 Statement of problems

In Kansei Engineering, the aesthetic attributes of the product are transferred into knowl-

edge. This knowledge can be used to design new products or evaluate the products.

In Kansei Engineering, we refer to these attributes as Kansei attributes. To obtain the

knowledge, we need Kansei data acquired by conducting Kansei experiments. Then we

interpret Kansei data and find the relationship between design elements and Kansei at-

tributes. Multivariate analysis techniques such as regression analysis or principal com-

ponent analysis (PCA) are generally used to establish this relationship. However, the

consumer’s judgment on these attributes is usually vague and ambiguous. To accurately

translate these attributes into useful knowledge, data modeling and product evaluation

which can help interpret the vagueness and ambiguity of the consumer’s judgment are

necessary.

The following problems arise in the modeling and evaluating of the feeling of the

consumer in product design.

1. Kansei data are usually treated as a crisp value for simplicity. As a result, the

qualitative and ambiguous Kansei attributes are not considered.

2. The subject of the Kansei experiment is sometimes not certain about his judgment

in the assessments.

3. The evaluation model cannot target the requests specified by the consumer’s Kansei

preferences.

1.4 Research objectives

To solve the problems mentioned above, we propose a solution which is divided into two

parts. In the first part of the solution, we propose a Kansei data model to represent

the Kansei data. Kansei data are interpreted and transferred into the Kansei profile.

The data model must be able to represent the ambiguity of Kansei data. Furthermore,

the uncertainty of the subject’s judgment in the Kansei experiment must be considered.

For the second part of the solution, we use Kansei evaluation based on multi-attribute

fuzzy target-oriented decision analysis and the prioritized aggregation technique. This

3



technique can evaluate multiple attributes of the decision-making problem. To target

specific preferences of consumers, we implement the concept of prioritized aggregation

operators proposed by Yager [32].

To summarize, the objectives of this research are to:

1. Propose an approach to model Kansei data. This approach is based on the linguistic

interpretation of Kansei data [33]. The concept of semantic overlapping is extended

to this model using the probabilistic semantic of fuzzy sets.

2. Develop a target-based model for consumer-oriented evaluation using the proposed

Kansei data modeling approach.

1.5 Research contribution

The main contribution of this research is an alternative method to represent Kansei data.

There are original features that set our modeling method apart from the rest.

1. We use linguistic labels which correspond to Kansei attributes to represent the

subject’s assessment rather than represent the subject’s assessment in the Kansei

experiment in crisp value.

2. We propose a method to embed the uncertainty of the judgment of the subject.

1.6 Chapter organization

The rest of our thesis is depicted as follows:

• Chapter 2 describes the background and literature review of related theories. First,

we give a brief description of Kansei Engineering and its application. The fundamen-

tals of the fuzzy set is then described in the next section. In the following section we

describe a method called “Computing with Words” which our Kansei data modeling

is based on. The final section discusses “Multi-attribute decision analysis.”

• Chapter 3 proposes a method for Kansei data modeling. We begin with how we

acquire Kansei data. Then, we explain the method to modeling Kansei data which

4



incorporates the uncertainty of Kansei data. The proposed modeling method also

includes the “semantic overlapping” of the consumer’s judgment of a product item.

In the last section, we presenet a method to create a Kansei profile of products from

the Kansei data.

• Chapter 4 presents the consumer-oriented evaluation problem. A technique for

modeling consumers’ specific preferences is explained. Then we discuss how to

formulate the consumer’s target. In the last section, we propose a method for

target-based evaluation.

• Chapter 5 conducts a case study of the proposed Kansei data modeling. The Kan-

sei data which are collected by a Kansei experiment of traditional products called

Kutani cups are used. The Kansei profile is generated and used as the knowledge

in the consumer-oriented evaluation.

• Chapter 6 presents the conclusion of this thesis. We also discuss the academic

impact, the social impact, applications, and future works.
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Chapter 2

Background of Kansei engineering

and related theories

In this chapter, backgrounds, related theories and studies are discussed. We first discuss

Kansei engineering and its methodologies to show the fundamental concept and example

of applications. In the next section, the fundamentals of the fuzzy set are explained,

as a fuzzy set is the primary tool in this research. Then, we summarize the basics of

“computing with words” which is used in chapter 3. Finally, we review the multi-attribute

decision-making problems and related works that will be implemented in chapter 4.

2.1 Kansei Engineering

The founder of Kansei Engineering, Mitsuo Nagamachi, defines Kansei Engineering as

the methodology to convert the feeling and recognition of consumers for a product into

the product’s design [13]. Kansei engineering has been used to develop new products and

applied to many fields [14] such as the food industry [15], mobile phones [16, 17, 18],

telephones [19], tactile sense on surface roughness [20], chairs [21], machine tool design

[22], battery drills [23], cars [13], baby strollers [24], real estate [25], and table glass [26].

“Kansei” is a Japanese word that represents a complex expression. This expression can

be perceived not only by physical senses such as the sense of sight, hearing, smell, taste,

and touch but also recognition [27].

Many new products have been designed using Kansei engineering such as the Mazda
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Miata [14], Wacoal Good-Up Bra [34, 35], Boeing interior design [36], Sharp refrigerator

[37], and Sharp camcorder [38]. According to Shimizun[cite], Kansei Engineering is a tool

used in product development to find a relation between product properties and the design

characteristics.

2.1.1 Kansei methodologies

Nagasawa [39], one of the pioneers of Kansei Engineering, suggests that there are three

main focus points in the Kansei Engineering method:

1. Understanding consumers’ feelings (Kansei)

2. Translating Kansei understanding into the design of a product

3. Creating a system for Kansei oriented design

Kansei Engineering studies use both qualitative and quantitative methodologies [40,

41, 36, 42, 43, 44, 45]. There are techniques used to collect the information such as focus

group [46], self-report system [42, 47, 48], and ethnographic techniques [49]. Currently,

there are eight types of KE [34, 10] as follows:

• KE Type I: Category Classification

Methods in this category convert the feelings of the consumer to the design elements

of a product. The product is produced according to the designed elements form KE.

Mazda Miata [14] is an example of Kansei Engineering in this category.

• KE Type II: KE System

This is a Computer Aided KE System (KES). Examples of this category implemen-

tation are flower arrangements [47] and house design support systems [50].

• KE Type III: KE Modeling

In KE Modeling, mathematical modeling is used as logic. The mathematical model

represents the knowledge in the system. [51] has implemented the KE Modeling in

“Word sound diagnostic system.”

• KE Type IV: Hybrid KE
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There are two types of Kansei Engineering Systems (KES) for supporting consumers

and designers. Forward Kansei Engineering System (Forward KES) is a consumer

decision support system, while Backward Kansei Engineering System (Backward

KES) is a designer support system. Hybrid KE combines the systems of both the

Forward and Backward KES [52].

• KE Type V: Virtual KE

Virtual KE implements the Virtual Reality (VR) technique in KE. Customers ex-

amine a Kansei product and its design elements in the virtual world. For example,

Matsushita Electric Works [53] implements Virtual KE to design its kitchen cabi-

nets.

• KE Type VI: Collaborative KE

In this category, designers and consumers cooperate to develop a new design of a

product. Designers and consumers are collaborating through a network. Therefore,

they are not required to present in the same place. Internet Collaborative Design

System is an example of Collaborative KE.

• KE Type VII: Concurrent KE

In this category, we gather the representatives from various departments in a com-

pany to conduct a Kansei evaluation and analysis by brainstorming. In [54], the

concurrent KE was implemented to design the container for a shampoo.

• KE Type VIII: Rough Sets KE

In general, Kansei has nonlinear characteristics which can be treated independently.

The decision rules can be determined by group meaning in If-Then style. In [55],

the study of a beer can is demonstrated by using Rough Sets KE.

In this thesis, our framework is based on [56] and shown in figure 2.1.
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2.2 Fuzzy set

Fuzzy sets were introduced by Zadeh in 1965 [57]. Fuzzy sets are used in many areas, such

as linguistics [58], decision-making [59] and clustering [60]. A fuzzy set is used as a tool

in Kansei engineering (Type-III). In the decision-making process, we sometimes cannot

precisely define or express our feeling towards products. This section is a summarization

from [61] and [62].

A fuzzy set is an extension of the crisp or classic set. In a fuzzy set, every element is a

member of the set with membership degree. Contrarily, each element is either a member

or not a member of the set.

2.3 Computing with words

Computing with words is a methodology of using words or linguistic terms in place of

numbers for computing and reasoning [63, 64]. In [65, 66], the framework and methodology

to compute with words are introduced. The knowledge of experts can be embedded into

system models using linguistic rules.

2.4 Multi-attribute decision analysis

2.4.1 Introduction

In Multi-attribute decision analysis (MADA) problems, we have to select the best alter-

native regarding to its fitness [67]. Most of MADA techniques use a concept of a decision

matrix, as shown in table 2.1.

In table 2.1, O “ tO1, O2, ..., OMu is the set of alternatives (products), and A “

tA1, A2, ..., AMu ) is the set of attributes. The consequence on attribute An of alternative

Om is expressed as AnpO
mq or Amn . Based on work by Chen [68, 69], there are three

types of preference expressions: value functions (preferences on consequences), weights

(preferences on criteria), and aggregation operators (preferences on aggregation modes).
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Table 2.1: Multi-attribute decision matrix

Alternatives
Attributes

A1 A2 ... AN

O1 A1
1 A1

2 ... A1
N

O2 A2
1 A2

2 ... A2
N

.... .... .... .... ....

OM AM1 AM2 ... A1
M

2.4.2 Preferences on consequence data

In multi-attribute decision analysis problems, there are several ways to express preferences

based directly on consequences (e.g., definition 16).

Definition 1. [69] The MADA’s preference on consequence for attribute An of alternative

Om is a value cnpA
m
n q “ cmn . The MADA’s preference on consequences over all attributes

of alternative Om is the value vector

cm “ pcm1 , ..., c
m
Nq. (2.1)

The relationship between consequences and values can be expressed as

cmn “ fnpA
m
n q (2.2)

whereas:

fnpA
m
n q : Amn Ñ r0, 1s (2.3)

There are two types of approaches based on [69, 68] to generate values based on

consequences: single alternative-based methods and binary alternative-based methods.

1. Single alternative-based methods: Single alternative-based methods focus on the

expression of values according to single alternative, such methods are Utility func-

tions [70], Normalization functions [71], Fuzzy set based approach [72], Aspiration-

level functions [73].

2. Binary alternative-based methods: Binary alternative-based methods focus on the

expression of values comparing two alternatives, such methods are Analytic Hierar-

chy Process Method [74], ELECTRE [75], the PROMETHEE method [76]

11



2.4.3 Preferences on attributes

These preferences refer to expressions of the relative importance of attributes which gen-

erally called weights [69]. Given the weight for attribute Xn is wn, we assume that wn ě 0

for all criteria, and
řN
n“1wn “ 1. A weight vector is denoted W “ pw1, ..., wn, ...wNq. The

weights approaches are as follows:

1. AHP and geometric ratio weighting

2. Swing weights apply ratio data to represent weights

3. Ordered weighted averaging (OWA) weights

4. Data envelopment analysis (DEA)

2.4.4 Preferences on aggregation modes

These preferences consider that some criteria are more important than others. the

multi-attribute decision analysis associates different importance weights with different

attributes.

2.4.5 Consumer-oriented evaluation model

Two main problems in consumer-oriented evaluation for multi-attribute decision analysis

are aggregation and ranking problems. Among the various studies in Kansei evaluation,

statistical analysis is widely accepted [77, 19, 25]. Researchers in [25, 78] used the principal

component analysis (PCA) and its extension called fuzzy PCA to reduce the complexity of

the Kansei evaluation process. In [26], researchers proposed an approach which evaluates

new product prototypes. The evaluation is justified by their relationship to the ideal

product. There are also studies on subjective evaluation, decision analysis, and sensory

evaluation. These methods have been used in the evaluation problems [79, 80, 81, 82, 83,

84, 85].

To summarize, the main problems of Kansei evaluation process are:

1. The preference of consumer are subjective and vary.

2. It is hard to identify their heuristic functions for Kansei attributes of consumer[86].

12



3. The priority of Kansei attributes is different according to each consumer.

To solve the problems mentioned above, we use Kansei evaluation based on multi-

attribute fuzzy target-oriented decision analysis and prioritized aggregation technique. In

order to represent vagueness of consumer’s preference, we use fuzzy targets. Addition-

ally, there are many Kansei attributes to be considered. To deal with the multiple and

prioritized Kansei attributes, Yager[32] propose the prioritized aggregation operators.

2.4.6 Ranking fuzzy numbers

There are many studies comparing and ranking fuzzy numbers, mainly related to ap-

plications of fuzzy sets in decision analysis [87, 88, 89, 90, 91]. The collection of cases

examined by Bortolan and Degani [92] has been widely used as the benchmark example

for comparative studies of ranking methods [93]. Ranking methods can be divided into

three types [94].

1. Defining a ranking function or defuzzification function [95, 96, 97, 98].

2. Comparing fuzzy numbers using predefined reference sets [99, 100, 101, 102].

3. Constructing a set of the pairwise relationships between fuzzy numbers to develop a

formula to calculate the ranking of these fuzzy numbers using the set of relationships

[103, 104, 105, 106].

2.5 Summary

In this chapter, we present the background of Kansei engineering and the related theories

to provide the context of our thesis. First, we begin with a basic definition and applica-

tion of Kansei Engineering. Then, the fundamentals of a fuzzy set are briefly reviewed. A

fuzzy set is widely used to solve problems with uncertainty and ambiguity which resemble

the fundamental need for Kansei Engineering. We also illustrate a methodology based on

the concept of the fuzzy set that uses words or linguistic terms for computing and rea-

soning. We summarize the methodology proposed by Lawry [66] in this chapter. Finally,

a literature review of problems related to muti-attribute decision-making is provided. In

the next chapter, a model for representing Kansei data is proposed.
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Chapter 3

A Linguistic representation method

for Kansei data

In this chapter, we propose a method for modeling Kansei data called “A Linguistic

Representation Method for Kansei Data.” Naturally, the subjective feeling of a consumer

is vague and uncertain. This characteristic of Kansei data is hard to represent. To tackle

this issue, we propose a modeling method based on the linguistic interpretation of a Kansei

judgment to represent Kansei data. The proposed modeling method incorporates not only

the uncertainty in Kansei data but also the phenomenon called “semantic overlapping”

of Kansei data.

3.1 Kansei experiment

To acquire Kansei data for modeling, we conduct a Kansei experiment (Figure 3.1). First,

we identify the set of product items to be assessed. The number of product items can

vary depend on product domain [26, 107, 108, 109, 110, 7].

We denote a set of product items as

O “ tO1, O2, . . . , OMu

Then, product experts and Kansei engineers, are responsible for identifying a set of

Kansei attributes through brainstorming process [27]. These attributes are defined to

represent aesthetic attributes regarding selected items. We denote the set of Kansei

attributes as
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A “ tA1, A2, . . . , ANu

We use a bipolar pair of Kansei words 〈w´
n ,w

`
n 〉 to define Kansei attribute An [2]. We

denote the set of bipolar pair of Kansei words as

W “
 〈

w´
n ,w

`
n

〉
|n “ 1, . . . , N

(

.
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After selecting a set of product items and defining a set of Kansei attributes, we design

a questionnaire to assess product items. Typically, we employ the semantic differential

(SD) method to design a questionnaire [111].

For each product item in questionnaire, there are N Kansei attributes with a G-points

scale denoted as

V “ tv1, v2, . . . , vGu (3.1)

where w´
n and w`

n are at the ends between v1 and vG as illustrated in Figure 3.2.

An

w´
n v1 ¨ ¨ ¨ vG w`

n

Figure 3.2: Qualitative G-point scale for gathering Kansei data

According to “the rule of seven plus or minus two” [112], we usually use 5-point,

7-point, or 9-point scale in the questionnaire [78, 113, 107, 114, 3].

A population of subjects which is denoted as

E “ tE1, E2, . . . , EKu

is selected and invited to conduct Kansei experiment. They are requested to assess

the product items O on Kansei attributes A using the G-point scale.

Let us denote the Kansei database which is assessed by subject subject ek P E for

product Om P O on Kansei attribute An P A as

xnmpekq

where:

xnmpekq P V
for:

m “ 1, . . . ,M

n “ 1, . . . , N

k “ 1, . . . , K

as shown in Table 3.1.
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Table 3.1: Kansei database of product Om

Subjects E
Kansei attributes A

A1 A2 . . . AN

e1 x1mpe1q x
2
mpe1q . . . x

N
mpe1q

e2 x1mpe2q x
2
mpe2q . . . x

N
mpe2q

...
. . .

...
. . .

...

eK x1mpeKq x
2
mpeKq . . . x

N
mpeKq

In the rest of this chapter, we describe the proposed method to represent Kansei data

acquired from Kansei experiment.

3.2 Linguistic interpretation of Kansei data

For simplicity, most studies in Kansei engineering treat the value of Kansei data in Equa-

tion (3.1) as a crisp number. As a result, the qualitative and ambiguous nature of Kansei

attributes are not considered. Therefore, we propose an approach which considers V as

a linguistic variable. The linguistic variable is introduced by Zadeh in 1975 [115]. It is

developed for reasoning and computing with ambiguity in natural language. Generally, a

linguistic variable is defined as

xL,TpLq,Ω, S,My (3.2)

Where:

L : the name of the variable

TpLq : the set of labels or words

Ω : a universe of discourse

S : a syntactic rule for generating linguistic terms of TpLq

M : the semantic rule which associates with each linguistic label

Under such an observation, we model Kansei data from Kansei assessment of products

as a Kansei linguistic variable denoted by
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xLn,TpLnq,Ω,My (3.3)

Where:

Lng : the linguistic value with vg as its modal value

TpLnq : tLn1 , L
n
2 , . . . , L

n
Gu

Ω : r1, Gs

M : maps linguistic value in TpLnq to a r1, Gs

If a subject from population assesses product Om on Kansei attribute An using vg, it

means that the subject has selected Kansei linguistic label Lng . This Lng is regarding as

judgment of a subject. It is expressed by an assertion that “Om on Xn is Lng”. However, by

the nature of Kansei attributes, a subject sometimes is not certain about his judgment in

their assessments. To summarize, if a subject assesses product Om on attribute An using

Lng , the subject is not 100% certain that Lng is perfect representation of his judgement.

The other Kansei labels Lnl pl ‰ gq in Ln can also be used to describe Om on An. We

call this phenomenon as semantic overlapping of Kansei data. In this context, similar

with [116], Lng is called the prototype Kansei label of a subject’s Kansei judgment. Next,

we propose a method for modeling Kansei data.

3.3 Linguistic representation of products’ Kansei value

First, we denote the Kansei linguistic variable Ln “ tLn1 , L
n
2 , . . . , L

n
Gu. It is used for

linguistic assessments of products on attribute An by subjects. We assume that Ω “ r1, Gs

is the underlying domain. Kansei linguistic labels in Ln are semantically represented by

fuzzy sets in the underlying domain Ω.

Thus, the Kansei value of products is modeled by a base variable x over Ω. Subjects

use the Kansei linguistic labels in Ln to express their subjective assessment of products.

Let us denote µLng : r1, Gs Ñ r0, 1s the membership function of Kansei linguistic label

Lng . Based on Lawry’s notion of the linguistic description of value or (fuzzy) set of values

in the underlying domain of a linguistic variable [65], we now introduce in this section the

concept of a linguistic representation of products’ Kansei (imprecise) value.
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For ω P Ω, the linguistic description of Kansei value ω relative to the linguistic variable

Ln is a fuzzy set of Ln whose membership function, denoted by desLnpωq, is defined by

desLnpωq “ tpL
n
g , µLng pωqq|g “ 1, . . . , Gu (3.4)

Then we can derive the mass assignment of the fuzzy set desLnpωq on Ln, that would

provide a probabilistic interpretation for the linguistic description of ω [117, 118, 65].

Let tα1, α2, . . . , αJu be the range of the membership function desLnpωq such that αj ą

αj`1 ą 0. The mass assignment of desLnpωq, denoted by mω, is a probability distribution

on 2Ln satisfying

mωpHq “ 1´ α1,

mωpFjq “ αj ´ αj`1, for j “ 1, . . . , J ´ 1 and

mωpFJq “ αJ ,

(3.5)

where Fj “ tL
n
g P Ln|µLng pωq ě αju for j “ 1, . . . , J, and tFju

J
j“1 are the focal elements of

the mass assignment mω. The mass mωpFjq can be interpreted as the probability that Fj

is appropriate to use for description of Kansei value ω. It is easily seen that if Ln forms

a linguistic covering [65] of the domain Ω, i.e.,

@x P Ω, max
Lng PLn

tµLng pxqu “ 1

then mωpHq “ 0.

After some background knowledge is given, we define the linguistic representation of

Kansei value using the least prejudiced distribution [118, 65] as follows.

Definition 2. With the above notations, the linguistic representation of Kansei value ω

is defined as a mapping pLnp¨|ωq : Ln Ñ r0, 1s, where

pLnpL
n
g |ωq “

ÿ

Fj :Lng PFj

mωpFjq

p1´mωpHqq|Fj|
(3.6)

Then we have the following.

Proposition 1. The linguistic representation of Kansei value ω defined by (3.6) is a

probability distribution on Ln.
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Proof. By definition, we have

ÿ

Lng PLn

pLnpL
n
g |ωq “

ÿ

Lng PLn

ÿ

Fj :Lng PFj

mωpFjq

p1´mωpHqq|Fj|

“
1

p1´mωpHqq

ÿ

Lng PLn

ÿ

Fj |Lng PFj

mωpFjq

|Fj|

“
1

p1´mωpHqq

ÿ

Fj

ÿ

Lng PLn|Lng PFj

mωpFjq

|Fj|

“
1

p1´mωpHqq

ÿ

Fj

mωpFjq

“
α1

p1´mωpHqq
“ 1 (by 3.5)

This proves the proposition, and we interpret the value pLnpL
n
g |ωq as the probability that

Lng P Ln is the appropriate prototype Kansei label to describe Kansei value ω.

In Lawry’s research [65], we use the concept of the least prejudiced distribution to set

the constraint when extending the concept of a linguistic description to the case where

the value is imprecisely given as a set or a fuzzy set of the underlying domain. In our

case, we use the least prejudiced distribution of a linguistic description as a linguistic

representation of the Kansei value ω.

In the following definition, we extend the notion of linguistic representation to the

case of interval Kansei value.

Definition 3. Assume that the Kansei value ω is given imprecisely by an interval I Ă Ω,

then the linguistic representation of interval Kansei value I can be defined as a mapping

pLnp¨|ωq : Ln Ñ r0, 1s by

pLnpL
n
g |Iq “

1

σpIq

ż

I

pLnpL
n
g |ωqdω (3.7)

where σpIq is the length of interval I.

The rationale behind this definition is the following: the Kansei value ω given impre-

cisely is regarded as a random variable having a uniform distribution on I, then pLnpL
n
g |Iq

defined by (3.7) can be interpreted as the expected probability that Lng is the prototype

Kansei label used to describe imprecise Kansei value ω given by I.

By definition and from Proposition 1, the following easily follows.

Proposition 2. The linguistic representation of interval Kansei value I defined by (3.7)

is a probability distribution on Ln.
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Furthermore, the notion of linguistic representation can be extended to the case where

the Kansei value ω is given imprecisely by a fuzzy number in Ω.

Definition 4. Let F be the fuzzy Kansei value represented by a fuzzy set in Ω. Then the

linguistic representation of fuzzy Kansei value F is defined by

pLnpL
n
g |F q “

ż 1

0

ż

Fα

pLnpL
n
g |ωq

σpFαq
dωdα (3.8)

where Fα is the alpha-cut of F .

Again it follows by definition and Proposition 1 the following.

Proposition 3. The linguistic representation of fuzzy Kansei value F defined by (3.8) is

a probability distribution on Ln.

As we already introduce a notation of linguistic representation and its extension. Next,

we discuss how to extend a notation of linguistic representation further to capture the

semantic overlapping amongst Kansei labels. First, we assume that a subject e P E

determines a Kansei label L P Ln as his judgment for product o P O on attribute a P A.

We cannot imply that L is only representation. The other labels could also describe

the Kansei value ω. This can be modeled using the linguistic representation of subject

e’s Kansei judgment L, represented by a membership function µL, using Equation (3.8).

In other words, taking the semantic overlapping amongst Kansei labels into account the

original Kansei judgment of subject e can be now represented as a probability distribution

on Ln as below

rpLnpL
n
1 |Lq, pLnpL

n
2 |Lq, . . . , pLnpL

n
G|Lqs (3.9)

where pLnpL
n
g |Lq is interpreted as the probability that Kansei label Lng is appropriate to

use for the description of the subject’s Kansei value of a product, given his/her Kansei

judgment L.

3.4 Kansei profiles

To generate Kansei profiles for products, we assume further that there is a probability

distribution, denoted by pE, given in the population of subjects E. This probability
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distribution can be interpreted in a similar way as in the case of multi-expert decision-

making with linguistic assessment [119]. In [2], this probability distribution is used as

Kansei profile. For illustration, The Kansei profile of product #31 attribute A7 and A8

are shown in Figure 3.3 and 3.4 respectively. In Figure 3.5, the profile of all attributes

of product #31 are illustrated. After applying proposed method, a new Kansei profile

is calculated. Figure 3.6 and 3.7 show the comparison of Kansei profile between two

approaches for product #31 attributes A7 and A8 respectively. In Figure 3.8, the profile

of all attributes of product #31 using proposed method are illustrated. More details are

presented and discussed in Chapter 5.

L1 L2 L3 L4 L5 L6 L7

0

0.2

0.4

0.6

Figure 3.3: Kansei profile of product #31 attribute A7

Let us return back to Table 3.1. For each Kansei attribute An (n “ 1, . . . , Nq we

have the linguistic variable Ln used as a means for representing Kansei assessments by

subjects. For the Kansei judgment of subject ek on Kansei attribute An of product Om,

xnmpekq P Ln, by Equation 3.9 we obtain a linguistic representation of ek’s Kansei judgment

xnmpekq represented as the following distribution on Ln

rpLnpL
n
1 |x

n
mpekqq, pLnpL

n
2 |x

n
mpekqq, . . . , pLnpL

n
G|x

n
mpekqqs
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Figure 3.4: Kansei profile of product #31 attribute A8
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Figure 3.5: Kansei profile of product #31

In addition, taking the distribution pE into account, we can now define the collective

linguistic representation of Kansei judgment on Kansei attribute An (n “ 1, . . . , N) of
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product Om (m “ 1, . . . ,M) as follows

pnmpL
n
g q “

ÿ

ekPE

pLnpL
n
g |x

n
mpekqq ¨ pEpekq

“

K
ÿ

k“1

pLnpL
n
g |x

n
mpekqq ¨ πk,

(3.10)

where πk “ pEpekq and g “ 1, . . . , G.

For each h “ 1, . . . , G, let denote

Eh “ tek P E|xnmpekq “ Lnhu

and

πh “
ÿ

ekPEh

πk

Then the collective linguistic representation of Kansei judgment on Kansei attribute An

of product Om can be represented by

pnmpL
n
g q “

G
ÿ

h“1

pLnpL
n
g |L

n
hq ¨ πh (3.11)

for g “ 1, . . . , G. We have the following.

Proposition 4. The collective linguistic representation of Kansei judgment defined by

(3.11) is a probability distribution on Ln.

Proof. Indeed, we have

G
ÿ

g“1

pnmpL
n
g q “

G
ÿ

g“1

G
ÿ

h“1

pLnpL
n
g |L

n
hq ¨ πh

“

G
ÿ

h“1

πh

G
ÿ

g“1

pLnpL
n
g |L

n
hq

“

G
ÿ

h“1

πh “ 1

which proves the proposition. �

Especially, when pE is a uniform distribution, i.e. all subjects in E are equally impor-

tant, we obtain

pnmpL
n
g q “

G
ÿ

h“1

pLnpL
n
g |L

n
hq ¨

|Eh|

K
(3.12)
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In the same way, we can obtain a N -tuple of collective linguistic representations of

Kansei judgment on all attributes in A for product Om, namely

rp1
m,p

2
m, . . . ,p

N
ms (3.13)

which is referred to as Kansei profile of Om and specifically depicted in Table 3.2.

Table 3.2: Kansei profile of product Om

A Kansei linguistic variable Ln

Ln1 Ln2 . . . LnG

A1 p1
mpL

1
1q p1

mpL
1
2q . . . p1

mpL
1
Gq

A2 p2
mpL

2
1q p2

mpL
2
2q . . . p2

mpL
2
Gq

...
. . .

...
. . .

...

AN pNmpL
N
1 q pNmpL

N
2 q . . . pNmpL

N
G q

L1 L2 L3 L4 L5 L6 L7

0

0.2

0.4

0.6 Old
New

Figure 3.6: Comparison of Kansei profile of product #31 attribute A7 between two ap-

proaches
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Figure 3.7: Comparison of Kansei profile of product #31 attribute A8 between two ap-

proaches
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Figure 3.8: New Kansei profile of product #31

3.5 Summary

In this chapter, we propose a modeling method for representing Kansei data. This method

is based on the linguistic interpretation of the Kansei judgment and the probabilistic
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semantics of fuzzy sets.

First, we describe the details of conducting the Kansei experiment. We illustrate

the detail of how the Kansei database is acquired from a Kansei experiment. Then we

present the concept of linguistic data representation. We demonstrate how to implement

linguistic labels in our model to represent Kansei data. We present this interpretation

using probability distribution on the set of linguistic variables. These linguistic variables

are described using Kansei labels which correspond to a Kansei attribute. Later in this

chapter, we implement linguistic interpretation further to represent the Kansei value of the

product. This proposed method can handle the semantic overlapping of Kansei judgment

between Kansei labels. Finally, we generate a Kansei profile of products. The Kansei

profile generated by the proposed method can represent not only the vagueness of Kansei

data but also the “semantic overlapping” problem.

Our Kansei profile can be used in many applications such as evaluation of products.

In the next chapter, The Kansei profile is used as the knowledge for the personalized

evaluation problem [2].
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Chapter 4

A Method for Personalized

Evaluation

In this chapter, we discuss the method for evaluation of a product. This evaluation

problem is the “multi-attribute decision-making problem” discussed in chapter 2. Decision

analysis methods are generally used in many kinds of evaluation problems [120, 121, 82,

122, 123, 124, 125, 126]. However, most of the studies on evaluation methods do not take

the preference of individual consumers into consideration.

We propose a consumer-oriented evaluation model that targets the requests specified

by consumers’ Kansei preferences. The most straightforward method is to treat Kansei

data as numerical data [127], and then use the multivariate statistical analysis to find

linear relations between consumers’ preferences and products’ design elements. Some

scholars argue that there are nonlinear characteristics between consumers’ preferences and

products’ design elements [128, 129]. Some studies apply the Rough Set theory to analyze

Kansei data [130, 131, 130]. However, the most commonly used instrument to gather

Kansei data is the SD method. The proposed method aims to maximize the probability

of a product meeting the feeling targets specified by a particular consumer. This approach

itself is intuitively natural. However, some extensions are required to adapt our proposed

evaluation method into a really practical application. In a real-world recommendation

system, functional and quantitative features of traditional products are also important

factors in the decision-making process of the consumer. These factors should be considered

in the evaluation framework. Second, the ambiguous and uncertainty of human judgments
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regarding Kansei features by treating Kansei data are not considered because we represent

consumers’ judgments as categorical data. This problem can be solved using fuzzy sets

and fuzzy-set-based extension of target-oriented decision analysis [132].

4.1 A consumer-oriented Kansei evaluation model for

traditional products

Suppose there is a consumer who is interested in selecting the product that matches his

preference from the predefined set of the product. Consumer’s preference is defined by

attributes which is a subset of the set W. More specifically, we can state the specified

requests of a consumer in the pattern of the following statement [2]:

“I am interested in products which would best meet LQ (of) my preference

specified in W Ă W” (‹)

where LQ is a linguistic quantifier such as all, most, at least half, as many as possible,

etc.

Assume that W “ tw˚
n1
, . . . ,w˚

nqu and LQ corresponding to the request specified by

consumer as verbally stated in (‹), where ˚ stands for either ´ or `, and tn1, . . . , nqu Ď

t1, . . . , Nu. Then the problem is now how to evaluate products in O using products’

Kansei profiles taking consumer’s request specified as the pair rW,LQs into account?

Note that by assuming that ˚ stands for either ´ or ` as above, we mean that only

one of the two opposite Kansei words, w`
nl

or w´
nl
pl “ 1, . . . , qq, is present in W . For an

instance, the consumer who is interested in products that are formal, then he will not be

interested in the products that are casual.

In the following, we will develop a so-called consumer-oriented evaluation model based

on the target-based decision approach for solving this evaluation problem.

4.2 Formulating consumers’ Kansei targets

Naturally, if the judgement of consumer on Kansei attribute Anl (l “ 1, . . . , q) by the

left Kansei word w´
nl

, then we can implicitly assumes her preference order on the set
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Lnl1 Lnl2 Lnl3 Lnl4 Lnl5

0

0.5

1

(a) w˚nl “ w´nl

Lnl1 Lnl2 Lnl3 Lnl4 Lnl5

0

0.5

1

(b) w˚nl “ w`nl

Figure 4.1: Possibility distribution where G “ 5

Lnl of the Kansei linguistic labels toward Lnl1 where the left Kansei word w´
nl

is placed.

Conversely, if the consumer’s preference on that Kansei attribute is the right Kansei word

w`
nl

, then the preference order on Lnl should be in the reverse order, i.e. towards the end

LnlG , where the right Kansei word w`
nl

is placed. Fornally, the preference order relation on

Kansei attribute Anl , denoted by ľnl , can be adaptively defined according to consumer’s

preference as follows:

ľnlô

$

&

%

Lnl1 ľ ¨ ¨ ¨ ľ LnlG , if w˚
nl
“ w´

nl
;

Lnl1 ĺ ¨ ¨ ¨ ĺ LnlG , if w˚
nl
“ w`

nl
.

(4.1)

Moreover, due to the vagueness inherent in consumer’s expression of preference in

terms of Kansei words, similar as in [2] each w˚
nl

is considered as a fuzzy Kansei target,

denoted by Tnl , of the consumer with respect to Kansei attribute Anl , which can be

represented as a fuzzy variable on Lnl whose possibility distribution is defined as

µTnl
`

Lnlg
˘

“

$

&

%

pG´gq
pG´1q

, if w˚
nl
“ w´

nl
;

pg´1q
pG´1q

, if w˚
nl
“ w`

nl
.

(4.2)

Figure 4.1 illustrates the possibility distribution defined by Equation 4.2 given G “ 5.

If w˚
nl
“ w´

nl
, as discussed in Section 3.3, we easily obtain the mass assignment,

denoted by mnl : 2Lnl Ñ r0, 1s, corresponding to possibility distribution µTnl p¨q such that

mnlpT
g
nl
q “ 1

G´1
, for g “ 1, . . . , G´ 1, and T gnl “ tL

nl
1 , . . . , L

nl
g u

mnlpF q “ 0, for any F P 2LnlztT gnlu
G´1
g“1
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(a) w˚nl “ w´nl
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(b) w˚nl “ w`nl

Figure 4.2: Least prejudice distribution where G “ 5

Then the mass assignment mnl is transformed to the least prejudiced distribution, denoted

as pnl , by

pnlpL
nl
h q “

ÿ

T gnl |L
nl
h PT

g
nl

mnlpT
g
nl
q

|T gnl |
(4.3)

for h “ 1, . . . , G´ 1.

In a similar way, but with the reverse order preference on Lnl , we can easily compute

the least prejudiced distribution pnl for the case w˚
nl
“ w`

nl
. Particularly, for h “ 2, . . . , G,

we have

pnlpL
nl
h q “

ÿ

T gnl |L
nl
h PT

g
nl

mnlpT
g
nl
q

|T gnl |
(4.4)

where T gnl “ tL
nl
g , . . . , L

nl
G u for g “ 2, . . . , G.

Figure 4.2 illustrates the least prejudice distribution in case G “ 5.

4.3 Target-based Kansei evaluation

As defined in Section 3.4, the Kansei profile of product Om is N -tuple of probability dis-

tributions on Ln (refer to Equation 3.13) so that we obtain Kansei profiles of all products

in O as shown in Table 4.1. This profiles is a knowledge base to evaluate product.

Let us return back to the problem of consumer-oriented evaluation that aims to evalu-

ate products inO using their Kansei profiles so as to satisfy consumer’s request specified as

the pair rW,LQs. Now, based on the fuzzy target-based decision model proposed in [93],

31



Table 4.1: Knowledge base of Kansei profiles of products in O

Products O Kansei attributes A

A1 A2 . . . AN

O1 p1
1 p2

1 . . . pN1

O2 p1
2 p2

2 . . . pN2

...
. . .

...
. . .

...

OM p1
M p2

M . . . pNM

we develop a so-called target-based method for consumer-oriented evaluation problem as

follows.

1. For each w˚
nl
P W , we determine the preference order on Lnl for Kansei attribute

Anl according to (4.1). Then compute the least prejudiced distribution pnl of fuzzy

Kansei target Tnl based on (4.3) or (4.4).

2. For each Om P O, we get the Kansei profile of Om: rp1
m,p

2
m, . . . ,p

N
ms

(a) For each w˚
nl
P W , compute Pppnlm ľ pnlq, the probability that the Kansei

profile of Om meets the consumer’s target pnl on attribute Anl , by

Pppnlm ľ pnlq “
G
ÿ

g“1

pnlmpL
nl
g qP pL

nl
g ľnl pnlq fi Pnlm (4.5)

where P pLnlg ľnl pnlq is the cumulative probability function defined by

P pLnlg ľnl pnlq “
ÿ

L
nl
g ľnlL

nl
h

pnlpL
nl
h q (4.6)

(b) Then, the obtained probabilities Pppnlm ľ pnlq “ Pnlm , for l “ 1, . . . , q, will be

aggregated into an overall value by taking the linguistic quantifier LQ into

account, making use of the so-called ordered weighted averaging (OWA) oper-

ator [133]. This is done as follows.

An OWA operator of dimension q is a mapping

F : r0, 1sq Ñ r0, 1s

32



associated with a weighting vector rw1, . . . , wqs such that (i) wl P r0, 1s and (ii)
ř

l wl “ 1,

and

Fpa1, . . . , aqq “
q
ÿ

l“1

wlbl (4.7)

where bl is the l-th largest element in the collection ra1, . . . , aqs and weights wl can be

obtained directly using fuzzy set-based semantics of a linguistic quantifier LQ involved in

the aggregation process (see, e.g., [133], [2]).

In this thesis, we use fuzzy linguistic quantifiers as the weights. The fuzzy linguistic

quantifiers were introduced in [134]. We focus on the relative quantifiers such as most

and at least half. A relative quantifier F is defined as a mapping

F : r0, 1sq Ñ r0, 1s

Where:

F p0q =0

Dr P r0, 1s that Qprq “ 1

Q is a nondecreasing function

In [135], the generic membership function define as

Qprq “

$

’

’

’

’

’

&

’

’

’

’

’

%

0 if r ă a

r´a
b´a

if a ď r ď b

1 if if r ą b

(4.8)

Where:

a, b P r0, 1s

Figure 4.3 illustrates the generic membership function from equation 4.8

Then, Yager [133] propose to compute the weights wi’s based on the linguistic quan-

tifier represented by Q as follows:

wi “ Q

ˆ

i

n

˙

´Q

ˆ

i´ 1

n

˙

, for i “ 1, ..., n. (4.9)

Eqaution 4.10-4.15 are examples of linguistic quantifiers associate with their member-

ship functions from [135, 133].

Linguistic quantifier: there exists

Qprq “

$

’

&

’

%

0 if r “ 0

1 if r ą 0

(4.10)
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Qprq

r

b

a

Figure 4.3: Generic membership function

Linguistic quantifier: for all

Qprq “

$

’

&

’

%

1 if r “ 1

0 if r ‰ 1

(4.11)

Linguistic quantifier: identity

Qprq “ r (4.12)

Linguistic quantifier: at least half

Qprq “

$

’

&

’

%

2r if 0 ď r ď 0.5

1 if 0.5 ď r ď 1

(4.13)

Linguistic quantifier: as many as possible

Qprq “

$

’

&

’

%

0 if 0 ď r ď 0.5

2r ´ 1 if 0.5 ď r ď 1

(4.14)

34



Qprq

1

(0,0)
r

1

Figure 4.4: There exists membership function

Linguistic quantifier: most

Qprq “

$

’

’

’

’

’

&

’

’

’

’

’

%

0 if 0 ď r ď 0.3

2r ´ 0.6 if 0.3 ď r ď 0.8

1 if 0.8 ď r ď 1

(4.15)

Figure 4.4-4.9 illustrate the membership function from equation 4.10 - 4.15

There are additional measures “orness” and “andness” for OWA operator F associated

with weighting vector w “ rw1, ..., wns are defined as

ornesspFq “ 1

n´ 1

n
ÿ

i“1

ppn´ iqwiq (4.16)

andnesspFq “ 1´ ornesspFq (4.17)

Table 4.2 and 4.3 show linguistic quatifiers and the aggreagation behavior of corre-

sponding OWA F for the case n “ 5 respectively.

With OWA operator F encoding the semantics of linguistic quantifier LQ, we now

define the evaluation function, for any Om P O, as follows

V pOmq “ F pPn1
m , . . . ,Pnqm q (4.18)
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Qprq

1

(0,0)
r

1

Figure 4.5: For all membership function

Qprq

1

(0,0)
r

1

Figure 4.6: Identity membership function
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Qprq

1

(0,0)
r

1

Figure 4.7: At least half membership function

Qprq

1

(0,0)
r

1

Figure 4.8: As many as possible membership function
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Qprq

1

(0,0)
r

1

Figure 4.9: Most membership function

Table 4.2: Linguistic quantifiers of correponding F

Linguistic quantifier Weighting vector

there exists r1, 0, 0, 0, 0s

for all r0, 0, 0, 0, 1s

identity r0.2, 0.2, 0.2, 0.2, 0.2s

at least half r0.4, 0.4, 0.2, 0, 0s

as many as possible r0, 0, 0.2, 0.4, 0.4s

most r0, 0.2, 0.4, 0.4, 0s
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Table 4.3: Aggregation behavior of correponding F

Linguistic quantifier
Aggregation befavior of F

ornesspFq andnesspFq

there exists 1 0

for all 0 1

identity 0.5 0.5

at least half 0.8 0.2

as many as possible 0.2 0.8

most 0.45 0.55

The aggregated value V pOmq is interpreted as the degree to which product Om meets the

consumer’s Kansei preference specified as rW,LQs.

4.4 Summary

In the first section of this chapter, we introduce a consumer-oriented evaluation model.

Assuming that there is a predefined set of Kansei attributes, a consumer then uses a

subset of this predefined set to specify his preferences. The model also incorporates the

concept of “Linguistic Quantifier” into the model. In the second section, we formulate

the consumer’s target. We implement the least prejudiced distribution to represent the

preference of the consumer. In the last section, we present the target-based evaluation

of a product item. This evaluation uses the Kansei profile generated using the linguistic

representation of Kansei data in Chapter 3 and the preference of the consumer specified

by the model described earlier.

In the next chapter, we conduct a case study of the proposed Kansei data modeling

and consumer-oriented evaluation on Kutani-cup.
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Chapter 5

Case study: Consumer-oriented

evaluation of Kutani cups

In this chapter, we conduct a case study to illustrate proposed Kansei data model. We

use the Kansei data collected by Professor Yoshiteru Nakamori, Associate Professor Mina

Ryoke, Associate Professor Yukihiro Yamashita and their team. Next, we create Kansei

profile from Kansei data using proposed Kansei data model. Then, we evaluate products

using “A Consumer-Oriented Kansei Evaluation Method.”

After the Kansei profile creation and consumer-oriented evaluation are demonstrated,

We have a discussion about the evaluation result, sensitivity analysis of membership

function and the effect of consumer oriented evaluation method on proposed model.

5.1 Experiment data: Traditional Japanese Crafts

Professor Yoshiteru Nakamori, Associate Professor Mina Ryoke from the University of

Tsukuba, Associate Professor Yukihiro Yamashita from the Nagoya University of Eco-

nomics and their team have conducted a Kansei experiment of traditional Japanese hand-

painted Kutani cups. We use their data in our case study.

Kunita cups are a traditional Japanese hand-painted craft of Ishikawa prefecture,

Japan. In the experiment, they carefully selected 35 patterns of Kutani cups to be evalu-

ated. Pictures of Kutani cups are shown in Figure 5.1. The participants identified 26 Kan-

sei attributes used for assessment of the Kutani cups. This list of the 26 Kansei attributes
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translated into English is shown in Table 5.1. A 7-point SD scale was used to evaluate

the Kutani cups with respect to the 26 Kansei attributes such that V “ t1, 2, 3, 4, 5, 6, 7u.

Finally, a total of 60 subjects from the selected population including relevant re-

searchers of KE, senior residents and certified masters of traditional crafts, were chosen

as evaluators. They were invited to provide their judgment for 35 patterns of Kutani cups

on using the 26 Kansei attributes, simultaneously.

5.2 Kansei profile generation using the proposed ap-

proach

As discussed in Section 3.2, for each Kansei attribute, we can define a Kansei linguistic

variable with the set of seven Kansei labels. We use triangular fuzzy numbers as a seman-

tical representation of Kansei labels for the purpose of simplicity. Formally, the Kansei

label set Ln for Kansei attribute An (n “ 1, . . . , 26) is defined as shown in Equation (5.1).

Figure 5.2 shows the fuzzy numbers of Kansei linguistic variables for Kansei attribute.

Given the fuzzy set representation of Kansei linguistic labels in Ln with respect to

each Kansei attribute An (n “ 1, . . . , 26q, as discussed in Section 3.3, making use of

Equation 3.8-3.9 we can easily derive a 7-tuple of linguistic representations of all possible

prototype Kansei labels in Ln. Here, with the triangular membership functions of Kansei

linguistic labels of Ln as given in (5.1), we obtain the semantic overlapping amongst the

Kansei labels according to (3.8)-(3.9) as shown in Table 5.2.

For example, if a subject selects Ln2 as his/her Kansei judgment for a product on Kansei

attribute An, the linguistic representation of Ln2 defined as a probability distribution on

Ln is
„

0.109

Ln1
,
0.782

Ln2
,
0.109

Ln3
,
0.0

Ln4
,
0.0

Ln5
,
0.0

Ln6
,
0.0

Ln7



This means that, even if the subject chooses Ln2 , his confident is only 78.2% that Ln2 is the

only appropriate label to describe his Kansei judgment, The other labels escpecially Ln1

and Ln3 are also possible to represent his Kansei judgment. In this case label Ln1 and Ln3

are appropriate with an equal probability of 10.9% each. This phonomenal interestingly

represents the individual uncertainty and semantic overlapping of Kansei labels.
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O1 O2 O3 O4 O5

O6 O7 O8 O9 O10

O11 O12 O13 O14 O15

O16 O17 O18 O19 O20

O21 O22 O23 O24 O25

O26 O27 O28 O29 O30

O31 O32 O33 O34 O35

Figure 5.1: Hand-painted Kutani cups
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Table 5.1: The Kansei attributes used in the experiment

An
Left Kansei word 7-scale Kansei linguistic variable Right Kansei word

〈w´
n 〉 L1

n L2
n L3

n L4
n L5

n L6
n L7

n 〈w`
n 〉

A1 conventional l l l l l l l unconventional

A2 simple l l l l l l l compound

A3 solemn l l l l l l l funny

A4 formal l l l l l l l casual

A5 serene l l l l l l l forceful

A6 still l l l l l l l moving

A7 pretty l l l l l l l austere

A8 friendly l l l l l l l unfriendly

A9 soft l l l l l l l hard

A10 blase l l l l l l l attractive

A11 flowery l l l l l l l quiet

A12 happy l l l l l l l normal

A13 elegant l l l l l l l loose

A14 delicate l l l l l l l large-hearted

A15 luxurious l l l l l l l frugal

A16 gentle l l l l l l l pithy

A17 bright l l l l l l l dark

A18 reserved l l l l l l l imperious

A19 free l l l l l l l regular

A20 level l l l l l l l indented

A21 lustered l l l l l l l matte

A22 transpicous l l l l l l l dim

A23 warm l l l l l l l cool

A24 moist l l l l l l l arid

A25 colorful l l l l l l l sober

A26 plain l l l l l l l gaudy-loud

43



Ln “ tLn1 , Ln2 , Ln3 , Ln4 , Ln5 , Ln6 , Ln7u

“ tvery w´
n , w´

n , fairly w´
n , neutral, fairly w`

n , w`
n , very w`

n u

“ tp1, 1, 2q, p1, 2, 3q, p2, 3, 4q, p3, 4, 5q, p4, 5, 6q, p5, 6, 7q, p6, 7, 7qu.

(5.1)

V

µ

0

1
Ln
1 Ln

2 Ln
3 Ln

4 Ln
5 Ln

6 Ln
7

1 2 3 4 5 6 7

Figure 5.2: Linguistic varibles for Kansei attribute

Table 5.2: Semantic overlapping among Kansei labels in Ln

Prototype Kansei L
Linguistic representation of L on Ln

Ln1 Ln2 Ln3 Ln4 Ln5 Ln6 Ln7

Ln1 0.782 0.218 0.0 0.0 0.0 0.0 0.0

Ln2 0.109 0.782 0.109 0.0 0.0 0.0 0.0

Ln3 0.0 0.109 0.782 0.109 0.0 0.0 0.0

Ln4 0.0 0.0 0.109 0.782 0.109 0.0 0.0

Ln5 0.0 0.0 0.0 0.109 0.782 0.109 0.0

Ln6 0.0 0.0 0.0 0.0 0.109 0.782 0.109

Ln7 0.0 0.0 0.0 0.0 0.0 0.218 0.782
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Table 5.3: Population distribution of Kutani cup O31 on Kansei attributes A7 and A8,

respectively

Attribute
En

31p¨q

Ln1 L
n
2 L

n
3 L

n
4 L

n
5 L

n
6 L

n
7

A7 10 19 17 1 7 6 0

A8 5 16 30 1 5 3 0

Assume that all the 60 subjects are equally important, we can use Equation (3.12) to

generate the Kansei profile for product Om on Kansei attribute An. For h “ 1, . . . , 7, let

denote

En
mpL

n
hq “ tek P E|xnmpekq “ Lnhu (5.2)

and

πnmpL
n
hq “

|En
mpL

n
hq|

60
(5.3)

To illustrate and simplify the discussion, we use the result of Kutani cup O31 on Kansei

attributes A7 = xpretty, austerey and A8 = xfriendly, unfriendlyy. Then the population

distribution of evaluations of Kutani cup O31 on Kansei attributes A7 and A8 is obtained

by (5.2) shown in Table 5.3.

Accordingly, the weighting vectors with respect to the Kansei labels are obtained by

(5.3) as

π7
31 “

„

10{60

L7
1

,
19{60

L7
2

,
17{60

L7
3

,
1{60

L7
4

,
7{60

L7
5

,
6{60

L7
6

,
0{60

L7
7



“

„

0.17

L7
1

,
0.32

L7
2

,
0.28

L7
3

,
0.02

L7
4

,
0.12

L7
5

,
0.1

L7
6

,
0.0

L7
7



π8
31 “

„

5{60

L8
1

,
16{60

L8
2

,
30{60

L8
3

,
1{60

L8
4

,
5{60

L8
5

,
3{60

L8
6

,
0{60

L8
7



“

„

0.08

L8
1

,
0.27

L8
2

,
0.5

L8
3

,
0.02

L8
4

,
0.08

L8
5

,
0.05

L8
6

,
0.0

L8
7



(5.4)

Now taking the semantic overlapping amongst Kansei labels (Table 5.2) into consid-

eration, we can obtain the Kansei profiles of Kutani cup O31 on Kansei attributes A7 and

A8 as

p7
31 “

“

p731pL
7
1q, p

7
31pL

7
2q, p

7
31pL

7
3q, p

7
31pL

7
4q, p

7
31pL

7
5q, p

7
31pL

7
6q, p

7
31pL

7
7q
‰

p8
31 “

“

p831pL
8
1q, p

8
31pL

8
2q, p

8
31pL

8
3q, p

8
31pL

8
4q, p

8
31pL

8
5q, p

8
31pL

8
6q, p

8
31pL

8
7q
‰

(5.5)
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where as

p731pL
7
1q “

p0.17 ˚ 0.782q ` p0.32 ˚ 0.218q

L7
1

p731pL
7
2q “

p0.17 ˚ 0.109q ` p0.32 ˚ 0.782q ` p0.28 ˚ 0.109q

L7
2

p731pL
7
3q “

p0.32 ˚ 0.109q ` p0.28 ˚ 0.782q ` p0.02 ˚ 0.109q

L7
3

p731pL
7
4q “

p0.28 ˚ 0.109q ` p0.02 ˚ 0.782q ` p0.12 ˚ 0.109q

L7
4

p731pL
7
5q “

p0.02 ˚ 0.109q ` p0.12 ˚ 0.782q ` p0.1 ˚ 0.109q

L7
5

p731pL
7
6q “

p0.12 ˚ 0.109q ` p0.1 ˚ 0.782q ` p0.0 ˚ 0.109q

L7
6

p731pL
7
7q “

p0.1 ˚ 0.218q ` p0.0 ˚ 0.782q

L7
7

p831pL
8
1q “

p0.08 ˚ 0.782q ` p0.27 ˚ 0.218q

L8
1

p831pL
8
2q “

p0.08 ˚ 0.109q ` p0.27 ˚ 0.782q ` p0.5 ˚ 0.109q

L8
2

p831pL
8
3q “

p0.27 ˚ 0.109q ` p0.5 ˚ 0.782q ` p0.02 ˚ 0.109q

L8
3

p831pL
8
4q “

p0.5 ˚ 0.109q ` p0.02 ˚ 0.782q ` p0.08 ˚ 0.109q

L8
4

p831pL
8
5q “

p0.02 ˚ 0.109q ` p0.08 ˚ 0.782q ` p0.05 ˚ 0.109q

L8
5

p831pL
8
6q “

p0.08 ˚ 0.109q ` p0.05 ˚ 0.782q ` p0.0 ˚ 0.109q

L8
6

p831pL
8
7q “

p0.05 ˚ 0.218q ` p0.0 ˚ 0.782q

L8
7

(5.6)

Therefore,

p7
31 “

„

0.16

L7
1

,
0.31

L7
2

,
0.26

L7
3

,
0.06

L7
4

,
0.1

L7
5

,
0.09

L7
6

,
0.01

L7
7



p8
31 “

„

0.09

L8
1

,
0.28

L8
2

,
0.42

L8
3

,
0.08

L8
4

,
0.07

L8
5

,
0.05

L8
6

,
0.01

L8
7

 (5.7)

which the indication that Kansei labels L7
2 and L8

3 have the highest probabilities (0.31 and

0.42) describing the profile of Kutani cup O31 on Kansei attributes A7 and A8, respectively.

As described above, in the proposed approach the SD scale V is treated as a linguistic

variable consisting of 7 linguistic labels for each Kansei attribute. In this sense, our

approach can capture the fuzziness inherent in Kansei data. In addition, as we can
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Table 5.4: The possibility distribution for attribute w´
8 , w´

17 and w´
25

µTnl pL
nl
1 q µTnl pL

nl
2 q µTnl pL

nl
3 q µTnl pL

nl
4 q µTnl pL

nl
5 q µTnl pL

nl
6 q µTnl pL

nl
7 q

µTnl pL
nl
g q

p7´1q
p7´1q

p7´2q
p7´1q

p7´3q
p7´1q

p7´4q
p7´1q

p7´5q
p7´1q

p7´6q
p7´1q

p7´7q
p7´1q

result 1.00 0.83 0.67 0.50 0.33 0.17 0.00

Table 5.5: The possibility distribution for attribute w`
2 and w`

10

µTnl pL
nl
1 q µTnl pL

nl
2 q µTnl pL

nl
3 q µTnl pL

nl
4 q µTnl pL

nl
5 q µTnl pL

nl
6 q µTnl pL

nl
7 q

µTnl pL
nl
g q

p1´1q
p7´1q

p2´1q
p7´1q

p3´1q
p7´1q

p4´1q
p7´1q

p5´1q
p7´1q

p6´1q
p7´1q

p7´1q
p7´1q

result 0.00 0.17 0.33 0.50 0.67 0.83 1.00

observe, there is no subject assessing O31 on A7 and A8 using v7. However, the collective

linguistic representations of Kansei judgments of O31 on A7 and A8 respectively have L7
7

and L8
7 as appropriate labels but with small probabilities, due to the semantic overlapping

of Kansei linguistic judgments.

5.3 Consumer-oriented evaluation

Let us illustrate how the evaluation model proposed in the preceding section works, for

example, with consumer’s request formally specified as follows:

rtw`
2 ,w

´
8 ,w

`
10,w

´
17,w

´
25, u, as many as possibles

That is, the consumer is looking for Kutani cups that would meet as many as possible of

her feeling preferences of compound, friendly, attractive, bright and colorful.

Then, according to (4.1) we have preference orders defined on Kansei attributes A2,

A8, A10, A17 and A25 as ľ2“ľ10 and ľ8“ľ17“ľ25, where

L7 ľ2 . . . ľ2 L1 and L1 ľ8 . . . ľ8 L7

The possibility distributions defined by 4.2 for Kansei target w´
8 , w´

17 and w´
25 and by

(4.4) for Kansei targets w`
2 and w`

10 are depicted in table 5.4 and 5.5, respectively.

We can obtain the least prejudiced distributions defined by (4.3) for Kansei targets

w´
8 , w´

17 and w´
25 as
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ÿ
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ÿ
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and by (4.4) for Kansei targets w`
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10 as
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Figure 5.3: The least prejudiced distributions induced by fuzzy Kansei targets
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The least prejudiced distributions defined by (4.3) for Kansei targets w´
8 , w´

17 and

w´
25 and by (4.4) for Kansei targets w`

2 and w`
10 are depicted in Figure 5.3 (a) and (b),

respectively.

Assume that the membership function of the quantifier ‘as many as possible’ is defined

as a mapping Q : r0, 1s Ñ r0, 1s such that [135]

Qprq “

$

&

%

0 if 0 ď r ď 0.5

2r ´ 1 if 0.5 ď r ď 1

Then we can obtain the weighting vector w “ rw1, w2, w3, w4, w5s making use of Yager’s

method proposed in [133] by

wl “ Q

ˆ

l

5

˙

´Q

ˆ

l ´ 1

5

˙

, for l “ 1, . . . , 5

which yields w “ r0, 0.0.2, 0.4, 0.4s.
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Now, by (4.5) and (4.6) we compute probabilities P2
m, P8

m, P10
m , P17

m and P25
m of meeting

corresponding Kansei targets w`
2 , w´

8 , w`
10, w´

17 and w´
25 for each Kutani cup Om (m “

1, . . . , 35). For illustration, we compute probability P7
31 of meeting Kansei target w`

7 as

an example in equaltion 5.8 - 5.10 .

From 4.5,

P7
31 “

7
ÿ

g“1

pnlmpL
nl
g qP pL

nl
g ľnl pnlq (5.8)
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and from 4.6,

P pLnl1 ľnl pnlq “
1
ÿ

h“1

pnlpL
nl
h q

“ 0.0

P pLnl2 ľnl pnlq “
2
ÿ

h“1

pnlpL
nl
h q

“ 0.0` 0.03

“ 0.03

P pLnl3 ľnl pnlq “
3
ÿ

h“1

pnlpL
nl
h q

“ 0.0` 0.03` 0.06

“ 0.09

P pLnl4 ľnl pnlq “
4
ÿ

h“1

pnlpL
nl
h q

“ 0.0` 0.03` 0.06` 0.1

“ 0.19

P pLnl5 ľnl pnlq “
5
ÿ

h“1

pnlpL
nl
h q

“ 0.0` 0.03` 0.06` 0.1` 0.16

“ 0.35

P pLnl6 ľnl pnlq “
6
ÿ

h“1

pnlpL
nl
h q

“ 0.0` 0.03` 0.06` 0.1` 0.16` 0.24

“ 0.59

P pLnl7 ľnl pnlq “
7
ÿ

h“1

pnlpL
nl
h q

“ 0.0` 0.03` 0.06` 0.1` 0.16` 0.24` 0.41

“ 1.00

(5.9)
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Thus,

P7
31 “ p0.16 ˚ 0.0q ` p0.31 ˚ 0.03q ` p0.26 ˚ 0.09q`

p0.06 ˚ 0.19q ` p0.1 ˚ 0.35q ` p0.09 ˚ 0.59q ` p0.01 ˚ 1.0q

“ 0.1436

(5.10)

Then, using (4.18) we have

V pOmq “ FpP2
m,P8

m,P10
m ,P17

m ,P25
m q

where F is the OWA operator of dimension 5 associated with the weighting vector w “

r0, 0, 0.2, 0.4, 0.4s.

Finally, the target achievements of Kutani cups for selected attributes as well as their

aggregate values using linguistic qualifier ‘as many as possible’ are shown in Table 5.6.

The obtained ranking is then considered as the recommendation according to consumer’s

request specified by

rtw`
2 ,w

´
8 ,w

`
10,w

´
17,w

´
25, u, as many as possibles

5.4 Discussions

5.4.1 The evaluation result

Let us consider the top three Kutani cups O4, O35 and O24 those profiles on selected

attributes are shown in Figure 5.4, Figure 5.5 and Figure 5.6, respectively. Matching the

least prejudiced distributions induced by Kansei targets (Figure 5.3) and Kansei profiles

on selected attributes of Kutani cups, we can see that the obtained result reflects rather

well consumer’s attitudes towards Kansei targets and aggregation behavior induced by

linguistic quantifier used in consumer’s request.

It is worth noting that aggregation operator F with weighting vector corresponding to

linguistic qualifier ‘as many as possible’ behaves toward an ‘AND’ aggregation, due to the

requirement of meeting as many as possible of the five Kansei targets tcompound, friendly,

attractive, bright, colorfulu. As such, the cup O4 is the most recommended product as

having the highest aggregate value which is the weighted sum of its three lowest degrees of
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Table 5.6: Target achievements for selected attributes of Kutani cups and their aggregate

values using linguistic qualifier ‘as many as possible’

Rank Product w`
2 w´

8 w`
10 w´

17 w´
25 Aggregate value

#1 O4 0.520025 0.463688 0.428180 0.491468 0.328095 0.395248

#2 O35 0.596131 0.397232 0.327011 0.406938 0.387908 0.365414

#3 O24 0.411411 0.475931 0.248224 0.609647 0.508942 0.359040

#4 O31 0.606135 0.430731 0.199804 0.521938 0.491729 0.350560

#5 O33 0.630634 0.310095 0.254294 0.551102 0.508058 0.327367

#6 O10 0.287541 0.541899 0.330383 0.549422 0.314617 0.306940

#7 O30 0.441292 0.297133 0.365229 0.308980 0.294748 0.298549

#8 O6 0.255884 0.519287 0.235527 0.613633 0.493179 0.295200

#9 O3 0.510061 0.305776 0.216592 0.425776 0.446414 0.294102

#10 O22 0.492550 0.298177 0.226551 0.409206 0.481328 0.291733

#11 O21 0.357500 0.333546 0.259473 0.345926 0.278075 0.281729

#12 O26 0.325861 0.360088 0.198079 0.447475 0.425584 0.281594

#13 O16 0.300772 0.389261 0.438541 0.315843 0.232551 0.276498

#14 O1 0.655496 0.157949 0.332237 0.367259 0.508967 0.269526

#15 O17 0.494190 0.236384 0.283391 0.304185 0.349587 0.268747

#16 O14 0.363552 0.467553 0.070515 0.473052 0.475452 0.267138

#17 O9 0.210845 0.522853 0.391129 0.497356 0.261397 0.267123

#18 O11 0.204253 0.548827 0.356622 0.543505 0.281062 0.265450

#19 O29 0.234915 0.600222 0.279530 0.541064 0.274480 0.259664

#20 O25 0.255883 0.437307 0.392516 0.369947 0.193790 0.253858

#21 O32 0.590928 0.259255 0.238994 0.269248 0.384168 0.253149

#22 O18 0.734643 0.098814 0.301928 0.450055 0.739662 0.250308

#23 O2 0.486821 0.399237 0.353703 0.269711 0.174682 0.248498

#24 O13 0.248530 0.675964 0.206608 0.627204 0.261551 0.234365

#25 O27 0.269952 0.318525 0.461769 0.270028 0.178210 0.233271

#26 O28 0.463018 0.274604 0.297284 0.226134 0.210591 0.229611

#27 O8 0.162538 0.541821 0.399338 0.511993 0.207917 0.228049

#28 O7 0.100144 0.575727 0.364353 0.533313 0.248855 0.212470

#29 O15 0.143998 0.468843 0.330074 0.455888 0.189727 0.199505

#30 O20 0.617130 0.141927 0.285565 0.136840 0.297460 0.168620

#31 O12 0.606500 0.120144 0.201230 0.196468 0.359102 0.166891

#32 O19 0.341159 0.251189 0.192023 0.135147 0.168105 0.159705

#33 O34 0.472042 0.222790 0.326899 0.129327 0.153691 0.157765

#34 O23 0.376296 0.205596 0.450828 0.099145 0.084618 0.114624

#35 O5 0.122027 0.293308 0.475549 0.117959 0.090160 0.107653

target achievement for friendly, attractive and colorful, while having good performance on

other two targets compound and bright. Interestingly, the second recommended product
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Figure 5.4: Kansei profile of Kutani cup O4 on selected attributes
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Figure 5.5: Kansei profile of Kutani cup O35 on selected attributes
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Figure 5.6: Kansei profile of Kutani cup O24 on selected attributes

O35 has the second highest aggregate value of target achievement also for friendly, attrac-

tive and colorful. This is because, as we can observe graphically, the profiles on selected

attributes of these two products are quite similar to each other. Although the cup O24

has quite good performance on bright and colorful as well as comparable performance on

compound and friendly, its performance on attractive is much lower in comparison with

O4 and O35, this significantly lowers the aggregate value of its three lowest degrees of

target achievement for compound, friendly, attractive and consequently makes it thirdly

recommended.

5.4.2 Effect of proposed model on Kansei profile

In Figure 3.6 and 3.7, we show the effect of proposed Kansei data model in Kansei

profile. proposed Kansei data model make the histogram of Kansei profile smoother.
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The uncertainty of consumer’s judgment decreases the confidence of his judgment. The

maximum point of the histogram is also decrease. However, the minimum point of the

histogram is increase. The difference of Kansei profile between proposed method and

normal method can be shown in the following

4pnmpLng q “ 0.109pnmpL
n
g´1q ´ 0.109pnmpL

n
g q ` 0.109pnmpL

n
g`1q ´ 0.109pnmpL

n
g q (5.11)

For simplicity, we ignore the notation for product m and attributes n, and focus on

linguistic label L2. The difference of Kansei profile is

4ppL2q “ 0.109ppL1q ´ 0.109ppL2q ` 0.109ppL3q ´ 0.109ppL2q (5.12)

if L2 is local maximum (L2 ą L1 and L2 ą L3), the value of Equation 5.12 is negative.

The local maximum point is decreased.

if L2 is local minimum (L2 ă L1 and L2 ă L3), the value of Equation 5.12 is positive.

The local minimum point is increased.

Therefore, the peak for Kansei profile histogram is decreased, overall histogram is

smoother and the the difference between two adjacent labels is decreased. As we incor-

porate the concept of semantic overlapping of Kansei label into the model, the confidence

of subject’s judgment acquired in Kansei experiment is lower.

5.4.3 Sensitivity analysis of membership function

In this section, we perform a sensitivity analysis of membership functions used in proposed

model. In proposed Kansei data model, we model Kansei data from Kansei assessment of

products as a Kansei linguistic variable denoted by Equation 3.3

We define the linguistic representation of Kansei value using the least prejudiced dis-

tribution (see Chapter 3) as in Equation 3.6.

In our thesis, the Kansei label set Ln for Kansei attribute An (n “ 1, . . . , 26) and mem-

bership functions of linguistic variables are defined as shown in Equation (5.1). Figure 5.2

shows the triangular membership functions of linguistic variables of Kansei attribute.

With the triangular membership functions of Kansei linguistic labels of Ln as given

in Equation 5.1, we obtain the semantic overlapping of Kansei labels according to Equa-

tion 3.8- 3.9 as shown in Table 5.2.
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Figure 5.7: Triangular membership functions

We perform sensitivity analysis of membership function using difference membership

functions of Kansei linguistic labels of Ln and their effect on semantic overlapping. First,

we can rearrange the Equation 3.6 into

pLnpL
n
g |ωq “

1

p1´mωpHq

ÿ

Fj :Lng PFj

mωpFjq

|Fj|
(5.13)

In normal fuzzy set
1

p1´mωpHqq
“ 1

and
ÿ

Fj :Lng PFj

mωpFjq

|Fj|

is the least prejudiced distribution. For simplicity, we analyze the difference membership

functions using their least prejudiced distribution.

The triangular membership functions and their prejudiced distribution function are

shown in Figure 5.7 and 5.8 respectively.

If we use trapezoid membership functions (Equation 5.14) instead of triangular mem-

bership functions. The membership functions and their least prejudiced distribution are

shown in Figure 5.9 and Figure 5.10 respectively.

The shape of the least prejudiced distribution of trapezoid membership function in

Figure 5.10 is similar to the shape of the least prejudiced distribution of triangular function

in Figure 5.8.
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Figure 5.8: The least prejudiced distributions

Ln “ tLn1 , Ln2 , Ln3 , Ln4 , Ln5 , Ln6 , Ln7u

“ tp0, 0, 1.5, 2q, p1, 1.5, 2.5, 3q, p2, 2.5, 3.5, 4q, p3, 3.5, 4.5, 5q, p4, 4.5, 5.5, 6q,

p5, 5.5, 6.5, 7q, p6, 6.5, 7, 7qu.

(5.14)

Figure 5.9: Trapezoid membership functions
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Figure 5.10: The least prejudiced distributions

Ln “ tLn1 , Ln2 , Ln3 , Ln4 , Ln5 , Ln6 , Ln7u

“ tp0, 0, 1.75, 2q, p1, 1.25, 2.75, 3q, p2, 2.25, 3.75, 4q, p3, 3.25, 4.75, 5q, p4, 4.25, 5.75, 6q,

p5, 5.25, 6.75, 7q, p6, 6.25, 7, 7qu.

(5.15)
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Figure 5.11: Trapezoid membership functions

Figure 5.12: The least prejudiced distributions

If we further increase the size of trapezoid in Equation 5.14 to Equation 5.15.

The extended trapezoid membership functions and their least prejudiced distribution

are shown in Figure 5.11 and Figure 5.12 respectively.

The extension of overlapped area of between adjacent membership function effect the

least prejudiced distribution. In practical, the membership value of µL1pωq and µL2pωq

cannot be both 1.0 at the same time.

In the case of trapezoid and extended trapezoid membership function, the boundary of

the least prejudiced distributions are intact. Therefore, there are some effects in semantic

overlapping in Table. 5.2, but the effects came from the adjacent Kansei labels only.

In case of widen the size of triangular membership functions from Equation 5.1 to

Equation 5.16

The widen triangular membership functions and their least prejudiced distribution are

shown in Figure 5.13 and Figure 5.14 respectively.
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Ln “ tLn1 , Ln2 , Ln3 , Ln4 , Ln5 , Ln6 , Ln7u

“ tvery w´
n , w´

n , fairly w´
n , neutral, fairly w`

n , w`
n , very w`

n u

“ tp1, 1, 3q, p0, 2, 4q, p1, 3, 5q, p2, 4, 6q, p3, 5, 7q, p4, 6, 8q, p5, 7, 7qu.

(5.16)

Figure 5.13: Widen triangular membership functions

Figure 5.14: The least prejudiced distributions

61



In the case of widen triangular membership function, the boundary of the least preju-

diced distributions are also widen. The effect of semantic overlapping spreads wider than

the effect from Equation 5.1.

In summary, the shape of the membership function has a little effect on semantic

overlapping of Kansei data, as long as the support of membership function is intact.

However, the change of support of membership function has a great impact on the least

prejudiced distribution.

5.4.4 Effect of consumer oriented evaluation method on pro-

posed model

We use Kansei profile as a knowledge in evaluation process. In this thesis, we use eval-

uation techqniued called “Consumber-Oriented Target-based Kansei Evaluation” as de-

scribed in Section 4.3. The probability that the Kansei profile of Om meets the consumer’s

target pnl on attribute Anl , by

Pppnlm ľ pnlq “
G
ÿ

g“1

pnlmpL
nl
g qP pL

nl
g ľnl pnlq fi Pnlm (5.17)

where P pLnlg ľnl pnlq is the cumulative probability function defined by

P pLnlg ľnl pnlq “
ÿ

L
nl
g ľnlL

nl
h

pnlpL
nl
h q (5.18)

The difference between using the cumulative probability function and the regular

method is illustrated in Figure 5.15.

From the shape of Kansei profile in Figure 3.8, we assume that generally Kansei profile

has local minimum at L1, L4, and L7. The result of using the proposed Kansei data model

in Target-based evaluation is shown as follows:

1. The local minimum L7 is increased with very high cumulative probability

2. The local maximum (L6) is changed with high cumulative probability

3. The local maximum (L5) is changed with low cumulative probability

4. The local minimum L4 in increased with low cumulative probability
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Figure 5.15: Effect of Target-based Evaluation Method

5. The rest of the label (L1 ´ L3) is changed with very low cumulative probability

We can assume that there is the probability that overall aggregated score of the most

product is higher. Thus, the result of evaluation could be unchanged.

5.5 Summary

In this chapter, we conduct a case study using Kansei data of hand-painted Kutani cups.

We use the proposed model to generate Kansei profile of product from Kansei database

of product. Then, the Kansei profile is used as knowledge for product evaluation. The

objective of our proposed model is to include uncertainty of consumer’s judgment into

the consideration. Since it is hard to justify the evaluation result, therefore we analyze

the effect of proposed model on Kansei profile, the sensitivity analysis of membership

function of Kansei linguistic labels, and the effect of evaluation method.

The proposed model smooths the value of Kansei profile along the universe of discourse

(Ω). The maximum of Kansei profile histogram decrease while the minimum increase.

This phenomenon is intuitive because the uncertainty in consumer’s judgment lowers the

maximum value in histogram. The smoother histogram represent the effect of consumer’s

uncertainty in his judgment. Then, we analyze the effect of proposed model on the

consumer-oriented Kansei evaluation method.

In the last section, we perform the sensitivity analysis of membership function of

Kansei linguistic labels. For simplicity, we conduct a sensitivity analysis on the least

prejudiced distribution. The analysis states that the shape and the magnitude of mem-
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bership function of Kansei linguistic labels has a little effect on the prejudiced distribution

as long as the each Kansei linguistic label has the same shape and magnitude. Changing

in support of membership function has a great effect in the least prejudiced distribution.
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Chapter 6

Conclusion and future works

In this chapter, we summarize our work in this thesis. The first section presents the

summary of the thesis. The second section presents the contribution and impact of this

study. The last section concludes this thesis and suggests some direction for future works.

6.1 Conclusion

As state in research objectives(Section 1.4), the main objective of this thesis are

As stated in the research objectives (Section 1.4), the main objectives of this thesis

are to:

1. Propose a method to model Kansei data. This modeling can represent the vagueness

and ambiguity in Kansei data. Additionally, the proposed method can handle the

semantic overlapping of consumers’ judgment.

2. Develop a target-based model for consumer-oriented evaluation of traditional prod-

ucts using the proposed Kansei data modeling approach.

6.1.1 Linguistic representation approach to modeling Kansei data

In Chapter 3, we propose a modeling method for representing Kansei data. This method

is based on the linguistic interpretation of Kansei judgment and the probabilistic seman-

tics of fuzzy sets. We conduct a case study in Chapter 5 to demonstrate the proposed

model using available Kansei data (see Chapter 5). We interpret and model this con-

sumer’s assessment using the proposed model. Thus, the Kansei values of the products
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are transformed to linguistic labels which correspond to Kansei attributes. We implement

linguistic interpretation further to represent the overlapping of Kansei judgment between

Kansei labels. Finally, we generate a Kansei profile of the products.

6.1.2 Target-based model for consumer-oriented evaluation

In the research, we propose an evaluation method for traditional products in Chapter 4.

Our approach calculates the fitness of the product. First, we justify the measurement

of how products meet the specific feelings of consumers. Since there is some degree of

uncertainty and vagueness, we represent the measurement using probability. In Chapter

5, we evaluate the fitness of products that match the consumer’s requirement on specific

attributes. This approach itself is intuitively natural. However, some extensions are re-

quired to adapt our proposed evaluation method into a real application. In a real-world

recommendation system, functional and quantitative features of traditional products are

also important factors in the decision-making process of the consumer. These factors

should be considered in the evaluation framework. Second, the ambiguous and uncer-

tainty of human judgments regarding Kansei features of Kansei data are not considered

because we represent consumers’ judgments as categorical data. In the target-oriented

studies [132], fuzzy sets and their extensions can be used to solve this problem.

6.2 Thesis contributions

This section discusses the contributions of this thesis to both social impact and academic

impact.

6.2.1 Social impact

In Section 2.1, Kansei Engineering (KE) has been applied to many fields [14]. Kansei

Engineering has created many new products. Nagamachi designed a refrigerator for Sharp

in which the vegetable compartment is at the top and the freezer at the bottom. He also

supported the Sharp Kansei team to invent a video camcorder in which the camera lens

can rotate 350 degrees with a liquid crystal display. This is the prototype of the current

digital camera [37].
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Our Kansei data model can represent the vagueness and uncertainty of customers from

the Kansei database. Traditional craft producers will have better knowledge of the Kansei

attributes of their products. Understanding the Kansei attributes in traditional crafts

helps producers to design products which match current customers’ lifestyles. Therefore,

the contribution of this study will affect traditional craft industries both locally and

nationally.

6.2.2 Academic impact

The linguistic representation approach to modeling Kansei data which is proposed in this

thesis is based on data from SD scales. Since the SD scale is one of the most widely used

scales in the measurement of attitudes [136], the proposed model can be implemented

using the current data with minimal modification.

Another academic impact of this research is to embed a semantic overlapping into

Kansei profiles. This method not only manages the vague and qualitative nature of

Kansei attributes but also considers the uncertainty of a subject’s answers acquired from

SD scales.

6.3 Future works

In this section, some possible directions for future research are discussed.

6.3.1 Kansei data model

Gathering Kansei data is very important as the garbage input causes garbage output.

There are two aspects of data modeling to study.

• Subjective information: The challenge of this aspect is how to model consumers’

feelings mathematically. It begins with the data collection process. Some of the

suggestions for improving the collecting process are to:

– Extend the SD method in the design questionnaire process to capture con-

sumers’ feelings more precisely

– Optimize the Kansei keywords to reduce the complexity of the questionnaires
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– Identify users’ context to improve the understanding of the decision-making

factors

• Objective information: Some objective information is hidden in the products. For

example, we can extract hidden features from products using techniques of com-

puter vision [137, 138] and bag-of-words models [139]. We can find the relationship

between Kansei keywords and image features [140].

6.3.2 Target-based model for consumer-oriented evaluation

Some possible directions for a target-based model for the consumer-oriented evaluation

model are:

• Consider users’ context in the evaluation model. Sometimes, preferences of users

change from one context to another.

• Implement the concept of Kansei keywords using Ontology [141].

• Extend linguistic quantifiers from predicate or first-order logic to support higher

order logic.

6.3.3 Software-based application

Implementation of the study has a great impact on social and traditional craft industries.

However, there are some limitations:

• Calculation formulas are complex.

• Available product patterns are fixed.

Thus, a software-based decision support system overcomes these limitations. The advan-

tages of software-based decision support systems are listed as follows:

• Calculation power: Even in a mobile device or single-board computer, the calcu-

lation power of a central processing unit is very high. A calculation process uses

concise time.
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• Accessibility: With the development of a mobile device and user experience design,

it is easier for traditional craft producers, sellers, and consumers to access and use

the recommendation system. This is true even if the consumers are elderly people.

• Adaptive: New products can be evaluated (with some limitations due to lack of

supervision from experts), and available product patterns are virtually unlimited.
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’07), Linköping University Electronic Press, 2007.

[56] V. N. Huynh, Y. Nakamori, and H. Yan, “A comparative study of target-based

evaluation of traditional craft patterns using kansei data.,” in KSEM (Y. Bi and

M.-A. Williams, eds.), vol. 6291 of Lecture Notes in Computer Science, pp. 160–173,

Springer, 2010.

[57] L. Zadeh, “Fuzzy sets,” Information and Control, vol. 8, no. 3, pp. 338 – 353, 1965.

[58] M. D. Cock, U. Bodenhofer, and E. E. Kerre, “Modelling linguistic expressions

using fuzzy relations,” in in ‘Proceedings of the 6th International Conference on

Soft Computing, pp. 353–360, 2000.

[59] P. Ekel, “Fuzzy sets and models of decision making,” Computers & Mathematics

with Applications, vol. 44, no. 7, pp. 863 – 875, 2002.

[60] Z. Xu, J. Chen, and J. Wu, “Clustering algorithm for intuitionistic fuzzy sets,”

Information Sciences, vol. 178, no. 19, pp. 3775 – 3790, 2008.

[61] T. J. Ross, Fuzzy logic with engineering applications. Chichester, U.K. John Wiley,

2010.

[62] A. D. Kulkarni, Computer Vision and Fuzzy-Neural Systems. Upper Saddle River,

NJ, USA: Prentice Hall PTR, 1st ed., 2001.

[63] L. A. Zadeh, “Fuzzy logic = computing with words,” IEEE Transactions on Fuzzy

Systems, vol. 4, pp. 103–111, May 1996.

[64] L. A. Zadeh, The Dynamics of Judicial Proof: Computation, Logic, and Common

Sense, ch. From Computing with Numbers to Computing with Words: From Manip-

ulation of Measurements to Manipulation of Perceptions, pp. 81–117. Heidelberg:

Physica-Verlag HD, 2002.

[65] J. Lawry, “A methodology for computing with words,” International Journal of

Approximate Reasoning, vol. 28, no. 2–3, pp. 51 – 89, 2001.

76



[66] J. Lawry, “A framework for linguistic modelling,” Artificial Intelligence, vol. 155,

no. 1–2, pp. 1 – 39, 2004.

[67] C.-L. Hwang and A. Masud, “Multiple objective decision making — methods and

applications,” Lecture Notes in Economics and Mathematical Systems, 1979.

[68] Chen, Ye, Multiple Criteria Decision Analysis: Classification Problems and Solu-

tions. PhD thesis, 2006.

[69] H. B. Yan, Multi-Attributes Target-Oriented Decision Making and Its Application

to Japanese Traditional Crafts. PhD thesis, Japan Advanced Institute of Science

and Technology, September 2009.

[70] T. L. Brink, “R.l. keeney, h. raiffa: Decisions with multiple objectives–preferences

and value tradeoffs, cambridge university press, cambridge & new york, 1993, 569

pages, isbn 0-521-44185-4 (hardback), 0-521-43883-7 (paperback),” Behavioral Sci-

ence, vol. 39, no. 2, pp. 169–170, 1994.

[71] K. Y. Ching-Lai Hwang, Multiple Attribute Decision Making, vol. 186 of 0075-8442.

Springer-Verlag Berlin Heidelberg, March 1981.

[72] R. E. Bellman and L. A. Zadeh, “Decision-making in a fuzzy environment,” Man-

agement Science, vol. 17, no. 4, pp. B–141–B–164, 1970.

[73] V. Lotfi, T. J. Stewart, and S. Zionts, “An aspiration-level interactive model for mul-

tiple criteria decision making,” Computers & Operations Research, vol. 19, no. 7,

pp. 671 – 681, 1992. Implementing Multiobjective Optimization Methods: Behav-

ioral and Computational Issues.

[74] T. L. Saaty, The Analytic Hierarchy Process. The McGraw-Hill Companies, 1980.

[75] B. Roy, Multicriteria Methodology for Decision Aiding, vol. 12. Springer US, 1996.

[76] J. P. Brans and P. Vincke, “A preference ranking organization method: the

promethee method for multiple criteria decision-making,” Management Science,

vol. 31, no. 6, pp. 647–656, 1985.

77



[77] H. B. Yan, V. N. Huynh, T. Murai, and Y. Nakamori, “Kansei evaluation based

on prioritized multi-attribute fuzzy target-oriented decision analysis,” Information

Sciences, vol. 178, no. 21, pp. 4080 – 4093, 2008.

[78] Y. Nakamori and M. Ryoke, “Treating fuzziness in subjective evaluation data,”

Information Sciences, vol. 176, no. 24, pp. 3610 – 3644, 2006.

[79] Y.-P. Jiang, Z.-P. Fan, and J. Ma, “A method for group decision making with multi-

granularity linguistic assessment information,” Information Sciences, vol. 178, no. 4,

pp. 1098 – 1109, 2008.
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