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Learning Human Behavior for Emotional Body
Expression in Socially Assistive Robotics

Nguyen Tan Viet Tuyen, Sungmoon Jeong, Nak Young Chong
School of Information Science, Japan Advanced Institute of Science and Technology, Ishikawa, Japan
E-mail: {ngtvtuyen, jeongsm, nakyoung} @jaist.ac.jp

Abstract—Generating emotional body expressions for socially
assistive robots has been gaining increased attention to enhance
the engagement and empathy in human-robot interaction. In this
paper, we propose a new model of emotional body expression
for the robot inspired by social and emotional development
of infant from their parents. An infant is often influenced by
social referencing, meaning that they perceive their parents’
interpretation about emotional situations to form their own
interpretation. Similar to the infant development case, robots can
be designed to generate representative emotional behaviors using
self-organized neural networks trained with various emotional
behavior samples from human partners. We demonstrate the
validity of our emotional behavior expression through a public
human action dataset, which will facilitate the acquisition of
emotional body expression of socially assistive robots.

Keywords—human-robot interaction, emotional body expres-
sion, imitation learning, clustering.

1. INTRODUCTION

Human body expressions play an important role in non-
verbal communication to facilitate the recognition of emotions.
Psychological researches have shown that human emotions
can be reflected in body languages and facial expressions
during social interactions [1]. In recent years, many researches
focused on generating emotional body expressions by es-
timating and incorporating the emotional state of robots,
which is believed to increase the engagement and empathy
between humans and robots [2]. MIT’s Kismet [3] can show
different facial expressions depending on valance, arousal and
stance values which represent its emotional state. The facial
expression of Kismet was inspired by the idea of psychological
research on human facial expression [4]. From the persepec-
tives in social psychology, body languages play an important
role not only for the recognition of emotions but for emotional
expression [5]. For that reason, a lot of attention has been paid
to generate emotional body expressions for socially assistive
robots. Emotional expression with body movement and eye
color for NAO robot was proposed by Markus [6]. That
paper was also motived by psychological researches about the
connection between emotion and body movement, sound and
eye color [7]. Based on psychological approaches to emotional
body expression [1][8], classical emotional body expressions
could be simply generated for SoftBank’s humanoid robot
Pepper as shown in Fig. 1.

On the other hand, in order to increase the engagement of
the conversation and the empathy between a robot and a human

Fig. 1. Emotional Expression of Pepper robot: Happy, Relaxed, Afraid, Sad

during daily interactions, careful attention should be paid to
generate an appropriate emotional robot expression according
to the personality and cultural identity of a person. There-
fore, robots should be required to generate their emotional
behaviors in alignment with the emotional state of a person.
To achieve this goal, this paper is inspired by infant’s social
development from a psychological point of view. According
to psychological researches, one of the most common things
that humans do is gathering their interested information from
the surrounding environment and then utilizing it in order
to form their own interpretation and actions [9]. Human
behavior is often influenced by social referencing, meaning
that humans tend to use the perception of another person’s
interpretation in order to form their own interpretation about
specific situations [10]. That is the way how infants acquire the
new interpretations for their social development. An interesting
example was mentioned in [10], where a 9 month old infant
sees that his father plays with a novel toy. The infant infers that
his father likes the toy because he smiles. Then, the infant may
assimilate this favorable interpretation which can influence
her/his own behavior when given an opportunity to play with
the toy in the future. The infant’s social development was an
interesting motivation for this paper to generate emotional
body expressions of socially assistive robots, allowing the
robots to enter into natural and intuitive social human-robot in-
teraction. In order to achieve this goal, this paper propose that
robots should pay attention to their owner’s emotional body
expression associated with a specific emotional state. To this
end, robot generates an representative emotional expression by
considering two steps as: (1) clustering of human emotional
behavior samples into different groups based on similarity of
body movement and (2) utilizing the most frequently observed
behavior as the reference for generating robot’s emotional
body expression.



In this paper, we review the related literatures based on
psychological researches about the connection between emo-
tion and body or facial expressions. Then, we introduce our
new approach for generating robot emotional body expres-
sions which was inspired by infant social development. In
the Methodology part, we describe how the robot acquires
knowledge about human emotional body expressions as the
reference information. In the Experiments and Results part, a
public data set was used to evaluate our approach. A discussion
about experimental results and future works was mentioned in
the Discussion part and also summarize the results as well as
our future work in the Conclusion and Future Work part.

2. METHODOLOGY

In order to obtain human body expression informa-
tion, Kinect sensor can be easily used to extract demon-
strator’s skeleton. A set of actions A, Ao, ..., A, were
gradually received during day by day human-robot in-
teraction. Action A; = [S1,S5,...,57] is the se-
quence of frames over a period of time 7 and S; =
[!El, Ty ey 205 Y1, Y2y ooy Y205 215 22, +-vy 220} is the human
skeleton information including 20 joint positions at time ¢.
To extract a feature vector, the Covariance Descriptor method
was used to encode sequence of frames A;. Because an
representative emotional behavior should be defined among
a set of action samples, a generative model is an appropri-
ate approach for clustering a set of human emotional body
expression A, Ao, ..., A, into j clusters by considering the
distribution of body movements. Then robot can utilize each
cluster as a reference information for generating its emotional
body expression by observing a human partner. This approach
will be represented in part 2.2.

2.1. Covariance Descriptor

An appropriate method should be applied to create feature
vectors for sequence of skeleton motion during running time.
The simple approach using skeletal joint angles, joint angle
velocities and velocity of joints was proposed by Fothergill
[11]. However, number of frames should be equal to create
the same length of feature vectors. On the other hand, Hussein
et al [12] proposed a novel covariance descriptor approach
which encoded the temporal dependency of joint locations.
The dimension of Covariance descriptor is fixed and it is
independent from the number of frame sequences. Moreover,
the accuracy outperformed the state of art in human action
recognition [13].

Consider an human action which is performed over T
frames and S = [T1, X9, ..oy Tk Y1, Y2, ooy Yk 215 22, oy 2k] 1S
the vector of skeleton joint positions at a frame t, vector S
represented for K joints of skeleton, as the result, N =3 x K
elements were included in vector S. The covariance matrix is
computed by

T
C(S) = —— > (S~ 5)(S ) (1)

where S is the sample mean of S and the / is the transpose
operator. The covariance descriptor was extracted from upper
triangle of C'(.S) including N x (N + 1)/2 elements.

2.2. Self Organizing Map

From a set of descriptors which represents for set of human
actions, in this step, clustering of human actions into different
groups should be carried out to find a representative human
actions. For that reason, this paper proposed to use Self
Organizing Map (SOM) for clustering. SOM was originally
introduced by Kohonen in 1998 [14] which creating a set of
neurons representing for the distributions of whole original
dataset. SOM ensures the topological properties of the de-
scriptors were preserved after reducing from d-dimensional
input space to low-dimensional space grid. Meaning that, if
two different behavior samples were closed to each other
in an original feature space, they should be remained with
similar topological property in different dimensional grid. 2-
dimensional grid are usually used as a suitable visualization
surface for showing similarity between features. However, it
should be emphasized that this visualization can only utilize
the qualitative information about original dataset [15]. In order
to automatically cluster a set of descriptors, this paper firstly
used SOM method for designing a grid of neurons which was
considered as the training phase. Then, at the second phase,
those neurons were clustered into different groups by using
Distance Matrix Based approach [16]. Those descriptors in
the original data and its corresponding neurons were finally
found out based on Best Matching Unit (BMU) technique.

2.2.1 SOM Training Phase

For the n input descriptors, each descriptor z; =
[i1, Ti2y ..o, Tiq) included d-dimensional features, a grid of
p X r neurons was defined, each neuron represented by a
prototype vector m; = [m;1, M2, ..., M;q]. During the training
time, an input sample Zqmp1e Was picked up, then the wining
NEUrons Myining With the shortest distance to the xsqmpre Was
defined by BMU:

||xsample - mwining” = mm{\ |xsample - m| |} (2)

The wining neuron Mm.ining Was updated to make them
move closer to the input sample Zsqmpie With the highest
intense comparing with the rest of neurons by the equation
below:

Mwining = Mwining + Oé(t) X (xsample - mwining) (3)

Where «(t) is the learning rate at time ¢.

It should be noticed that not only the wining neurons are
updated with the new weight value, but neighbors of wining
node m; are also affected through the neighborhood kernel
function ¢(m;, Muyining) bY

m; = m; + O[(t) X (yb(mza mwining) X (zsample - mz) (4)

Neighborhood kernel function indicates the intensity of
wining neuron affecting on its neighborhood. In this paper,
we used Gaussian kernel function since the global topological



relationship was better preserved [17]. Meaning that, the grid
of neurons effectively reflects the distribution property of the
original data. The advantage of topological preservation played
crucial role for the second phase-clustering the neurons.

The Gaussian kernel function was written as:

||rwining - riH2

hyi(t) =exp| ——————— 5

where 7.ining and r; are the location of the wining neuron
and the neuron i on the grid map, respectively.

2.2.2 SOM Clustering Phase

At the second phase - clustering neurons into separated clus-
ters, several approaches were suggested such as agglomerative
clustering or k-means algorithm [15] [18]. By using k-means
for clustering neurons, this involved making several k-means
clustering trials with different values of k [15] and the best
clustering should minimize the value of Davies-Bouldin index
[19]. However, the minimum value of Davies-Bouldin index
was not always indicating the appropriate number of clusters.
Another method is using distance matrix for clustering [16].
Distance matrix utilizes the advantage of SOM which the
topological properties of the original data were preserved after
training phase, as the result, distance between neighboring
neurons are approximately proportional to the distribution of
the original data [16]. In this method, local minima of the grid
of neurons, called representative local neurons, can be selected
by

f(mi, N;) < f(my, Nj)

where f(m;, N;) = median{||m; — m,||} is the median
distance between neuron ¢ and its neighboring neurons j. After
the representative local neurons are defined by Eq. (6), all
neurons are appropriately clustered by minimizing the distance
between the representative local neurons and them. Since
neurons are designed to encode original data into a set of
Voronoi sets V; = {z|||z — my|| < ||z —m,||Vj # i}, as the
result, each neuron and its corresponding data was defined by
BMU function:

Vj € N; (6)

||z —m;|| = min{||z —m]|[} (M
3. EXPERIMENTS AND RESULTS

3.1. Dataset

To validate the proposed model, the public Microsoft Re-
search Cambridge-12 Kinect gesture dataset (MSRC-12) [11]
was used. The dataset which includes 12 different gestures
and 20 joint positions information of each gestures. In this
experiment, 1640 gesture instances from 15 subjects are used.
We assume that these actions were acquired from human
emotional expression during daily human-robot interaction
in the same emotional situation as happy. Therefore, robot
can use these dataset to generate a representative emotional
behavior as happy by classifying individual person’s actions
into different clusters. The clustering result was utilized as
references for robot generating happy expression.

Fig. 2. U-matrix from original action dataset of subject 13

3.2. Evaluation Criteria

In this paper, precision, Recall and F-value were used
to evaluate our experimental performance. These values are
defined as below:

. TP
Precision = m (8)
TP
Recall = 25 TN ©)

2 x Precision x Recall

Fratue = (10)

Precision + Recall

where True Positive (TP) represents the performance that sim-
ilar actions are located in the same cluster, False Positive (FP)
represents the performance that dissimilar actions wrongly
clustered as a same cluster, and False Negative (FN) is the
performance that similar actions are clustered by different
class.

3.3. Experimental Results

A set of covariance descriptors was used for training a gird
of neurons in SOM training phase. The Euclidean distance
between each neurons and its corresponding neighbor were
visualized in 2 dimensional feature space by U-matrix as
shown in Fig. 2.

After finished the SOM training, a grid of SOM neurons
was clustered into appropriate clusters based on distance be-
tween selected local representative neurons and neighborhood
neurons. A set of representative neurons was selected by Eq.
(6) to find a local minimum value in a grid of SOM neurons
as shown in Fig. 3. Hence, number of selected representative
neurons equals to the number of clusters in grip map. Finally,
all neurons are assigned into appropriate clusters as shown in
Fig. 4.

As mentioned in part 2.2, topological properties of the fea-
ture descriptors were preserved on the grid of SOM neurons.
On the other hand, each neuron created a Voronoi region
in the original feature descriptor space. As the result, each
neuron and its corresponding feature descriptors were defined
by BMU Eq. (7). Feature descriptors were assigned into the
same clusters if its corresponding neurons located in the same
clusters.

Figure 5 presents the example of TP of clustering result by
using 13th subject’s data. In order to evaluate the proposed
model using entire dataset, we calculate the average values
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Fig. 3. 12 local minima neurons were detected from grip of SOM neurons
which represent for action dataset of subject 13

Fig. 4. 12 clusters were detected from grip of SOM neurons which represent
for action dataset of subject 13

Person ID 13
class 1 r0.00 0.00 0.00 0.00 0.00 0.00 0.00 KN 0.00 0.00 0.00 D.DDi

class 2 r0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 0.00
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class 5 10.00 0.00
class 6 r0.00 0.00
class 7 10.00 0.00
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Fig. 5. Confusion matrix of True Positive (TP) by using 13th subject’s data
of Precision, Recall and F,q,. using 15 subjects data as
shown in Table 1.

TABLE 1
THE AVERAGE VALUES AFTER 15 EXPERIMENTS

percent

Precision  0.9166
Recall 09115
Foalue 0.9133

4. DISCUSSION

To analyze the proposed model in more detail, we use
13th person’s data to generate the confusion matrix as shown
in Fig. 6 and the data was assigned into a specific cluster
j. It was obvious that among 12 different clusters, cluster

Person ID 13
class 1 F0.00 0.00 0.00 0.00 0.00 0.00 0.00 Xl 0.00 0.00 0.00 D,mi

class 2 (0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

class 3 [0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 0.00 0.00
class 4 (0.00 0.00 0.00 0.00 0.00 0.00 0.00 000 0.00 000 0.00
class 5 (0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 EK0N 0.00 0.00 0.00
class 6 (0.00 0.00 0.00 0.00 0.00 0.00 EAiN 0.00 0.00 0.00 0.00 0.00
class 7 10.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Fig. 6. Confusion matrix representing for number of actions belong to class
¢ were assigned into cluster j from subject 13

5 is the largest one with 14 similar actions Aj, As,..., A14
located inside. The largest cluster means the most frequent
body expression for happy emotion which the user always
performed during human-robot interaction. As the result,
robot should imitate an action A; € {A;, A, ..., A14} which
located nearest from the center of cluster 5 as the rep-
resentative body expression for happy emotion. Action A;
contained a set of frames A; = [S1,S5%,..., 57| which
St = [Llfl, T2y ey 205 YL, Y2y ooy Y205 Z15 22y +ons 2’20] represent
for human joint positions at time 7. A transfer algorithm
which converts from human joint positions St to Pepper
robot joint angles ép will be investigated in our future work.
It should be emphasized that the kinematic models between
human and Pepper robot are different and the degree of
freedoms (DOFs) as well as range of joint angles in terms
of Pepper robot are limited to compare with a human model.
Therefore, imitation approaches are required to satisfy physical
constraints of the Pepper robot, at the same time, the meaning
of human emotional expression A; is preserved after mapping
to robot model.

Neurons and its corresponding feature descriptors were
defined by BMU approach as mentioned above. However,
it was noticed that, the number of clusters on the grid of
SOM neurons and on the original feature descriptors were not
always the same. The reason was that there were no feature
descriptors located in the Voronoi regions which were created
by corresponding neurons in that clusters. As shown in Fig.7,
there were 13 clusters created by a grid of SOM neurons
representing for action data set of subject 8. The corresponding
confusion matrix in Fig.8 indicated that there were actually
just 12 clusters were created since there were no elements
located in cluster 12.

Because MSRC-12 dataset, which is gathered by Kinect
sensor, was much more noisy than HDMO05-MoCap dataset
[20] from motion capture sensors [21], same action class can
be divided into many sub-clusters. That problem happened in
dataset of subject 3 as shown in Fig. 9 when action class 2
and action class 7 were divided into sub-clusters respectively.
The experiment also noticed same problem occurred in subject



Fig. 7. 13 clusters were detected from grip of SOM neurons which represent
for action dataset of subject 8

Person ID 8
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Confusion matrix after clustering actions into different clusters of

Person ID 3
class 1 (0.00 0.00 0.00 0.00 0.00 0.00 0.00 gEVR 0.00 0.00 0.00 0.00 0.00
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class 6 gies) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Fig. 9. Confusion matrix after clustering actions into different clusters of
subject 3

7 as shown in Fig.10 which actions class 6 were divided into
cluster 7 and cluster 9 respectively.

MSRC-12 dataset includes 12 different actions classes.
During the experiment, it was noted that the actions class 5
and actions class 11 were sometimes assigned into the same
cluster. In dataset of subject 3, 100% actions class 5 and 100%
actions class 11 were assigned into the same cluster 5 as
shown in Fig.9. The same problem happed at action dataset
of subject 7 when both actions class 5 and class 11 were
located in them same cluster 2 as shown in Fig. 10. Actions
class b were described as the movement of both arms in front

Person ID 7
class 1 [0.00 0.00 0.00 [KKM 0.00 0.00 0.00 0.00 0.00 0.00 D.00 0.00
class2 [0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 oooﬁ
class 3 10.00 0.00 [EJO0R 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
class4 [0.00 0.00 0.00 0.00 KW 0.00 0.00 0.00 0.00 0.00 0.00 0.00
class 5 10.00 [gRedl 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
class 6 [0.00 0.00 0.00 0.00 0.00 DDDMDDD 0.00 0.00 0.00
class 7 [0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
class 8 [REIN 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 D.00 0.00
class 9 r0.00 0.00 0.00 0.00 0.00 0.00 0.00 guY 0.00 0.00 0.00 0.00
class 10 r0.00 0.00 0.00 0.00 0.00 Kl 0.00 0.00 0.00 0.00 0.00 0.00
class 11 0.00 [gKdef 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

class 12 [0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 DDDM
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Fig. 10. Confusion matrix after clustering actions into different clusters of
subject 7

of performer’s body which named “Wind up the music” [11].
On the other hand, actions class 11 were named “Lay down
the tempo of a song” presenting by the action of beating the air
with both of arms [11]. In the dataset, subject 3 ' and subject
7 % always performed both 2 action classes above in the same
way by moving both of the arms in front of their body, as the
result, feature vectors are encoded these actions in the similar
ways and it was eventually assigned into the same cluster.

According to the Precision, Recall and F,q, receiving
from the experiment, the accuracy was acceptable. It was
proved that our approach can generally cluster a set of ac-
tions into different groups which represent for similar body
movements even the original dataset using Kinect sensor was
much noisy. The experimental results also convinced that it
was an appropriate approach for using low-cost sensors like
Kinect for getting information about human body expression
during daily human-robot interaction. These information will
be clustered into different groups and then robot can utilize
the information as a reference to generate its own emotional
expression.

5. CONCLUSION AND FUTURE WORK

This paper proposed new approach to generate emotional
body expression for robot by using human behavior during
daily human-robot interaction. We demonstrated our approach
by using public dataset for clustering human actions to
generate an appropriate representative emotional behaviors.
Our future work concerns to automatically generate robot
emotional expressions by mapping between representative
emotional body expression model and real robot body states.
It is believed that robot behavior can also adapt to owner’s
personal and cultural identity by using the their emotional
behaviors for generating robot emotional expression.

lrepresented by dataset P2_1_5_p03 and P2_1_11_p03 for action class 5
and 11 respectively

2represented by dataset P2_1_5_p07 and P2_1_11_p07 for action class 5
and 11 respectively
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