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Abstract 

The rapid growth of software industry has increased a high demand for tools based on 

source code analysis to support developers and managers during software development. Source 

code classifiers are used to organize big projects or a huge amount of open source code on the 

web, and thus facilitate software reuse and maintenance. With a software defect prediction tool, 

programmers can easily locate and fix bugs. This leads to an increase in the software quality, 

and a decrease in the development time and product cost. 

Solving software engineering problems is a big challenge. According to previous studies, 

programming languages contain abundant statistical properties that are difficult to capture by 

humans. In addition, a program may show different actions in different cases hindering us from 

discovering its semantic meaning. Although computers can run programs by just executing 

single instructions, they do not truly understand the programs. For these reasons, although 

many efforts have made to solve software engineering problems, the achievements are not so 

high. The traditional approaches build predictive models based on machine learning algorithms 

and handcrafted features, called software metrics. The drawbacks of such approaches are time-

consuming and inaccurate because we must to manually design a set of appropriate metrics and 

the existing metrics are not enough to capture semantic meanings of programs. Recently, 

applying deep learning on tree representations to automatically learn programs' features has 

made a breakthrough in source code analysis. However, such trees simply reflect the program 

structures and do not reveal the behavior of programs. Thus, tree-based approaches may be 

inefficient when adapting to several tasks, especially those are relevant to an understanding of 

semantic meanings like software defect prediction.             

In this dissertation, we focus on two main tasks: (1) proposing models and techniques to 

enhance existing approaches, and (2) formulating a new approach program analysis. For 

software metrics-based methods, we design a feature weighting model to estimate the 

importance extent of each metric according to its relevance to class labels. For tree-based 

approaches, we develop new models as well as refine data by pruning redundant branches to 

boost the performance. Additionally, we propose a new approach that applies deep learning on 

assembly code to explore deeper into semantic meanings of programs. 

Our contributions can boost the performance of current methods notably and be adapted to 

various problems of source code analysis.  
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