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Abstract

With the growing demands of wireless applications and mobile data connections, wireless communication is expected to provide the ever-increasing demand for higher data rate and efficient data communication. Energy consumption is also one of the main problems for the mobile wireless devices because they all depend on the limited battery power installed inside them. Recently, network coding has been introduced as an enabling technology to fulfil the highest achievable capacity of multicast transmissions in butterfly-topology networks. It is also said that network coding has a special advantage to the wireless networks with no extra cost due to the broadcast nature of wireless transmission. This dissertation investigates the potential benefits of network coding to provide efficient data communication for multihop wireless communication and to fulfil the requirements of future wireless networks.

The targeted problems are approached from the viewpoint of multihop communication and the proposed solutions involve the application of network coding techniques. Network coding has a high potential to be incorporated on the Internet in future due to its advantages such as reduction in the number of transmissions and providing high reliability and robustness. However, more work is still needed to realise the practical application of it. This dissertation considers the application of network coding in different scenarios to achieve the efficient data communication.

In this dissertation, an efficient network coding based data transfer framework is proposed, which utilises network coding (NC) to assist data transmission, data collection and data sharing among the wireless nodes to be more efficient in terms of high throughput, low latency, fairness and low energy consumption. Three schemes comprise in the framework for the three scenarios which have high potential to become popular soon. For the first scenario, a network coding-aware medium access control (necoMAC) scheme is developed, which is a combination of network coding-aware 2-hop path selection protocol (NCA-2PSP) and network coding-aware carrier sense multiple access (NCA-CSMA) protocols for the higher rate data transmission from one node to another. These MAC
protocols exploit the multi-rate capability of IEEE 802.11 PHY and golden topologies such as chain and triangle inside the network as key resources for network coded transmissions. These protocols introduce a relay control message, which informs the sender to use a higher rate for transmitting the data frames.

The second scenario includes data gathering applications in a wireless sensor network (WSN), hundreds of nodes are spatially distributed to collect information about the physical environment. Their energy is consumed not only for sensing but also for networking functions to propagate the sensed data to a remote device, base station (BS). The most obvious challenge of a WSN is energy efficiency. Ultra-low latency and ultra-high reliability are also needed for the real-time data collection from the physical environment. For this scenario, an energy-efficient network coding based data gathering scheme called necoDG is proposed. Random linear network coding (RLNC) is applied to the aggregator or cluster head (CH) node to support the reliable data communication from CH to BS. A network coding-aware medium access control protocol is incorporated into cluster-based WSN for the data transmission from each sensor node to the CH node.

For the problem of mobile data downloading from a base station (BS), a balanced cooperative network coded transmission scheme called BCCT is proposed to achieve fast downloading satisfaction. This work includes data sharing within a group of wireless devices by exploiting the two interfaces, cellular and WiFi, which are present in a standard mobile phone. The BCCT scheme applies linear network coding and transmission of the combined data frames to the devices located in the one-hop distance. An algorithm for selecting the next transmitter and choosing the better combination is introduced to maintain fairness among members of the group. The purpose is to satisfy their required data frames as quickly as possible with the fewer number of transmissions.

The proposed schemes are evaluated by computer-based simulation in multihop wireless network environments in terms of the performance metrics such as throughput, energy consumption, latency, fairness and overhead ratio. The results show that the overall performance is improved by 30% compared to conventional methods. The necoDG scheme obtains about 15.2% energy saving on average. The BCCT scheme significantly balances the number of transmissions made from each device and reduces 8.92% of the total number of required transmissions.
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Acknowledgments

This work would have not been possible without the support of many people, whom I would like to thank here.

First of all, I am ineffably indebted to my supervisor, Associate Professor Yuto Lim for his invaluable guidance, encouragement and kind help in so many ways. I owe my profound gratitude to my second supervisor, Professor Yasuo Tan for his inspiring instructions and comments throughout this research endeavour. Their brilliant ideas and suggestions helped me to improve this dissertation.

I am extremely thankful to my advisor for the Minor Research Project, Associate Professor Brian Michael Kurkoski for his patient guidance, warm encouragement and useful suggestions to accomplish the Minor Research project and this dissertation.

I would like to convey my sincere gratitude to the members of examination committee: Associate Professor Hiraku Okada from Nagoya University and Associate Professor Razvan Florin Beuran from JAIST, for their patience in reading this dissertation and contributing to its content to improve the quality of the dissertation.

I am thankful to my friends in Tan and Lim laboratories for the time we spent together and gatherings throughout the years and for the valuable discussions on various topics.

I am extremely thankful to Government of Japan, JAIST and Japanese people for their financial support by the MEXT scholarship programme offered to my country. I am also immensely grateful to Ministry of Education and Myanmar Government for their permission to study in Japan.

Finally, I would like to appreciate my family, relatives and friends from Myanmar for their continuous love and encouragement.
Contents

Abstract i
Acknowledgments iv
List of Figures vii
List of Tables x
Acronyms xii
List of Symbols xiv

1 Introduction 1
   1.1 The Growing Demand for High-Performance Wireless Communication . . 1
   1.2 Problems and Research Focus ........................................ 3
      1.2.1 Energy-Efficient High-Rate Communication .................. 3
      1.2.2 Low Latency and High Reliable Communication ............. 3
      1.2.3 Quick Download Access in a Fewer Number of Transmissions . 4
      1.2.4 Multihop Wireless Communication and Research Issues ....... 6
      1.2.5 Network Coding and Its Potential to Future Wireless Networks . 6
   1.3 Motivation and Vision .............................................. 8
   1.4 Purpose and Objectives ............................................ 12
   1.5 Dissertation Organisation ........................................ 13

2 E-neco Framework 15
   2.1 Introduction ..................................................... 15
   2.2 Network Coding and Its Applications ............................ 15
2.2.1 Classification of Network Coding Techniques ................. 16
2.2.2 Topology for Network Coding Opportunity .................... 20
2.3 Multihop Wireless Networks (MWN) ............................. 23
   2.3.1 Medium Access Control (MAC) ............................. 24
   2.3.2 Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) 25
   2.3.3 2-hop Path Selection Protocol (2PSP) ....................... 26
2.4 Efficient Network Coding Based Data Transfer Framework (E-neco Framework) ........................................ 27
2.5 Summary .................................................................... 31

3 Network Coding-Aware MAC (necoMAC) Scheme ............... 32
   3.1 Introduction ....................................................... 32
   3.2 Problem Statement .............................................. 33
   3.3 Related Work and Motivation .................................... 35
   3.4 Golden Chain and Golden Triangle ............................. 39
   3.5 Proposed necoMAC scheme ..................................... 39
      3.5.1 Network Coding-aware CSMA (NCA-CSMA) ............... 40
      3.5.2 Network Coding-aware 2PSP Protocol (NCA-2PSP) ....... 44
   3.6 Analysis of Network Coding-aware MAC Protocols ............ 48
   3.7 Numerical Simulation ............................................ 52
      3.7.1 Simulation Scenarios and Parameters ..................... 52
      3.7.2 Performance Metrics, Results and Discussion ............. 55
   3.8 Summary ............................................................ 60

4 Network Coding Based Data Gathering (necoDG) Scheme ....... 61
   4.1 Introduction ....................................................... 61
   4.2 Problem Statement .............................................. 62
   4.3 Related Work and Motivation .................................... 62
      4.3.1 Data Gathering Methods in WSNs ......................... 62
   4.4 Proposed Energy Efficient Data Gathering Scheme ............ 64
      4.4.1 Network Architecture for the Proposed Scheme ............ 65
      4.4.2 Network Coded Data Transfer from Cluster Head to BS .... 67
# List of Figures

1.1 Multi-node/Multihop Communication ........................................ 5  
2.1 Classification of Network Coding Techniques .......................... 17  
2.2 Types of network coding (a) XOR in a butterfly network (b) Example of RLNC operation ................................................. 19  
2.3 Chain topology (two-way relay channel) (b) Cross (star) topology .... 21  
2.4 Types of topologies (a) Triangle topology (relay channel) (b) Y-topology (multiple access relay channel, MARC) ......................... 22  
2.5 Types of topologies (a) Butterfly topology (b) Partially mesh topology . 23  
2.6 DCF message handshaking procedure of 2PSP protocol ................. 27  
2.7 E-neco Data Transfer Framework ........................................... 28  
3.1 IEEE 802.11a ranges .......................................................... 34  
3.2 DCF operation for data exchange in a golden chain for COPE .......... 37  
3.3 DCF operation for data exchange in a golden chain for RD-DCF with NC . 38  
3.4 Block diagram of Network Coding-aware MAC (necoMAC) Scheme . . 41  
3.5 The Operation of necoMAC scheme ...................................... 41  
3.6 Message exchange in reference scenarios: golden chain and golden triangle topologies ......................................................... 42  
3.7 The CSMA/CA protocol message handshaking procedure for a data exchange between two nodes via a relay in a golden chain ............... 43  
3.8 The NCA-CSMA protocol message handshaking procedure with NAV for a data exchange between two nodes via a relay in a golden chain ............ 44  
3.9 Message handshaking of NCA-2PSP Protocol in a golden triangle topology ...................................................... 47  
3.10 The Control Messages of NCA-2PSP Protocol .......................... 48
3.11 Theoretical maximum throughput curve for 802.11a OFDM RTS/CTS. The MATLAB simulator shows same performance results as in the reference.

3.12 Throughput, latency and energy consumption of the necoMAC, CSMA/CA, COPE and RD-DCF+NC protocols as a function of increasing number of data flows in the golden chain and golden triangle topological networks.

3.13 Throughput, latency and energy consumption of the necoMAC, CSMA/CA, COPE and RD-DCF+NC protocols as a function of increasing number of nodes in the golden chain and golden triangle topological networks.

4.1 Block diagram of Network Coding-based Data Gathering (necoDG) Scheme

4.2 Data gathering in a cluster-based wireless sensor network (WSN)

4.3 Timing operation of modified 2PSP protocol

4.4 Energy consumption of 2PSP

4.5 Throughput as function of flows increase

4.6 Latency as function of flows increase

5.1 Cooperative data sharing among the nearby mobile clients after downloading a file from a far base station.

5.2 Block diagram of Balanced Cooperative Coding and Transmission (BCCT) Scheme

5.3 Total number of transmissions of three different schemes with Increasing number of messages and Increasing number of clients.

5.4 Performance of the algorithms with the increased number of messages. The client number is 5.

5.5 Impact of initial packet receiving probability $P_{init}$ for 5 client devices and 10 messages

5.6 Number of transmissions made from each client for 6 messages and 12 messages.

5.7 Fairness of proposed schemes versus that of random scheme for different number of clients and messages. Fairness of three schemes with respect to the number of clients and number of messages

5.8 Impact of the increasing number of clients and messages over fairness.
5.9 The number of clients that benefited in each iteration of the data sharing process.
List of Tables

3.1 Theoretical values of proposed protocols and the legacy systems for MSDU length 1500 bytes and data rate 54Mbps in golden chain and triangle topologies ........................................................................ 50

3.2 Parameters of PHY and MAC Layers for 802.11a ........................................ 56

4.1 Simulation parameters for evaluation of necoDG scheme .............................. 71

5.1 Example of reception information table: index of received packets and number of transmissions from each client station ....................................................... 82

5.2 Simulation parameters for evaluation of BCCT scheme ............................ 89
## Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2PSP</td>
<td>2-hop Path Selection Protocol</td>
</tr>
<tr>
<td>AODV</td>
<td>Ad hoc On-Demand Distance Vector</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>BCCT</td>
<td>Balanced Cooperative Coding and Transmission</td>
</tr>
<tr>
<td>BER</td>
<td>Bit error rate</td>
</tr>
<tr>
<td>AP</td>
<td>Access Point</td>
</tr>
<tr>
<td>BS</td>
<td>Base Station</td>
</tr>
<tr>
<td>CH</td>
<td>Cluster Head</td>
</tr>
<tr>
<td>CSMA/CA</td>
<td>Carrier Sense Multiple Access with Collision Avoidance</td>
</tr>
<tr>
<td>CTS</td>
<td>Clear-To-Send</td>
</tr>
<tr>
<td>CW</td>
<td>Contention Window</td>
</tr>
<tr>
<td>DCF</td>
<td>Distributed Coordination Function</td>
</tr>
<tr>
<td>DIFS</td>
<td>Distributed Inter Frame Spacing</td>
</tr>
<tr>
<td>D2D</td>
<td>Device-to-Device Communication</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>LEACH</td>
<td>Low-energy Adaptive Clustering Hierarchy</td>
</tr>
<tr>
<td>M2M</td>
<td>Machine-to-Machine Communication</td>
</tr>
<tr>
<td>MAC</td>
<td>Medium Access Control</td>
</tr>
<tr>
<td>MSDU</td>
<td>MAC Service Data Unit</td>
</tr>
<tr>
<td>MWN</td>
<td>Multihop Wireless Network</td>
</tr>
<tr>
<td>NAV</td>
<td>Network Allocation Vector</td>
</tr>
<tr>
<td>NCA-CSMA</td>
<td>Network Coding-aware Carrier Sense Multiple Access</td>
</tr>
<tr>
<td>NCA-2PSP</td>
<td>Network Coding-aware 2-hop Path Selection Protocol</td>
</tr>
<tr>
<td>NDBPS</td>
<td>Number of Data Bits per OFDM Symbol</td>
</tr>
<tr>
<td>necoMAC</td>
<td>Network Coding-based Medium Access Control</td>
</tr>
<tr>
<td>necoDG</td>
<td>Network Coding-based Data Gathering</td>
</tr>
</tbody>
</table>
## Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>OSI</td>
<td>Open Systems Interconnection</td>
</tr>
<tr>
<td>PLNC</td>
<td>Physical Layer Network Coding</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>RCTS</td>
<td>Relay-Request-To-Send</td>
</tr>
<tr>
<td>RLNC</td>
<td>Random Linear Network Coding</td>
</tr>
<tr>
<td>RRTS</td>
<td>Relay-Request-To-Send</td>
</tr>
<tr>
<td>RTR</td>
<td>Request-To-Relay</td>
</tr>
<tr>
<td>RTS</td>
<td>Request-To-Send</td>
</tr>
<tr>
<td>SIFS</td>
<td>Short Inter Frame Spacing</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal-to-interference-plus-noise ratio</td>
</tr>
<tr>
<td>TMT</td>
<td>Theoretical maximum throughput</td>
</tr>
<tr>
<td>WSN</td>
<td>Wireless Sensor Network</td>
</tr>
<tr>
<td>XOR</td>
<td>Bitwise Exclusive OR</td>
</tr>
</tbody>
</table>
List of Symbols

Symbols in Chapter 5

- $c_i$: $i^{th}$ client device
- $x_i$: $i^{th}$ packet
- $X$: The set of incoming packets
- $C_x$: The set of linear combinations of packets
- $Y_i$: The subspace spanned by vectors corresponding to packets
- $b$: A vector
- $P_{\text{init}}$: Initial packets receiving probability
- $GF$: The finite field elements
Chapter 1

Introduction

This chapter describes the overview of the dissertation. Firstly, Section 1.1 explains the growing demand for high-performance wireless communication in the near future. Based on the requirements of future wireless networks, some of the problems related to energy consumption, latency and number of transmissions are to be solved in this dissertation. These targeted problems and the focus of research are presented in Section 1.2. The approaches to the selected problems and the objectives of the dissertation are described in Section 1.3 and Section 1.4, respectively. The main contents of each chapter are briefly described in Section 1.5 Dissertation organisation.

1.1 The Growing Demand for High-Performance Wireless Communication

Information and communication technologies (ICT) have contributed to the social and economic development of many countries these days and worlds business model is transforming to digital. A digital economy is rapidly replacing the whole worlds economic system and it has strong impact on the economic and social development. In addition, the social development leads to the changes in the way mobile and wireless communication systems are used. The growth in global consumer mobile services such as mobile banking and commerce, mobile social networking, mobile gaming, mobile email, mobile music and video will surprisingly increase by 2021 according to the estimation of Cisco® Visual Networking Index (VNI) [1]. The traffic from wireless and mobile devices will
become 63% of Internet traffic with only 37% from wired devices.

The expectation of future wireless applications includes very high demand of high data rate, high availability, and low latency for applications such as media streaming applications and healthcare systems. The coexistence of human-centric and machine-type applications leads to diverse requirements on mobile and communication systems. More stringent latency and reliability requirements are needed for the applications related to healthcare, mission-critical control systems and security. The scalability and flexibility are also important due to the existence of many connected devices with diverse applications. The challenge is the trade-off between satisfying the requirements and the growing cost. Efficiency and scalability become the key design criteria [2].

It is estimated that the smartphone traffic will exceed the PC traffic with 33% of total IP traffic in 2021 although it reached only 13% in 2016. The traffic from PC will decrease to 25% of total IP traffic in 2021. There will also be an increased number of devices connected to IP networks in 2021 and it will become three times of the global population at that time. It means that a person will have 3.5 networked devices and the IP traffic per capita will reach 35 GB per capita. Among them, machine-to-machine (M2M) applications such as healthcare monitoring and smart meters will also have an increase of 2.4 times that of the current number and will become 13.7 billion connections by 2021.

The current trend and challenges of future generation wireless communication are motivating the researchers and the industry for the new revolution Fifth Generation mobile technology, 5G. The 5G is viewed as providing communication and data services using all possible access solutions and core network switching rather than a new radio access technology. Cooperative communications and network coding, full duplex, massive multiple inputs and multiple outputs (MIMO), device-to-device (D2D) communications and green communications are some of the promising techniques for 5G [3].
1.2 Problems and Research Focus

1.2.1 Energy-Efficient High-Rate Communication

With the growing demands of wireless applications and mobile data connections, wireless communication is expected to provide the ever-increasing demand for higher data rate and efficient data communication. On the other hand, the total energy consumed for wireless communication systems is more than 3% of the worldwide electric energy consumption and it is expected to increase rapidly in the future [4]. Mobile terminals in wireless systems also have energy limitation. Although the constraints on computation and storage can disappear with the development of fabrication techniques, energy limitation will still be challenging [5]. The battery technology does not improve fast enough to catch up the development of information and communication technology. Therefore, achieving high data rate with low energy consumption (Mbps/Joule) becomes one of the main problems for the mobile wireless communication.

1.2.2 Low Latency and High Reliable Communication

With the advancements in the Internet of Things (IoT), computation and communication technologies, the world is leading to build the connected devices, not limited inside the industries but smart streets, smart supermarkets, smart homes and even smart cities too. It has the advantages in many areas such as agriculture, health care, production, better services by analysing and monitoring the feedback data from those devices, and leads to more economical world in a way of saving the resources. In this scenario, massive deployment of sensors and actuators is a typical application. Connectivity and longer battery life are requirements for the collection of updated data from the physical environment. The traditional way of reliable communication is based on the retransmission of packets and acknowledgements. It costs bandwidth and high latency for high number of retransmissions to achieve the successful data transfer. As a requirement for future application scenarios, ultra-low latency, and ultra-high reliability are needed.

The available communication technologies such as Wi-Fi, Bluetooth, ZigBee and 2G/3G/4G cellular depend on the application and factors such as range, data requirements, security, power demands and battery life [6]. Wi-Fi connectivity is often an obvious choice
because there is wide existing infrastructure as well as offering fast data transfer. The approximate range of connectivity is 50 meters. For the operation of longer distances, the IoT applications can take advantage of GSM/ 3G/ 4G cellular communication capabilities. However, these technologies cost very high power consumption for many IoT applications. For wide area network (WAN) applications, another choice is LPWA technologies [7] which can provide low power consumption and support large networks with millions of devices in low data rates range from 0.3 kbps to 50 kbps.

1.2.3 Quick Download Access in a Fewer Number of Transmissions

Another scenario which has a high prospect for future application is that end-user needs connectivity even in very crowded places such as stadiums, shopping malls, and public events. Due to the increasing number of connected devices to the IP network and high data rates services such as video streaming and file downloads, the traffic volume is very high and leads to network overload. As a result, users suffer from service denials. Assume that some nearby wireless client devices download a file of $n$ packets or some gaming from a common base station. Some devices may receive the whole file while some may receive only a portion of it and lose other subset of the file. If they separately request the lost packets to the base station, the number of required retransmissions will be high and it will cause more burden on the base station in large crowds. In this case, the nearby wireless devices can utilise the advantage of short-distance communication links by creating a cooperative data sharing group among them via the built-in Bluetooth or Wi-Fi interfaces. This scenario has been considered in [8–11].

With this approach, devices will possess a faster and reliable short-range communication service to provide their requirements without any request to a far base station again. The network overload can also be reduced and base station will be able to serve other users. The clients only need to collectively possess $n$ packets within their group and their desire to cooperate to share the packets they have already received. This concept is very similar to peer-to-peer (P2P) networking in the viewpoint that the resources such as processing power, storage or network bandwidth are made available to other participants without the need for central coordination by servers.
These scenarios are illustrated in Figure 1.1. The figure is originally from the mobile and wireless communications enablers for the twenty-twenty information society (METIS) project [2]. METIS also believes wireless network coding and buffer-aided relaying to be the promising research directions in multi-node/multi-antenna transmission.

![Diagram of Multi-node/Multihop Communication](image.png)

Figure 1.1: Multi-node/Multihop Communication

All the scenarios include multi-hopping as a common communication paradigm. This paradigm is currently not a main option in IEEE 802.11 standard due to its remaining issues such as high latency and its effect to throughput improvement. However, there is a high chance to become a core communication paradigm in future because of the dense usage of wireless devices and the new techniques such as wireless network coding. It can be setup in ad hoc fashion or via infrastructure such as cellular stations. Multihop relay-based communication is gaining global acceptance as one of the most promising technologies in next-generation wireless cellular networks with the performance expectations such as throughput improvement, an extension of coverage area and a decrease of energy consumption [12, 13]. Network coding techniques can be integrated into the relay-based multihop wireless networks to reduce the remaining weaknesses and can benefit the remaining issues of multihop wireless communication. For the above reasons, this dissertation specifically focuses on the multi-node and multihop communication among...
the very diverse technologies to achieve the targeted performance and capability of future wireless systems.

1.2.4 Multihop Wireless Communication and Research Issues

Multihop communication has a strong research background in the relay-based transmission [14]. However, there are some remaining issues. Due to operation in half-duplex manner, there is inefficiency in spectrum usage. Multiple time slots are required and consequently, it affects the throughput improvement. Another problem introduced in multihop communications is the latency. Relay-based communication also consumes communication resources, as more hops are needed. More researches are needed to find out more solutions, which are efficient, reliable, less energy consumed, and able to provide the demand of today's wireless applications.

Although each wireless device is equipped with cellular or Wi-Fi interfaces, it also possesses Bluetooth, which is not as frequently used as cellular or Wi-Fi interfaces for communication purpose except for sharing files between two nearby devices. Nowadays, nearly everybody has a mobile phone in his/her pocket while commuting outside or working inside the building. Therefore, there is a high chance of connectivity for communication among these existing dense wireless devices.

Emergence of wireless network coding (NC) techniques has brought a new life to the relay-based solutions. Wireless network coding allows the intermediate nodes to combine the packets for multiple independent communication flows with no extra cost because of the broadcast nature of wireless transmission. The advantage of network coding is the reduction in the number of transmissions without affecting the recovery of original messages at the destination nodes. Network coding has high potential to be integrated into future wireless networks to increase throughput and to save energy and bandwidth resources.

1.2.5 Network Coding and Its Potential to Future Wireless Networks

Network coding (NC) is a technique of treating the information packets in network as combinations of each other by some appropriate methods rather than the simple com-
modity data flow. From this fundamental concept, the field of network coding was born in the year 2000 from a seminal paper about network information flow in [15].

Since that time, research on network coding has become a new area of study and many researchers revealed the potential of network coding for the future wireless networks. It can be said that network coding is a portion of routing function at the network layer as it is a concept of combining incoming packets at routers before they are forwarded to the next hop. Recently, network coding has been introduced to apply at the data link layer to obtain more advantages from it and to support the upper layers. The broadcast nature of the wireless transmission benefits the overhearing of the messages at the neighbour nodes and these overheard messages can be efficiently utilised as a coding opportunity for network coding. Network coding has the potential for the future wireless communication because of its special advantage to the wireless networks with no extra cost for broadcast transmission.

The recent researches focus on the implementation challenges and implications of network coding for the practical applications in current and future wireless networks in order to exploit the rich properties of network coding technique such as reduction of required number of transmissions, improvement in throughput, improving the reliability for lossy networks, and saving energy and bandwidth. Depending on the nature of applications and network environment, several different ways of network coding techniques and schemes are developed, and even incorporated into the existing technologies. COPE, the first practical work for the networks with perfect links [16], I²NC, a joint inter- and intra-session network coding scheme for wireless networks with lossy links [17], and MORE, a wireless opportunistic routing protocol with network coding [18] reveal the promise of network coding for wireless communication.

Moreover, IRTF creates a Network Coding Research Group called NWCRG [19] with the objective to research network coding principles and methods that can benefit the Internet communication. The goals of NWCRG are to gather information on the existing practical implementations of network coding and to propose a path to standardisation of network coding-enabled communication. Therefore, network coding has a bright future with the research and market potential for future communication networks.

In combination with the high potential of D2D communication, network coding has
become an attractive solution to harness the power of wireless and cooperative networks in order to provide communication efficiency, higher throughput and lower energy expenditure. D2D communications has high potential to be integrated to the 5G technologies due to the growing number of devices to be connected in the future. D2D communication creates a market potential for new services and new approaches as it can provide end user benefits such as reduction of power consumption, increase in throughput, and operator benefits such as spectrum efficiency and extension of coverage [20]. Due to the advantage of dense network of wireless devices and popularity of various wireless applications, multihop relaying with the help of network coding will become the key way of communication for future again.

Although network coding is not widely applied in practice yet due to its limitations such as complexity for computing capabilities and security vulnerabilities, some of the real-life measurements have been demonstrated on the commercial devices such as Xperia and S3 [21]. It shows that the energy used for coding and decoding is much smaller than that used for transmission and reception. Moreover, one of the key telecom players, Nokia, displayed the network coding technology at their booth in Mobile World Congress (MWC’17) for using it in the Nokia 5G network. The innovations with network coding are leading to integrate with 5G. For example, a recent article describes how ultra-fast 5G will enable to control the V2V networks and IoT applications by using RLNC technique [22].

Communication protocols should not be built in the usual way by looking at a single communication flow at a time, but rather multiple communication flows should be processed jointly. The new challenge is the proper combination of network coding techniques with multihop relay concept for the scenarios discussed in the requirements of future generation networks. In this dissertation, an investigation is made on how the benefits of network coding can be utilised in multihop wireless networks to provide efficient data communication and to fulfil the requirements of future generation networks.

1.3 Motivation and Vision

This dissertation investigates the potential benefits of network coding to provide efficient data communication for data transmission, data collection, and data sharing in future
wireless networks, especially in multihop wireless communication. The intention is to find the research-based knowledge for the possibility of practical implementation in future wireless technologies.

The vision is to contribute an efficient and fair future wireless communication by using network coding techniques.

The research issue relating to network coding and medium access control is due to the fairness of DCF mechanism in IEEE 802.11 standard [23]. To achieve the highest benefit from network-coded packets/frames, they need to be transmitted with a higher priority than the normal packets/frames. This issue becomes very clear in [16], which proposes the first practical inter-session network coding approach called COPE for the networks with perfect links. The relay node transmits the XOR-coded packets and reduces one transmission time slot like in the proposed NCA-CSMA protocol. As COPE relies on the DCF operation of IEEE 802.11, relay node needs to compete the channel access with other nodes to transmit the coded packet. Therefore, performance of network coding opportunity is totally depending on DCF and is limited by DCF.

The application of network coding into layer 2 of OSI reference model appears in [24]. The author shows that Layer 2.5 NC works best in high-rate symmetric traffic flows between two clients connected to the same 802.11 access point. It can be observed that symmetric traffic flows and high rate are essential to gain benefits from using networking coding at AP. This observation is utilised in the proposed NCA-2PSP protocol, where network coding functionality is applied at the relay node identified by the 2PSP mechanism. A network coding-aware medium access control (necoMAC) scheme is also proposed by combining some MAC protocols with NC.

Relating to the data gathering application, there is an important issue relating to the energy efficiency although many data aggregation techniques and routing protocols have been designed for a number of performance metrics such as energy efficiency, reliability, quality of service. It is the error and loss in wireless communication due to the dynamic channel conditions.

The traditional way to provide reliability is to use the feedback messages to report the received or lost packets. However, these feedback messages consume bandwidth and energy. To prolong network life in resource-limited network and wireless communication,
energy-efficient error control techniques remains a challenge. It is important to provide reliable communication to improve network lifetime of sensor networks.

To solve this problem, there are some design choices with network coding technique. Network coding opportunities may exist within the clusters or outside the clusters along the path to the Base station (BS). For example, the gateway can perform as data aggregator, using some network coding technique to reduce the transmission, or some nodes in the vicinity can be nominated as an aggregator or network coder to provide short-range communication locally. This way can recover loss on long-distance wireless link and can improve high reliability. The cluster heads become the relays that decide the network coding transmission among the other cluster heads and the client nodes. An energy-efficient network coding based data gathering scheme called necoDG is proposed.

The scenario of cooperative data sharing has been considered in [8–10]. The goal is to fulfill the requirements of all participants in the group with minimum transmissions. The encoding scheme that will minimise the number of transmissions is referred to as index coding [25], where a central base station performs the transmissions of linear combined packets to other clients. With linear network coding [26], benefits of cooperation can be further considered for the data exchange problem because many devices can simultaneously gain from one linearly coded packet (linear combination) transmission. The goal is to increase the required packets of as many nodes as possible with the minimum number of transmissions.

In the previous works, a candidate is selected as a transmitter for next round based on the maximum number of received packets. If there is more than one candidate, those schemes choose the next transmitter randomly. In this dissertation, fairness on the number of transmissions is considered in each client while also maintaining the minimum number of transmissions as a whole. A balance coded transmission scheme called BCCT is proposed by exploiting the random linear network coding technique. The reason is to balance the responsibility of transmission from each client and to maintain energy saving for each individual participant. Like in the case of necoDG, the responsibility as a cluster head is rotated among the members of a cluster to avoid the energy depletion of a certain device. If a particular device with an independent packet runs out of energy quickly, other devices will not satisfy their needs and the data exchange process cannot accomplish.
The approach to the three problems mentioned above includes designing a required protocol and advancing the required algorithms for incorporating network coding techniques to work properly with the existing characteristics of the networks for each data transferring scenario.

This approach consists of designing new MAC protocols, algorithms and schemes that can exploit the benefits of network coding to achieve performance metrics such as high throughput, low latency, fairness and low energy consumption. A data transfer framework called E-neco is proposed, it includes three schemes for each of the problem discussed above. They are network coding-aware medium access control (necoMAC) scheme, network coding based data gathering (necoDG) scheme for WSNs, and balanced cooperative coding and transmission with physical layer network coding (BCCT/PLNC) scheme for high rate data exchange with low power consumption between a cellular base station and its mobile stations. It is expected that the three different data communication processes can be performed in a way to achieve higher efficiency, reduce energy and bandwidth resources. This framework is intended to provide the data transferring services such as data transmission, data collection and data sharing in a more efficient way in terms of key performance indicators such as energy and bandwidth efficiency, reliable and low latency communication, and low energy consumption.

It also finds a way of applying the main methodologies at the MAC layer such as:

1. Relay based higher-quality path selection mechanism such as 2PSP with overhearing
2. Adaptive coding for different topologies such as golden chain and golden triangle
3. Technologies based on relaying, multi-hopping and wireless network coding such as RLNC and XOR to achieve the goals in a simpler and flexible way

Preliminary assumption for this framework is that the wireless interference between the nearby nodes is cleared by some sort of interference management techniques. Among the very diverse technologies to achieve the performance and capability targets of 5G wireless systems, this research specifically focuses on the multi-node and multihop networks as shown in Figure 1.1.

Many benefits can be expected from this work. They are throughput improvement, transmission utilising multi-rate/multihop, fairness, reducing number of transmissions,
keeping energy saving and providing long battery life, user benefits with quick download completion, reducing the burden on base station, low latency, and reliable communication.

1.4 Purpose and Objectives

The main purpose of this dissertation is to investigate the potential of network coding technique in a multihop wireless network environment focusing mainly on the data link layer transmission. To achieve the throughput improvement, fairness among the participants, a fewer number of transmissions, low latency and energy efficiency for the data communication in a network, a network coding based data transfer framework is proposed. By proposing a MAC protocol for data transmission between two nodes, data gathering process in a wireless sensor network (WSN) and group-based data sharing scenario between a base station and a group of wireless nodes. This work is intended to explore more scientific knowledge of network coding and its potential applications for the future wireless communication to help the designers and developers of protocols and products, applying the findings of this work. To state clearly and concretely, the purpose and objectives of this dissertation are defined as follows.

**Purpose:** To incorporate network coding technique in Multihop Wireless Communications for the efficient data transfer.

**Objectives:**

- To propose a framework for efficient network coding based data transfer between the MAC layer and network layer of MWNs. (Material related to this objective appears in as yet unpublished paper [1] and published paper [10].)

- To introduce a network coding-aware MAC (necoMAC) scheme for efficient data transmission in MWNs. (Material related to this objective appears in published papers [5], [8] and in yet unpublished paper [3].)

- To present a network coding based data gathering (necoDG) scheme for efficient data collection in WSNs. (Material related to this objective appears in published papers [4] and [7].)
• To establish a Balanced Cooperative Coding and Transmission (BCCT) Scheme for efficient data sharing in cellular networks. (Material related to this objective appears in published papers [6], [9] and in yet unpublished paper [2].)

1.5 Dissertation Organisation

The remainder of this dissertation is organised as follows.

• Chapter 2. E-neco Framework
  Chapter 2 begins with a background of network coding and multihop wireless networks. The classification of network coding techniques and schemes are presented based on the existing work in the literature. Different types of topologies are also discussed relating to the network coding opportunity. The medium access control protocols and the overview of the efficient network coding-based data transfer (E-neco) framework are explained in the later part of this chapter.

• Chapter 3. Network Coding-Aware MAC (necoMAC) Scheme
  The design and implementation of network coding-aware medium access control (necoMAC) scheme is described in this chapter. This necoMAC scheme is intended for the data transmission in multirate multihop wireless networks. Design of network coding-aware 2-hop path selection protocol (NCA-2PSP) and network coding-aware carrier sense multiple access (NCA-CSMA) protocols are described.

• Chapter 4. Network Coding Based Data Gathering (necoDG) Scheme
  Chapter 4 describes an energy efficient data gathering scheme with network coding. The random linear network coding (RLNC) is integrated at the cluster head (CH) or the aggregator of each cluster to assist reliable data transfer to the base station (BS). The energy-efficient 2-hop path selection protocol is also introduced for data transmission from sensor nodes to the CH in a cluster.

• Chapter 5. Balanced Cooperative Coding and Transmission (BCCT) Scheme
  A network coding-based cooperative data sharing scheme is implemented in Chapter 5. A group of nearby wireless nodes helps each other to provide the needed packets. This research includes the application of the combination of linear and physical layer
network coding. The goal is to increase the required packets of as many nodes as possible with the minimum number of total transmissions. The BCCT scheme is to maintain the fairness on the number of transmissions made from each device and to reduce the total number of required transmissions. The scheme utilises overheard information so that each client can choose a combination that will be independent from the previously transmitted combinations.

- Chapter 6. Conclusion and Future Work

Chapter 6 summarises the findings, concludes the dissertation and draws some future trends.
Chapter 2

E-neco Framework

2.1 Introduction

This chapter presents some background on network coding and multihop wireless networks. The classification of network coding techniques and schemes are also presented based on the existing work in the literature.

The overview of the proposed efficient network coding-based data transfer (E-neco) framework is also explained in the later part of this chapter.

2.2 Network Coding and Its Applications

Network coding is a technique which can be applied at a source or at an intermediate node in the network to create new outgoing packets by processing the data packets by some mathematical functions. It can replace the traditional ‘store and forward’ paradigm at an intermediate node. It was born in 2000 in a seminal paper by Ahlswede et al. [15] in which intermediate nodes or routers were viewed as locations which could provide better throughput by additional computational tasks. The main idea behind this concept is that instead of considering the node as a simple information flow relay, network coding allows the node to combine several packets into a single packet.

Network coding was initially a purely theoretical approach and earlier research is more focused on understanding fundamental theoretical properties and its limits. There was significant progress on this front and as a result, the computational complexity and
efficient network coding algorithms have been discovered. Much work in network coding has concentrated on Random Linear Network Coding (RLNC) technique [27–29] and its application to wireless networks for the improvement of network performance and reliability. The basic idea is that intermediate nodes form linear combinations of the received packets and send the linearly combined packets to the next hop node. In order to extract the original messages at the receiver, the decoding process needs to have a sufficient number of independent linear combinations. This technique requires an extra overhead of carrying coding coefficients in the packet header and computational complexity when larger finite fields (Galois field, \( GF \)) are used for the coding coefficients. Its counterpart, XOR coding is relatively simple for coding and decoding processes. Network coding has many potential benefits such as an increase in throughput and an improvement in the reliability and robustness of the network [30]. Many researches on network coding have been carried out and their results have revealed the potential benefits of network coding as well.

A good introduction to the theory and application of network coding is explained in a paper [26] and in a tutorial from the perspective of network coding as a generalisation of routing [31]. A survey and classification of the coding algorithms for wireless multicast transmission is systematically presented in [32] and classification of network coding and its applications are explained with illustrative examples in the survey paper of [33].

### 2.2.1 Classification of Network Coding Techniques

Since network coding has potential benefits of energy and bandwidth savings for the communication networks, the research community has investigated many approaches to improve the performance of IP networks and cellular networks by incorporating network coding into existing technologies. Depending on the different approaches for various purposes, network coding techniques can be classified into network layer approaches, link layer approaches and the combined application of core network coding techniques and schemes.

#### 2.2.1.1 Incorporation of Network Coding into Different Layers

- **Network Layer Network Coding**

  Network coding is firstly proposed as a branch of the routing protocol in the network
layer, where traditional store-and-forward communication fails to achieve the multicast rate in a butterfly network. Much research focuses on the network coding-aware routing protocols, in which network coding opportunity is considered as a metric in order to exploit the benefits of network coding. A distributed coding-aware routing protocol DCAR [34] is a kind of network coding-aware routing. In opportunistic routing, the next-hop node is chosen on-the-fly instead of assuming a complete path determined in advance by a routing protocol. The number of control messages required to find next-hop node is high. Network Coding is applied in opportunistic networks to reduce the number of transmissions in cooperation between neighbour nodes to find a path. Network Coding-aware routing protocols are improving the end-to-end delay, network throughput, and reliability of the network [35].

- **Link Layer Network Coding**

  Researchers found that network coding can also be applied in the link layer so that the benefits of network can be achieved from each link-level transmission and improves the performance of the overall network. Most of the research concerns with the network coding-aware medium access control techniques, opportunistic

---

Figure 2.1: Classification of Network Coding Techniques
scheduling with network coding and cooperative medium access control [36, 37]. To exploit the benefits from a network coder node, the scheduling and medium access is important.

2.2.1.2 Core Network Coding Techniques

- **XOR**
  A simple network coding technique that uses bit-wise addition over the entire length of the frame, and is one of the most easily understood network coding schemes. When a node receives packets for two different sources, it simply XOR them together and send the combination to outgoing links. A receiving node must maintain a record of at least \( n - 1 \) original packets to be able to decode the received combination. The decoding is simply performing XOR function of the received packet with its stored packet. An example XOR operation in a butterfly network topology is shown in Figure 2.2(a), where a sender ‘S’ multicasts two messages \( A \) and \( B \) to two destination nodes ‘\( D_1 \)’ and ‘\( D_2 \)’. Each link can carry a data message at a time. As there are two incoming messages at the middle intermediate node ‘\( I_1 \)’, a bottleneck at the outgoing link prevents two destinations from receiving both messages \( A \) and \( B \) simultaneously. This problem can be solved by applying XOR network coding on the two messages and transmitting the coded message on the outgoing link.

- **Random Linear Network Coding (RLNC)**
  RLNC [29] is a well-known intra-session network coding technique. In RLNC, when a node receives a packet, it stores the packet in its memory. When packet forwarding occurs at an outgoing link of the node, the node creates the encoded packet from a random linear combination of the packets in its memory. Suppose the node has \( L \) packets \( u_1, u_2, \ldots, u_L \) in its memory. Then the encoded packet formed is
  \[
  u_0(t) = \sum_{i=1}^{L} \alpha_i u_i
  \]
  where \( i \) is chosen according to a uniform distribution over the elements of some finite field \( F_q \). The packet’s global encoding vector \( \gamma \) is placed in its header and which satisfies
  \[
  u_0(t) = \sum_{k=1}^{K} \gamma_k w_k
  \]
where the $w_k$ are the message packets from the source. For the decoding process, the sink node performs Gaussian elimination on the set of global encoding vectors from the packets in its memory to find the original messages. Figure 2.2(b) shows an example operation of RLNC. A sender, a source or an intermediate node, indicated by ‘S’ in the figure performs a random linear network coding function, $F(x)$ over the packets $x_1$, $x_2$ and $x_3$ to create an encoded packet $Y$, which includes some symbols $y_1$, $y_2$ and $y_3$. Then, $Y$ is transmitted to the destination nodes $D_1$, $D_2$ and $D_3$ where the original packets $x_1$, $x_2$ and $x_3$ are recovered by Gaussian elimination operation on $Y$.

![Diagram](image)

Figure 2.2: Types of network coding (a) XOR in a butterfly network (b) Example of RLNC operation
• **Physical Layer Network Coding (PLNC)**

The basic idea of PLNC is to exploit the mixing of signals that occurs naturally when electromagnetic (EM) waves are superimposed on one another [38]. The simultaneous transmissions by several transmitters result in the reception of a weighted sum of the signals at a receiver. Their addition will be relayed by an intermediate node. This weighted sum is a form of network coding operation by itself.

2.2.1.3 Network Coding Schemes

Network coding can be classified as either inter-session or intra-session depending on the way of encoding the incoming packets. Inter-session network coding allows the packets from different sessions (sources) to be mixed before forwarding into the next hop. In contrast, intra-session network coding can be used to mix the packets from the same session to address the packet loss problem.

- **Inter-session Network Coding Scheme**

If the intermediate wireless nodes are allowed to code the incoming packets, the broadcast nature of wireless nodes becomes an opportunity. Inter-session network coding solves the bottleneck problem and reduces the number of transmissions, by allowing packets from different sessions (sources) to be coded together. By reducing the number of required transmissions, network coding increases the throughput and decreases the interference between the links in wireless networks [39].

- **Intra-session Network Coding Scheme**

Another important application of network coding is to provide reliability in wireless networks. The traditional way to provide reliability for both wired and wireless networks is to use feedback messages to report the received (or lost) packets. Network coding can provide reliability with a fewer transmissions by coding the packets from the same session (source). This type of coding is called intra-session network coding.

2.2.2 Topology for Network Coding Opportunity

Topology and group formation mechanism play important roles for the improvement of system performance. One of the three main components of E-neco framework is topology
component. This framework focuses on the utilisation of network coding at the link-level data transfer operations. There are limitations of network coding opportunity at network layer to achieve the maximum performance because the actual transmissions can only happen when the medium is occupied. Therefore, medium access control influences the network coded transmission.

Topology influences the performance of network coding regarding several important metrics. It also affects the performance of control algorithms for scheduling of transmissions, routing, and broadcasting in an ad hoc network [40]. The network coding opportunity also depends on topology where the source, relay and destination form a specific structure in wireless networks. For example, relay node performs XOR network coding to combine some packets in its incoming buffer based on the information of its neighbours.

There are certain types of structures that will benefit the network coding opportunity. These include golden chain (two-way relay channel), golden triangle (relay channel), cross (Star), butterfly and Y (multiple access relay channel) topologies from network perspective. Another type of useful topology for group formation and connections among group members is mesh topology.

Analysis of the relationship between topology and network coding for each type is briefly presented in this section.

![Chain Topology](image1.png)

![Cross Topology](image2.png)

Figure 2.3: Chain topology (two-way relay channel) (b) Cross (star) topology

In Figure 2.3(a) and Figure 2.3(b), chain and cross topologies are illustrated. A chain
topology includes three nodes located in a way that the intermediate node ‘R’ can hear transmissions from both nodes ‘A’ and ‘B’, but ‘A’ and ‘B’ cannot hear each other. XOR network coding can be used at ‘R’ to reduce the number of transmissions in the message exchange between ‘A’ and ‘B’. A cross topology can be seen as two chains cross each other at the common intermediate node.

In a triangle topology (Figure 2.4(a)), the positions of the three nodes ‘A’, ‘R’ and ‘B’ are in a triangle shape. The advantage of this topology is that both the intermediate node ‘R’ and the receiver ‘B’ can hear from sender ‘A’. Transmissions in high rates can be achieved via the relay ‘R’ for the throughput improvement of transmission of payload data. In Figure 2.4(b), a multiple access relay channel is depicted. This looks like two triangles with a common relay to forward the incoming data to the same destination.

Figure 2.4: Types of topologies (a) Triangle topology (relay channel) (b) Y-topology (multiple access relay channel, MARC)

Butterfly (X) topology is depicted in Figure 2.5(a). In both Y and X topologies, the two data flows from node ‘A’ and node ‘B’ pass through an intermediate node ‘R’ to destinations ‘D₁’ and ‘D₂’ in Figure 2.5(a) and to a common destination ‘D’ in Figure 2.4(b). Node ‘R’ can get the chance to operate network coding function over the two incoming flows a and b and transmit the coded packets $a \oplus b$ to the destinations. The destination nodes have high chance to overhear the transmissions from the nearest senders without additional transmission cost and copies of those messages are useful for the recovery of
original messages. By this method, the intermediate node accomplishes the forwarding of received messages in a fewer number of transmissions and saves energy and bandwidth consumption.

In mesh topology Figure 2.5(b), there are direct connection links between every station. Wireless devices can utilise the advantage of short-distance communication links by creating a cooperative data sharing group among them via the built-in Bluetooth or Wi-Fi interfaces. It can be formulated as a network coding and transmission scheme. For example, some nearby wireless end devices such as mobile phones can benefit a fast downloading service from a common base station by cooperating to exchange their packets in mesh topological connections.

![Figure 2.5: Types of topologies (a) Butterfly topology (b) Partially mesh topology](image)

### 2.3 Multihop Wireless Networks (MWN)

In multihop wireless networks, nodes communicate with each other using wireless channels and do not have common infrastructure or centralised control. Any two nodes can communicate directly if their packets can be correctly decoded under the desired signal-to-interference-plus-noise-ratio [41]. In order to communicate with nodes beyond their
range of transmission, a wireless node has to depend on other intermediate nodes for relaying its messages to the desired destinations. Such an architecture requires that nodes in the network play the role of a source, a destination, or a router to relay the messages \cite{42}. There are many branches of multihop wireless communication such as Mobile Ad hoc Networks (MANET), Wireless Sensor Networks (WSN), Wireless Mesh Networks, and Vehicular Ad hoc Networks with their own specific characteristics.

There are several benefits of MWNs such as extending the coverage of a network, improving the connectivity and capability of high data transmission rate when nodes are close to each other. MWNs also have important challenges. Determining a routing function for sending packets to the intended destination is one of the main challenges because of the characteristics of unreliable wireless links, packet loss and topology change. The routing protocol finds the path between the source and destination depending on the available links and intermediate nodes in the network. Long distance links can reach the destination in a few hops, but at some low speed.

On the other hand, the short distance links can support the transmission in high rate, but more hops are needed to reach to the destination. As a consequence, the chance of a node to be involved in relaying the other’s data packets becomes high \cite{43}. Therefore, the level of congestion at an intermediate node may become an important issue and lead to problems such as high energy consumption and buffer overflow of the node. However, this can be utilised as an opportunity for network coding to carry more information in one coded packet and possibly to reduce the required number of transmissions. The energy of some nodes is limited and the overhead for each single packet transmission is also important to be considered when multiple relays are involved for each active data flows.

2.3.1 Medium Access Control (MAC)

Among the services of link layer such as framing, reliable delivery, error detection and correction, link access is one of the services to move a datagram from one node to an adjacent node over a single communication link. A medium access control (MAC) protocol specifies the rules by which a frame is transmitted onto the link. For point-to-point links that have a single sender and a single receiver at each end of the link, the MAC protocol is simple. The sender can send a frame whenever the link is idle. However, when multiple
nodes share a single broadcast link, the MAC protocol serves to coordinate to avoid the collision. Typically, when there is a collision, none of the receiving nodes can recover the transmitted frames and all the frames involved in the collision are defined as loss. Therefore, the broadcast channel is wasted during the collision interval. In PLNC, this typical perspective is reversed. PLNC applies the advantage of signal level addition in the air and not all the collisions are assumed as loss. For the typical approach, MAC is necessary to coordinate the transmissions of the active nodes in order to ensure that the broadcast channel is not wasted when multiple nodes are active. It is responsible for resolving conflicts among different nodes for channel access. Since the MAC layer has a direct bearing on how reliably and efficiently data can be transmitted between two nodes along the routing path in the network, it affects the Quality of Service (QoS) of the network [44].

To achieve this, different kinds of techniques such as channel partitioning protocols and random access protocols were developed. Time-division multiplexing (TDM) and frequency-division multiplexing (FDM) are two techniques that can be used to partition a broadcast channel’s bandwidth among all nodes sharing that channel. TDM divides time into time frames and further divides each time frame into $N$ time slots. FDM divides the $R$ bps channel into different frequencies (each with a bandwidth of $R/N$) and assigns each frequency to one of the $N$ nodes. While TDM and FDM assign time slots and frequencies, respectively, to the nodes, code division multiple access (CDMA) assigns a different code to each node. Each node then uses its unique code to encode the data bits it sends. If the codes are chosen carefully, different nodes can transmit simultaneously and their receivers correctly receive a sender’s encoded data bits [45].

2.3.2 Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)

The CSMA/CA protocol is one of the two modes of the IEEE 802.11 MAC protocol, which uses the distributed coordination function (DCF) based on the RTS/CTS handshaking mechanism [44]. This protocol works in combination with a Binary Exponential Backoff (BEB) algorithm. Before sending data packets, a node first senses the medium for an idle channel in Distributed Inter Frame Spacing (DIFS) period. The node delays its
own transmission by a random backoff timer and waits for transmission to prevent a collision. A random backoff timer is chosen uniformly in the range of $[0, CW]$, where $CW$ is referred to as the contention window. At the first transmission attempt, $CW$ is set to the minimum contention window ($CW_{\text{min}}$). When the timer times out and the medium is free, it broadcasts a Request-To-Send (RTS) control message, specifying a destination and data size. The receiver node responds with a Clear-To-Send (CTS) message. The control messages are transmitted after the medium has been free for Short Inter Frame Spacing (SIFS). If the sender node does not receive the CTS message, it may retransmit the RTS message. On receiving the CTS message, the sender sends the DATA and waits for an ACK from the receiver. Every node that hears the RTS/CTS exchange updates its Network Allocation Vector (NAV) value and must refrain from transmitting for that duration. When the NAV is set, the period for those nodes will remain busy until the end of ACK transmission. By using this method, all nodes including also hidden nodes can defer their transmission in an appropriate way to avoid collision. For each unsuccessful transmission, the value of $CW$ is gradually doubled up to the maximum contention window value.

2.3.3 2-hop Path Selection Protocol (2PSP)

Lim and Yoshida in [46] developed a 2-hop Path Selection Protocol (2PSP) for a set of nodes, in which data can be sent faster using adaptive rate control capability of IEEE 802.11a/b/g MAC protocol via a relaying concept. Their main objective is to build upon the opportunistic rate adaptation to assist a sender, a relay and a receiver to reach a higher rate data transmission. They also proposed a relay mechanism and a new contention window called a Short Backoff Internal (SBI). A potential node that succeeds as a relay is allowed to send a Ready-To-Relay (RTR) message before transmitting payload data from the sender. The RTR message contains the information about a pair of higher transmission rates. These rates are determined by the relay depending on the signal quality of overheard Relay-Request-To-Send (RRTS) and Relay-Clear-To-Send (RCTS) messages from the sender and the receiver respectively. If the sender can decode the relay’s message successfully, it sends data with a high data rate selected by the relay. If the sender cannot receive the RTR message, it can send the data according to the
standard DCF method. Then, the relay node forwards the received data to the receiver in another high data rate. Finally, the receiver sends the ACK message to the sender at the base rate. The DCF message handshaking procedure of 2PSP is depicted in Figure 2.6.

Figure 2.6: DCF message handshaking procedure of 2PSP protocol

2.4 Efficient Network Coding Based Data Transfer Framework (E-neco Framework)

A conceptual framework is developed for transferring data between wireless stations in wireless communication scenarios discussed in Section 1.2. In the near future, no technology will be able to provide alone the high demand of fast and reliable communication due to the very high increasing requirements of wireless and industrial communication. The network should be flexible in integration to work with other technologies. This framework is conceptualized based on the combination of the future potential network technologies such as D2D, M2M and MWN to support the new requirements. The multihop wireless communication is expected to become the core communication paradigm in future despite the fact that it is currently an extra option in IEEE 802.11. This framework is an important concept aiming for the future 5G because it depicts one of the very core parts of future wireless networks to provide the high-rate low-energy, fast and reliable services to
the billions of connected devices and machines. This framework is called E-neco framework, which refers to efficient network coding based data transfer framework. The general architecture of E-neco framework is depicted in Figure 2.7.

![E-neco Data Transfer Framework](image)

**Figure 2.7: E-neco Data Transfer Framework**

The framework utilises network topology and network coding techniques with MAC protocols. Therefore, the focus of this framework exists at data link layer. It consists of three main components:

1. data transfer mode
2. topology
3. medium access control protocols.

The functions of each component are briefly described as follows:

1. Data Transfer Mode: Three types of data transferring process can be accomplished by the framework. They are
   - Data transmission: Transmission of data from one node to another.
• Data gathering: Collection of data from many nodes, e.g., data gathering in a WSN.

• Data sharing: Distribution of possessed data to other members in a group for a common welfare.

The specific data transfer process is configured by the user at this moment. In future, a traffic pattern can be applied to activate the selection of the three modes.


• Golden topology: Types of topologies that creates network coding opportunity are called golden topology. They consist of Chain (also called linear) topology, triangle, diamond, Y-topology and cross (X) topology.

• Group formation: Formation of logical connection among the participants in a group for data sharing purpose.

3. Medium Access Control Protocols: Rules by which a frame is transmitted onto the link. The proposed MAC protocols are designed to get maximum benefits from incorporation with network coding. They include necoMAC, necoDG and BCCT schemes for three data transfer modes.

• necoMAC: NC-aware MAC scheme. This necoMAC scheme is intended for the data transmission in multirate multihop wireless networks. NC-aware 2-hop path selection protocol (NCA-2PSP) and NC-aware carrier sense multiple access (NCA-CSMA) protocols are proposed for golden chain and triangle topologies. The scheme also applies the multi-rate capability data transmission. High throughput, less energy consumption and low delay services are expected from this scheme.

• necoDG: NC-based data gathering scheme for data collection from physical environment such as WSN. NC is applied at the CH or aggregator and at a relay inside a cluster of sensor nodes to assist reliable data transfer to the base station (BS). An incorporation of network coding-aware medium access control protocols and cluster-based WSN is made for the data transmission
from each sensor node to the aggregator or CH node. A modified 2PSP protocol is proposed to achieve more energy saving and longer network lifetime.

• BCCT: balanced cooperative coding and transmission scheme. A network coding-based cooperative data sharing scheme in mesh network topology. This scheme is proposed to satisfy the requirements of mobile data users downloading from a congested base station. Local group formation and network coded sharing is the main mechanism in this scheme. Participants are controlled by themselves using the reception information to maintain fairness and network lifetime.

• CSMA/CA: Carrier Sense Multiple Access with Collision Avoidance. The CSMA/CA protocol is one of the two modes of the IEEE 802.11 MAC protocol, which uses the distributed coordination function (DCF) based on the RTS/CTS handshaking mechanism [44]. This protocol works in combination with a Binary Exponential Backoff (BEB) algorithm. Before sending data packets, a node first senses the medium for an idle channel in Distributed Inter Frame Spacing (DIFS) period. The node delays its own transmission by a random backoff timer and waits for transmission to avoid a collision. The proposed scheme also works compatibly with CSMA/CA protocol.

These three components are relying on each other to perform a specific data transfer. Although they are depicted as separate components for easy understanding, in practice, their functions cannot be separated from each other. Depending on the desired data transferring process, the different topology and medium access control protocols are used. For example, BCCT scheme is selected for the balanced cooperative data sharing with the group formation mechanism of BCCT in mesh topology. The desired topology is created on the fly by the protocol. Therefore, topology and group formation can also be defined as part of the protocol. These two components have very close relation to each other. Topology and group formation are described as separate components of MAC protocols in the framework. This is to highlight the importance of topology for network coding benefit and thereby, for improving the performance of the system as a whole.

The core connection among these networks is the concept of multihop wireless communication. In every network scenarios above, network coding can be added as a function
of transmitter or receiver or forwarder at any point along the route depending on the information such as topology, data flows, route, energy etc. Although the purpose can be different from one target network to another depending on the application, the overall aim of the framework is to achieve the high performance from the operation of multihop communication. Whatever application scenarios come, the core operation of multihop communication and network coding functions can be applied. In other words, this framework is conceptualized for the future requirement of integration of network technologies.

2.5 Summary

This chapter presents some introduction to network coding and its background on different types of the network coding techniques and schemes. It also covers an explanation of multihop wireless communications and 2PSP protocol. The proposed framework of efficient network coding based data transfer is also described in this chapter.
Chapter 3

Network Coding-Aware MAC (necoMAC) Scheme

3.1 Introduction

In this chapter, a network coding aware Medium Access Control (necoMAC) scheme is proposed, and it incorporates many protocols such as Network Coding-aware 2-hop Path Selection Protocol (NCA-2PSP), 2-hop Path Selection Protocol (2PSP) and Network Coding-aware Carrier Sense Multiple Access (NCA-CSMA) in order to provide data transmission at higher rates with a fewer number of transmissions for multirate wireless networks. Two golden topologies called the golden chain and the golden triangle are mainly utilised for the proposed protocols. The energy consumption, overhead ratio, throughput and fairness for each protocol are calculated in the simulation. For the performance evaluation of the proposed protocols, a simulation program is developed and the performance of these protocols are analysed in many scenarios with varying numbers of nodes and flows. The simulation results reveal that the proposed scheme provides higher throughput and less energy consumption compared to the conventional Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol.

This chapter is organised as follows. Section 3.2 describes the problem statement and section 3.3 summarises the motivation derived from the existing works. Introduction to the two topologies called golden chain and golden triangle follows in section 3.4. Then, a description on how network coding can reduce the number of transmissions in a golden
chain topology and explanation of how it can be applied together with the 2PSP protocol is presented. The proposed necoMAC scheme and the new handshaking procedures of NCA-CSMA and NCA-2PSP protocols are described in Section 3.5. In this section, the brief explanation of the compared protocols, COPE and RD-DCF+NC are also described. Section 3.6 describes the analysis of protocols. In Section 3.7, the simulation parameters and scenarios are explained. The evaluation of the performance of proposed protocols is also performed with various metrics such as throughput, energy consumption, overhead ratio and fairness in different scenarios. Finally, Section 3.8 summarises the chapter.

3.2 Problem Statement

Energy consumption is an important issue that needs to be dealt with for a MWN such as Mobile Ad hoc Network (MANET) and Wireless Sensor Network (WSN) because the nodes in those networks rely on the limited battery capacity. Fennel and Nilsson [47] carry out a series of experiments to measure the energy consumption of an IEEE 802.11 wireless network interface operating in ad hoc networking environment. Their experiments show that fixed overhead costs are very high and improvements in data transmission rates have a fairly limited effect on overall per-packet energy consumption. This is due to the fact that the MAC protocol and broadcast traffic use lower transmission rates.

Current Medium Access Control (MAC) and physical layers for 802.11 based multihop networks impose high overhead for the transmission of small data packets [48]. The MAC functions are directly related to the reliable and efficient data transmission between two nodes along the routing path in the network [44]. As network coding [30] is a technique which can combine many receiving packets and forward the coded packet on the outgoing links, this problem can be mitigated by appropriate design of MAC protocol and network coding technique together. In [49], a network coding aware MAC protocol is proposed to combine batch transmissions and multiple reverse direction data exchanges. By this approach, any node in the network can transmit a burst of data packets in a single channel access invocation and high throughput is achieved.

Multihop relaying is a promising solution for increasing throughput and providing coverage for a large physical area with the cooperation of several intermediate nodes without the expensive physical infrastructure. The wireless medium is a shared resource, and
nodes that have packets to transmit access the medium in a distributed way, independently of their current traffic demand [48]. Researchers have been trying to improve the performance of MAC in many different ways, for example, to solve the inefficiencies of the base Distributed Coordination Function (DCF).

In [46], Lim and Yoshida create a 2-hop Path Selection Protocol (2PSP) which can reduce the delay and energy consumption by utilising the physical layer multirate capability with an introduction of a new Ready-To-Relay (RTR) message in the handshaking procedure of medium access.

In multirate wireless networks, data transmission can be achieved in different rates provided by the physical layer hardware. The conventional IEEE 802.11b and 802.11g/a specification provides up to 11 and 54 Mbps data rates, respectively [50]. Data transmission at higher rates can take place under favourable conditions as several environmental factors like channel condition and interference can have a dramatic impact on range and resulting coverage area. The receiver will not be able to decode the receiving message if the signal-to-interference-plus-noise ratio is lower than a certain threshold. If two nodes are at a short distance to each other, there is higher chance to transmit at higher rate because of the short link and strong signal quality as shown in Figure 3.1. IEEE 802.11b/g/a/n networks are currently the most popular wireless LAN products on the market.

With limited frequency resources, designing an effective MAC (Medium Access Control) protocol is a hot challenge [51]. As network coding has advantage of exploiting the broadcast nature of wireless transmission without extra cost, it has been introduced into the link layer to improve the performance of the network. Exclusive OR (XOR) network coding [52] is applied at the relay node to combine the incoming packets and to relay the

![Figure 3.1: IEEE 802.11a ranges](image-url)
coded packets in some higher rates.

3.3 Related Work and Motivation

The application of network coding into layer 2 has been done in [24]. In this work, network coding is integrated into the 802.11 infrastructure by adding a sublayer of network coding functionality between layer 2 and 3 of the seven layers of OSI reference model [53]. It combines layer 3 datagrams at access points (APs) and layer 2 broadcasting is performed. Layer 2.5 network coding works best in high rate symmetric traffic flows between 2 clients connected to the same 802.11 access point. Fairness becomes a problem in accessing the wireless medium and the services of AP due to the inefficiency of DCF in carrier sense multiple access with collision avoidance (CSMA/CA) protocol when the number of clients increase. Huang et al. [54] propose a combination of network coding with CSMA/CA protocol to enhance the fairness of wireless medium access among stations for a single-relay multi-user wireless network. They develop optimisation of the minimum contention window size according to the number of stations to create appropriate transmission opportunity.

Much research work on cooperative MAC with network coding is done in the literature. Research in this discipline involves the selection and coding functions relating to a relay node and exploitation of neighbour nodes to take advantage of more coding opportunities. BEND [36] is an example of MAC layer solution to practical network coding in multihop wireless networks. The advantage of BEND is its exploitation of the redundant copies of a packet in the neighbourhood coding repository and it allows the neighbour nodes to become a candidate coder and forwarder. Any node can code and forward a packet even when the node is not the intended MAC receiver that the packet is destined for. To further reduce the number of transmissions, a relay is allowed to retransmit the data for the source node together with its own data simultaneously in [37]. A novel Network Coding-Aware Cooperative Medium Access Control (NCAC-MAC) protocol is proposed based on IEEE 802.11 CSMA policy by further incorporating two collision free relay selection strategies to improve the relay selection process. PlayNCool [55] introduces the concept of a helper node in the neighbourhood of a sender and relay node. It applies RLNC technique for the network coded transmissions of packets. The helper node waits
before transmitting the recoded packet while the medium accessing function is running. This approach can operate upon the path selected by the upper layer routing protocol and uses local link quality information for the helper selection. The great advantage is that PlayNCool protocol can operate in a variety of current routing protocols for the short-term deployment of network coding in real systems [20]. Some related works in the discipline of routing and network coding opportunity are TCAR [56] and ExCODE [57] for the local topology detection to decide the encoding of two packets with XOR coding technique.

The idea is to combine the property of network coding technique which can reduce the number of transmissions and the 2PSP protocol, which can exploit the multirate transmission capability of the IEEE 802.11 physical devices. The 2PSP protocol is designed for a single data flow between the sender and the receiver. The function of this protocol is incorporated with the XOR network coding technique over a golden triangle. The higher data transmission rate can be achieved by the 2PSP protocol, but this is only possible for the payload data. The overhead for control messages is constant for both small and large payload size because they are transmitted at lowest rate. With network coding, the entire one transmission of both overhead control messages and the data can be reduced by the coded transmission. Therefore, if a protocol that can exploit the benefits of these two techniques can be designed, it will be possible to save more energy, latency and thereby, achieve greater throughput improvement. However, the 2PSP protocol is designed to choose two-hop path instead of the direct one-hop transmission for a data flow; and XOR network coding is a technique that can be applied when two data flows meet at a node. Some questions are raised for motivating to do this research. They are “How to design a network coding based 2PSP to incorporate these two techniques?” and “What will be the performance of the created protocol?”.

Reference COPE (DCF+NC) and RD-DCF with Network Coding
COPE combines the IEEE 802.11 DCF with the XOR network coding technique. It adds a layer of Network coding between the network layer and MAC layer. The relay node transmits the XOR-coded packets like in NCA-CSMA and reduces one transmission time slot. The MAC operation of COPE is according to the DCF of IEEE 802.11. The
relay node needs to compete for the channel access with the other nodes for transmitting the coded packet. The performance of NC is depending on the DCF, and network coding opportunity in COPE is limited by the DCF. COPE reduces the overhead control messages in its transmission cycle. It saves one transmission for the ACK message after receiving the coded packet by a source node. This ACK event will be added to the header of next coded packet to acknowledge the packet reception.

![DCF operation for data exchange in a golden chain for COPE](image)

(a) Message handshaking with NAV

(b) Message handshaking timeline

Figure 3.2: DCF operation for data exchange in a golden chain for COPE

To solve the limitation of DCF on the network coding opportunity, [58] introduces a coding-aware MAC scheme with network coding. This scheme enables the reverse
Figure 3.3: DCF operation for data exchange in a golden chain for RD-DCF with NC direction (RD) communication between the relay node and any other station. Upon successful reception of a data packet the relay station can transmit a coded packet whose destination is the source of the received packet. The relay station can reduce the channel contention and the coded packet can be sent right after a packet is received. The value of the duration field in the transmitted data packet is extended to cover the channel access for the duration of transmission in reverse direction. Therefore, the throughput, delay and energy saving can be improved. Only when the channel condition is poor, this RD transmission will lead to the retransmission of both the forward and reverse data because the reverse transmission is used as an implicit ACK and the packet loss probability is higher for a data packet than for an ACK packet. The DCF MAC operation with the
RTS/CTS handshaking procedure for COPE and RD-DCF with Network Coding are presented for a golden chain topology in Figure 3.2 and Figure 3.3, respectively.

### 3.4 Golden Chain and Golden Triangle

In the necoMAC scheme, the design of the protocol together with the network coding operation are all dependent on the formation of golden topologies. The golden topology management block handles the golden chains and golden triangles inside the network. A golden chain is defined as a chain of three successive nodes with two data flows from opposite directions along the path to the destinations. Figures 3.6(a) and 3.6(b) show a golden chain. The data flow 1 and 2 form a golden chain at nodes A, R, and B, where A and B are outside the transmission range of each other.

For a golden triangle, A and B are within the 1-hop transmission range of each other. They may have a low-rate link between them. The main property of a golden triangle is the transmission in some higher rates is possible with the help of relay node. The difference from a golden chain is that a golden triangle works with one data flow or with two data flows in opposite directions. Figures 3.6(c) and 3.6(d) show the example of a golden triangle.

### 3.5 Proposed necoMAC scheme

Designing a MAC scheme that supports benefits of network coding means to provide more medium access for the coded packet transmissions than the other transmissions. It can be achieved by using the control messages and allocating the medium access for the encoder node (the relay) if network coding opportunity is detected. The reason is that due to the fairness mechanism applied in DCF of IEEE 802.11 the relay node cannot transmit the encoded packets at every network coding opportunity. The relay (the encoder) is assumed just as one of the transmitting nodes and it needs to compete for the medium access. Therefore, the destination nodes cannot recover the required packets as early as possible. In other words, network coded transmissions are limited by the MAC protocol. Therefore, MAC protocol needs to be designed to provide the benefits of network coding. In the proposed protocols, special control messages, Ready-To-Broadcast (RTB) and Ready-To-
Relay-Coded (RTRC), are introduced to achieve the purpose. The novelty of necoMAC exists at the combination of golden topologies, network coding and multirate transmission capability.

The proposed necoMAC scheme comprises data transfer mode, topology management and MAC protocols for data transmission. The scheme decides the most beneficial MAC protocol among NCA-2PSP, 2PSP, NCA-CSMA and CSMA/CA depending on the network topology and network coding opportunity of received packets. Figure 3.4 and Figure 3.5 show the proposed necoMAC scheme and its operation respectively. If a node detects two incoming data flows from opposite directions, it tries to decide whether the source nodes are within the transmission range of each other or not. If they can reach each other with one-hop transmission, the NCA-2PSP protocol tries to find a helper relay node and transmission will be performed with NCA-2PSP protocol. The transmission in NCA-CSMA will be selected when the source nodes are outside the transmission range of each other and they are located on a golden chain. These decisions can be described as a decision mechanism although the operations are not separately performed. In both cases the relay node decides a network coding opportunity if it detects two opposite data flows passing through it. Otherwise, if the golden triangle can be created with the help of a relay between the source nodes, data transmission in 2PSP is chosen. Data transmission in normal DCF mode will be perform if the above conditions do not match (in other words, the existence of only a single data flow without golden triangle topology).

If only one incoming data flow exists at a node, the scheme checks whether a golden triangle can be created or not. If the golden triangle can be created with the help of a relay, data transmission will occur in 2PSP. It will access the medium and send the data with the normal CSMA/CA protocol if both golden triangle and chain do not exist.

3.5.1 Network Coding-aware CSMA (NCA-CSMA)

Figure 3.6(b) depicts the data transfer with NCA-CSMA protocol in a golden chain topology. In this scenario, node A and node B are outside the transmission range of each other and within the transmission range of relay node R. A and B cannot transmit their packets to R in the same time slot to avoid collision at R. By the conventional CSMA/CA protocol, total 4 transmissions are needed to complete a successful data exchange between A
and B via the relay R, i.e., one transmission from each node A and node B and the two forwarding transmissions from the relay. For each transmission, a complete cycle of RTS, BO, CTS, DATA and ACK messages is needed in CSMA/CA. The message handshaking
In the proposed NCA-CSMA, XOR network coding is applied at relay node R. The relay node R broadcasts the network coded packet $a \oplus b$ upon receiving the packets $a$ and $b$ from node A and B in previous time slots respectively. The relay node R notices that there is a network coding opportunity with packets $a$ and $b$ from two counter-directional data flows. Therefore, after successfully receiving $b$, the relay node immediately broadcasts a Ready-To-Broadcast (RTB) message to inform other nodes that it will broadcast a coded packet in next time slot. RTB can also be considered as an ACK to B and it is assumed that there is no packet loss due to channel errors and buffer overflow. RTB is designed like RTS frame format with two address fields.

Both A and B receive the XOR-coded packet in a time slot and can recover the packets $b$ and $a$ by performing XOR operation of their own packet with the receiving coded packet.
Figure 3.7: The CSMA/CA protocol message handshaking procedure for a data exchange between two nodes via a relay in a golden chain.

Again, therefore, data exchange between A and B is completed within three transmissions and energy for one transmission is saved. The procedure for messaging control and data packets is described in Figure 3.8. The difference between COPE and NCA-CSMA is that a separate ACK for B and a pair of RTS-CTS messages for \(a \oplus b\) is used in COPE whereas NCA-CSMA uses RTB to replace these three messages. RD-DCF+NC [58] does not use RTB message for the transmission of coded packet. It directly allocates the channel access with reverse-direction transmission mechanism after receiving \(b\).

The purpose of RTB is to reduce loss when coded packets are transmitted at high rates. It is intended to better perform than RD-DCF with NC in dense locations. RD-DCF with NC replaces the ACK for B with coded packet. Therefore, the transmission should normally be in low rate in order for the coded packet to be received successfully on both sides. In NCA-CSMA, RTB is used as an acknowledgement for B’s data. Therefore, there is no limitation to transmit the coded packet only in low rate for successful acknowledgement. As the acknowledgement is satisfied by RTB’s reception at B, the coded packet can also be transmitted at high rates if the condition is satisfied. Transmitting the coded packet at high rates is more beneficial as the size of coded packet is much bigger.
than the ACK.

Figure 3.8: The NCA-CSMA protocol message handshaking procedure with NAV for a data exchange between two nodes via a relay in a golden chain

3.5.2 Network Coding-aware 2PSP Protocol (NCA-2PSP)

It is important to have right decision for network coded transmission and to have access the medium for the transmission of network coded packets after the decision, in order to exploit the full benefits of network coding-based transmission scheme. Therefore, network coding cannot be simply combined with 2PSP, a proper design of the NCA-2PSP protocol
is necessary to achieve the purpose. In this protocol, a control message called Ready-To-Relay-Coded (RTRC) is introduced. This function of this message is to invite transmission from the receiver for the network coding opportunity. RTRC control message carries information about the high transmission rates and network coding opportunity to the receiver and allows to transmit a packet after the transmission from the sender. If the receiver also has data to send, the medium is allocated for its transmission. Then, after performing the encoding operation, the relay node broadcasts the coded packet. Both the sender and the receiver can recover the desired packets after decoding operation. Finally, the receiver sends ACK to the sender and the operation is completed. If the transmission from the receiver is not detected, the relay will forward the packet received from the sender to the receiver as in 2PSP.

The NCA-2PSP protocol works when two nodes on a golden chain possess a helper relay between them and both of them have some data packets to be exchanged. For example, node A and node B in Figure 3.9 have some packets to transmit to each other and are waiting for some random backoff period. When the timer of node A times out earlier than B, it transmits a Relay-RTS (RRTS) message. If the receiver B receives the RRTS message correctly, it freezes its backoff counter and replies with a Relay-CTS (RCTS) message to the sender. At the same time, receiver B notices that it also has data packet whose destination is the source of the received RRTS message. Therefore, node B adds an information about its request to send in IL field in the RCTS message together with direct rate field and length field, which includes the duration for transmission both data \(a\) and \(b\).

A relay node that hears these control messages determines a suitable pair of higher data rates based on the signal strength of the receiving RRTS and RCTS messages. The two chosen data rates must be higher than the 1-hop direct rate. The relay can compare these values because the information of direct rate is carried in the RCTS message. When the higher transmission rates have been decided, the relay node waits for a random Short Backoff Internal (SBI) period. The SBI timer is chosen uniformly in the range of \([0, CW']\), where the upper bound of \(CW'\) is equivalent to the minimum contention window \(CW_{\text{min}}\). After the SBI times out, the relay broadcasts a Ready-to-Relay-and-Code (RTRC) message. This message contains the information about the two selected rates that the sender
and receiver should use when they send their data packets. Moreover, the length field of RTRC message is updated with the additional time required for the transmission of the coded packet $a \oplus b$ based on the information available in the RCTS message. Other nodes that overhear the RTRC shall update their NAV until the end of coded packet transmission.

The detailed calculations for rate selection and relay mechanism are same to that of 2PSP. The NCA-2PSP is designed to backward compatible with 2PSP. If there is no data to send from node B when it receives RRTS, node B will simple reply with a RCTS message without any information about its desire to send a data packet like in 2PSP. If the sender cannot hear any response after SBI interval times out, the sender will transmit the data packet according to the standard DCF procedure. If the sender can correctly decode the RTRC message, it will transmit its data packet with the new data rate defined in the RTRC. The message handshaking procedure and control frame format of NCA-2PSP are depicted in Figure 3.9 and Figure 3.10 respectively.

A holding time of 10 ms is set for XOR coding operation after $b$ is received at R. This value is obtained based on the analysis. After the relay node R receives the data packet of receiver B, it creates a XOR-coded packet of $a$ and $b$, and then, broadcasts the coded packet. As both A and B are within one-hop transmission range of R, both of them can receive the coded packet and can recover $a$ and $b$ by doing the XOR function of their own packet and the receiving coded packet. After the data packets are successfully decoded, the ACK messages are sent. Neighbour nodes that hear the ACK shall terminate their NAV and are free for medium access. The handshaking procedure finishes when the sender receives the ACK message from the receiver node.

In NCA-2PSP, R can directly access the channel after data messages $a$ and $b$ are received while in COPE, R needs to compete the channel by sending RTS again. As compare to the RD+DCF with network coding protocol, NCA-2PSP can provide the coded packet transmission in multiple high rates with more reliability. This will be the main novelty as it can improve the performance to apply the advantage of network coding completely. As a whole necoMAC scheme, the novelty will be the decision of network coding opportunity and multirate transmission capability based on the information such as topology, routing information and the overheard signals from the neighbour nodes to
Figure 3.9: Message handshaking of NCA-2PSP Protocol in a golden triangle topology

achieve the maximum possible benefits.
3.6 Analysis of Network Coding-aware MAC Protocols

To compute the upper bound of the throughput and energy consumption in idealistic conditions, the following assumptions are made. There are no packet losses due to channel errors and buffer overflow. The probability of collision is negligible. Encoding and decoding operations using XOR consume negligible time and energy. Fragmentation is not used. All nodes are equipped with IEEE 802.11a interfaces with omnidirectional antennas and each node can transmit, receive, or overhear data and control packets. The propagation delay is taken into account in the calculation.

The structure of a MAC data packet or MAC Protocol Data Unit (MPDU) consists of a MAC header, frame body or MAC Service Data Unit (MSDU), and Frame Check Sequence (FCS). When a MAC packet is to be transmitted, it is passed to the PHY layer and a PLCP Protocol Data Unit (PPDU) is formed. A PPDU consists of a PLCP preamble, a PLCP header and PLCP Service Data Unit (PSDU). The PLCP header except the SERVICE field is made up of SIGNAL field whose duration ($T_{Signal}$) is equal to the duration of a single OFDM symbol ($T_{SYM}$). The SERVICE field is included in the DATA with MAC header, MSDU and tail bits. The DATA part is changed into bits and divided by the Number of Data Bits per OFDM Symbol ($N_{DPBS}$). The resulting number...
of symbols is multiplied by the duration of a symbol \((T_{SYM})\) to transform into time value. The \(N_{DPBS}\) values for each data rate are 24, 36, 48, 72, 96, 144, 192, and 216 respectively. The above parameters and their values are provided in Table 3.2. The delay to transmit each packet is calculated by the following equations. They are consulted with \([59]\).

\[
T_{RTS} = T_{Preamble} + T_{Signal} + T_{SYM} * \left[ \frac{L_{Service} + L_{Tail} + 8L_{RTS}}{N_{DPBS}} \right]
\]

\[
T_{CTS} = T_{ACK} = T_{Preamble} + T_{Signal} + T_{SYM} * \left[ \frac{L_{Service} + L_{Tail} + 8L_{ACK}}{N_{DPBS}} \right]
\]

\[
T_{DATA} = T_{Preamble} + T_{Signal} + T_{SYM} * \left[ \frac{L_{Service} + L_{Tail} + 8(L_{MAC} + MSDU + L_{FCS})}{N_{DPBS}} \right]
\]

Latency is the sum of transmission delay and propagation delay, \(M/R + D\) seconds, where transmission delay is the time to put \(M\)-bit message “on the channel. \(M\)-bit is divided by data rate, \(R\) (bits/sec). Propagation delay, \(D\), is the time for bits to propagate across the channel and it is calculated by dividing the length of packet in bits by speed of signals, \(c\), which is the speed of light and equals to \(3 \times 10^8\) m/s. The length of a packet is 1500 bytes, and therefore, it is constant for every protocol. Delay for one transmission between two nodes is calculated by (3.4) and that for a pair of data exchange in a chain is as in (3.5) for CSMA/CA. The equation (3.5) and those for COPE and RD-DCF+NC are taken from [58]. Equations (3.6), (3.7) and (3.8) are derived for NCA-CSMA, 2PSP and NCA-2PSP respectively. \(T_{C-DATA}\) means the duration for transmission of XOR-coded packet and \(N\) is the number of data packets. The values shown in Table 3.1 are calculated as a sample with \(N = 2\) data packets for each model shown in Figure 3.6. For the analysis purpose, the highest data rates are used to compute the maximum and minimum values for each metric.

\[
Delay = T_{DIFS} + 3T_{SIFS} + T_{BO} + T_{RTS} + T_{CTS} + T_{DATA} + T_{ACK}
\]

\[
Delay_{CSMA/CA} = \frac{2N}{N} \left( T_{DIFS} + 3T_{SIFS} + T_{BO} + T_{RTS} + T_{CTS} + T_{DATA} + T_{ACK} \right)
\]
\[
\text{Delay}_{NCA-CSMA} = \frac{1}{N} \left[ N(T_{DIFS} + 3T_{SIFS} + T_{BO} + T_{RTS} + T_{CTS} + T_{DATA} + T_{ACK}) \\
+ \frac{N}{2} (T_{RTB} + T_{C-\text{DATA}}) \right]
\] (3.6)

\[
\text{Delay}_{2PSP} = \frac{N}{N} (T_{DIFS} + 5T_{SIFS} + T_{BO} + T_{RRTS} + T_{RCTS} + T_{RTR} \\
+ 2T_{DATA} + T_{ACK})
\] (3.7)

\[
\text{Delay}_{NCA-2PSP} = \frac{1}{N} \left[ N(T_{DATA}) + \frac{N}{2} (T_{DIFS} + 7T_{SIFS} + T_{BO} + T_{RRTS} \\
+ T_{RCTS} + T_{RTRC} + T_{C-\text{DATA}} + 2T_{ACK}) \\
+ \frac{N}{2} (T_{RTB} + T_{C-\text{DATA}}) \right]
\] (3.8)

Table 3.1: Theoretical values of proposed protocols and the legacy systems for MSDU length 1500 bytes and data rate 54Mbps in golden chain and triangle topologies

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Topology</th>
<th>Latency (ms)</th>
<th>Throughput (Mbps)</th>
<th>Overhead Ratio</th>
<th>Energy (µJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSMA/CA</td>
<td>Chain</td>
<td>0.921</td>
<td>13.029</td>
<td>0.2073</td>
<td>92.1</td>
</tr>
<tr>
<td>NCA-CSMA</td>
<td>Chain</td>
<td>0.601</td>
<td>19.983</td>
<td>0.06</td>
<td>60.1</td>
</tr>
<tr>
<td>2PSP</td>
<td>Triangle</td>
<td>0.755</td>
<td>15.905</td>
<td>0.0794</td>
<td>75.5</td>
</tr>
<tr>
<td>NCA-2PSP</td>
<td>Chain + Triangle</td>
<td>0.514</td>
<td>23.335</td>
<td>0.0466</td>
<td>51.4</td>
</tr>
<tr>
<td>COPE</td>
<td>Chain</td>
<td>0.695</td>
<td>17.272</td>
<td>0.0625</td>
<td>69.5</td>
</tr>
<tr>
<td>RD-DCF+NC</td>
<td>Cross</td>
<td>0.593</td>
<td>20.236</td>
<td>0.0502</td>
<td>59.3</td>
</tr>
</tbody>
</table>

Throughput is defined as the number of bits contained in a payload data, MSDU divided by the time required to transmit the data packet that includes the payload data. Throughput is calculated by (3.9) for all protocols, where Delay represents the delay for each specific protocol.

\[
\text{Throughput} = \frac{\text{MSDU (bits)}}{\text{Delay}}
\] (3.9)
Energy consumption is the total energy consumed for the transmission of control messages and data packets. The energy consumption for one transmission between two nodes is the multiplication of transmission power and time taken from (3.4). The energy consumption of a pair of data exchange between two nodes in a golden chain is calculated by multiplying the transmission power and the delay for CSMA/CA, NCA-CSMA, 2PSP and NCA-2PSP protocols from (3.5), (3.6), (3.7) and (3.8) respectively. The assumption is that all nodes transmit at the same transmit power and only busy time is considered.

The overhead ratio, $OR$, is defined as the ratio of the total number of control messages (in bytes) and the total number of control messages plus the total number of payload bytes to transmit a data packet. The overhead ratio for the exchange of two data packets in a chain is formulated as follows for each protocol:

$$OR_{CSMA/CA} = 4 \times \frac{RTS + CTS + ACK + L_{MAC}}{RTS + CTS + ACK + DATA + L_{MAC}}$$ (3.10)

$$OR_{NCA-CSMA} = \frac{2(RTS + CTS + 2ACK) + RTB + 3L_{MAC} + L_{XOR}}{2(RTS + CTS + DATA + 2ACK) + RTB + CDATA + 3L_{MAC} + L_{XOR}}$$ (3.11)

$$OR_{2PSP} = 2 \times \frac{RRTS + RCTS + RTR + ACK + 2L_{MAC}}{RRTS + RCTS + RTR + ACK + 2DATA + 2L_{MAC}}$$ (3.12)

$$OR_{NCA-2PSP} = \frac{RRTS + RCTS + RTRC + 2ACK + 3L_{MAC} + L_{XOR}}{RRTS + RCTS + RTRC + 2ACK + 2DATA + CDATA + 3L_{MAC} + L_{XOR}}$$ (3.13)

$$OR_{COPE} = \frac{3RTS + 3CTS + 4ACK + 3L_{MAC} + L_{XOR}}{3RTS + 3CTS + 4ACK + 2DATA + CDATA + 3L_{MAC} + L_{XOR}}$$ (3.14)

$$OR_{RD-DCF+NC} = \frac{2RTS + 2CTS + 2ACK + 2L_{MAC} + L_{XOR}}{2RTS + 2CTS + 2ACK + 2DATA + CDATA + 3L_{MAC} + L_{XOR}}$$ (3.15)

The comparison of proposed protocols and the legacy systems is described in Table 3.1.
3.7 Numerical Simulation

In this section, the performance of the proposed necoMAC scheme is investigated compared to the conventional CSMA/CA scheme, RD-DCF+NC and COPE protocols. Some assumptions are made for the simulation. Firstly, all nodes are equipped with IEEE 802.11a hardware and work in multihop communication manner. The second assumption is that there is no packet loss due to channel errors or buffer overflow, and that coding and decoding using XOR operation consume negligible time and energy. Fragmentation is not used in the simulation. All nodes have one pair of (data rate, control rate) among (6,6), (9,6), (12,12), (18,12), (24,24), (36,24), (48,24), and (54,24). The performance of proposed protocols is evaluated with various metrics such as throughput, energy consumption, overhead ratio and latency. The results of the necoMAC scheme incorporate NCA-2PSP, NCA-CSMA, 2PSP and CSMA/CA protocols. The scheme decides a suitable protocol to transfer the data packets depending on the opportunity of network coding and golden topologies. If any of these conditions does not exist, the scheme will perform its operation in basic CSMA/CA mode. Likewise, the results of COPE and RD-DCF+NC also include CSMA/CA as a basic operation mode in the implementation for the conditions where no golden chain exists.

3.7.1 Simulation Scenarios and Parameters

Simulation scenarios are categorised into two. In the first scenario, the investigation of the impact of increasing number of data flows on protocol performance is performed with the fixed number of 40 nodes. The number of data flows is varied from 10 to 22 flows in steps of 4 flows. In the second scenario, the focus is on the influence of the number of nodes on the performance of the protocols. The number of data flows is fixed at 14 flows, and the number of nodes is varied from 35 nodes to 50 nodes in increment of 5. The simulation program is created in MATLAB environment and all nodes and flows are uniformly distributed in a 1000 × 1000 m² coverage area. Source and destination pairs are randomly selected with the setting of maximum and minimum hop count 4 and 2 respectively because the proposed models are for 2 hops. The routing paths between them are produced in the similar way to the AODV routing protocol. All data flows are equal in size (1500 bytes) and one unicast data flow for each path. The proposed
scheme utilises the three-node golden chains and golden triangles along the paths to the destination for each flow. In each run of simulation, all nodes, source-destination pairs and corresponding data flows are newly generated. The simulation is run over 500 times and simulation results are averaged.

3.7.1.1 Verification of the Simulator

The results of the simulator are verified by generating a small scenario and comparing with the theoretical reference values obtained from the analysis as done in [59, 60]. All nodes are assumed to be equipped with the IEEE 802.11a radio interfaces in the multihop wireless network communication. The IEEE 802.11a hardware specifications are used for the simulation as shown in Table 3.2. Firstly, a pair of random source and destination is generated on the network coordinates. And the theoretical maximum throughput (TMT) for transmission from source to destination is calculated with the varying MAC Service Data Unit (MSDU) sizes from 500 bytes to 4000 bytes. For this simulation, the following assumptions are made. Bit error rate (BER) is zero. There are no losses due to collisions. The MAC layer does not use fragmentation. The graphs for 802.11a OFDM is presented in Figure 3.11 for RTS/CTS. The curves are plotted for the data rates of 6Mbps, 12Mbps, 24Mbps and 54Mbps. The graphs produced by the own simulator show the same performance as in the reference paper. The number of data bits per OFDM symbol $N_{DBPS}$ values are 24, 48, 96 and 216 for OFDM-6Mbps, OFDM-12Mbps, OFDM-24Mbps and OFDM-54Mbps, respectively. Throughput is calculated as the amount of information contained in MSDU divided by the time required to transmit the data packet that includes the MSDU from source to the destination. $TMT$ and the total delay per MSDU are calculated by the following formulae.

\[
TMT = \frac{\text{MSDU size}}{\text{Delay per MSDU}} \quad (3.16)
\]

\[
\text{Delay per MSDU} = T_{DIFS} + T_{BO} + T_{RTS} + T_{CTS} + T_{DATA} + T_{ACK} + 3 * SIFS \quad (3.17)
\]
Figure 3.11: Theoretical maximum throughput curve for 802.11a OFDM RTS/CTS. The MATLAB simulator shows same performance results as in the reference.

### 3.7.1.2 Selection of Interference and Path Loss Model

The interference and path loss models are added to the simulator. When it comes to choosing an interference and loss model, an accurate interference model is very important because there could be many simultaneous transmissions in multihop wireless networks. The author in [61] points out that the model people usually used for the wireless network simulation is too simple and the results obtained are far from real conditions. In wireless networks, signal transmissions are in broadcast nature and suffer from interference of each other. In a wired network, links are connected between two nodes which are wired and the operation of each link has no interference with other links. However, the wireless networks have different limitations from the wireline networks. The wireless signals attenuate over distance due to path loss, shadowing and time-varying fading.

The transmission rates are calculated based on the SINR value obtained from all the interference of other nodes’ transmissions. The additive interference model as in [61] is applied in the simulation. In this model, packet collisions are determined by the cumulative interference and noise instead of using the interference from a single node, one at a time. The success or failure of a single transmission is determined by the bit error rate (BER) and the signal-to-interference-plus-noise ratio (SINR) has to exceed an
appropriate threshold.

The SINR perceived by the receiver of link \( m \), \( \gamma_m \) is calculated as follow.

\[
\gamma_m = \frac{P_m A(A_m, B_m)}{\sum_{l \in L, l \neq m} P_l A(A_l, B_m) + N_m f}
\]  

(3.18)

\( P_m \) is the received power. \( A(A_m, B_m) \) is channel attenuation from point \( A_m \) to location of the receiver \( B_m \) of link \( m \). \( N_m \) and \( f \) denote the power spectral density of the thermal noise at the receiver of link \( m \), and the frequency bandwidth of the channel, respectively. If SINR value is greater than the SINR threshold corresponding to an acceptable bit error rate (BER), the transmission is successful and the receiver receives the packets. Otherwise, there is a collision. SINR threshold 10 dB and Additive white Gaussian noise (AWGN) are used in the simulation. The power received at the receiver antenna is calculated by the Friis transmission formula. This is one of the fundamental equations in antenna theory. This formula relates the free space path loss, antenna gains and wavelength to the received and transmit powers. The formula can be described based on the \( \lambda \) value

\[
P_r = P_t G_t G_r \left( \frac{\lambda^2}{(4\pi R)^2} \right)
\]

(3.19)
or in frequency

\[
P_r = P_t G_t G_r \left( \frac{c^2}{(4\pi Rf)^2} \right)
\]

(3.20)

, where \( P_t \) is the output power of transmitter antenna. \( G_t \) and \( G_r \) are the gain of the transmitting and receiving antenna, respectively. \( \lambda \) is wavelength in meter, \( R \) is the distance in meter between the transmitter and receiver. \( f \) is frequency and \( c \) is the speed of light (299,792,458 m/s).

### 3.7.2 Performance Metrics, Results and Discussion

#### 3.7.2.1 Throughput

Figure 3.12(a) and Figure 3.13(d) respectively show the throughput per flow values of CSMA/CA, necoMAC, COPE and RD-DCF+NC protocols with the increase in the number of data flows and nodes. The throughput per flow increases with the increasing number of data flows for all protocols except CSMA/CA and it decreases with the increasing number of nodes for all protocols. This is due to the high opportunity of network coding over
Table 3.2: Parameters of PHY and MAC Layers for 802.11a

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission power</td>
<td>100 mW</td>
</tr>
<tr>
<td>RTS, RRTS size</td>
<td>20 bytes</td>
</tr>
<tr>
<td>CTS, ACK size</td>
<td>14 bytes</td>
</tr>
<tr>
<td>RCTS, RTR size</td>
<td>15 bytes</td>
</tr>
<tr>
<td>RTB size</td>
<td>21 bytes</td>
</tr>
<tr>
<td>MAC header</td>
<td>30 bytes</td>
</tr>
<tr>
<td>MAC header1</td>
<td>28 bytes</td>
</tr>
<tr>
<td>MAC header2</td>
<td>24 bytes</td>
</tr>
<tr>
<td>FCS size</td>
<td>4 bytes</td>
</tr>
<tr>
<td>XOR header</td>
<td>40 bytes</td>
</tr>
<tr>
<td>Slot time</td>
<td>9 µs</td>
</tr>
<tr>
<td>Preamble time</td>
<td>16 µs</td>
</tr>
<tr>
<td>Signal time</td>
<td>4 µs</td>
</tr>
<tr>
<td>SYM time</td>
<td>4 µs</td>
</tr>
<tr>
<td>DIFS</td>
<td>34 µs</td>
</tr>
<tr>
<td>SIFS</td>
<td>9 µs</td>
</tr>
<tr>
<td>( L_{Tail} )</td>
<td>6 bits</td>
</tr>
<tr>
<td>( L_{Service} )</td>
<td>16 bits</td>
</tr>
<tr>
<td>Average Backoff time (BO)</td>
<td>67.5 µs</td>
</tr>
<tr>
<td>Holding time ( T_h )</td>
<td>10 ms</td>
</tr>
</tbody>
</table>

golden chain topology for many data flows in a fixed network with 40 nodes. The lines for necoMAC, COPE and RD-DCF+NC clearly show this point. For CSMA/CA, although data flows increase, it does not improve the throughput due to its DCF fairness. On the
other hand, throughput decreases with the increasing number of nodes for all protocols. This is because only existing many nodes has no great effect without the active data flows. The number of flows is fixed at 14 for this experiment. For that value, throughput improves until 35 nodes and gradually decreases when the number of nodes increases. With some network coding opportunity and golden chain, other protocols have higher throughput than the CSMA/CA despite the similar trend. The similar or three-hop long. The necoMAC is the best among the four because it includes 2-hop path selection mechanism in the scheme which provides advantage of utilising relay-based transmissions in the network with many nodes. As the number of nodes increases in the network, the opportunity of finding a helper relay is higher. In both cases, necoMAC has 11% higher throughput per flow than the CSMA/CA protocol and 9% than COPE. There is a trade-off between the increasing number of flows and nodes. The NCA-2PSP protocol can find more relay nodes that help transmissions in high rate and network coding operation can further reduce the number of transmissions, which lead to the improvement in throughput when the number of flows and nodes increase. Only a few flows in a network with many nodes cannot achieve the full advantage.

3.7.2.2 Latency

Figure 3.12(b) and Figure 3.13(e) depict the latency value versus the number of data flows and the number of nodes, respectively. The necoMAC scheme can gain an average of 11% delay reduction over the CSMA/CA protocol for each case. The value of latency becomes high when the number of data flows increase in the network with 40 nodes. For necoMAC, latency is 40 ms for 10 data flows and 86 ms for 22 flows. The necoMAC is 7% less latency than RD-DCF+NC and 8% less than COPE. For the network with increasing nodes, high latency means low throughput for constant payload size and flows size.

3.7.2.3 Energy Consumption

Figure 3.12(c) and Figure 3.13(f) show the energy consumption of protocols under evaluation. The total energy consumption increases as the number of data flows and nodes in the network increases according to the increase in latency for both cases. However, the necoMAC scheme consumes significantly less energy than the other protocols. The
amount of energy saving is, on average, about 60% for the case of increasing flows and about 58% when the number of nodes increases. The reason for this decrease is, with the fixed number of 14 flows, increasing number of nodes create more opportunities to find a relay node between the sender and receiver. This enables the data transmission at the high rates and in a shorter duration of the transmission, which leads to less energy consumption. Other protocols do not include the 2-hop path selection mechanism and take longer time to transmit a packet to the receiver compared to the necoMAC scheme.
The necoMAC scheme chooses a relay based on the rate with direct transmission and another achievable higher rate with two-hop transmission like the work of [46].

Figure 3.13: Throughput, latency and energy consumption of the necoMAC, CSMA/CA, COPE and RD-DCF+NC protocols as a function of increasing number of nodes in the golden chain and golden triangle topological networks.

3.7.2.4 Overhead Ratio (OR)

The results of overhead ratio are for the exchange of a pair of data packets in a chain topology and are taken from Figure 3.1. The value of one means that the size of the
control messages is equal to the size of the control messages plus data payload. It should be desirable to transfer a certain amount of payload data with the smaller amount of control packets. The overhead ratio of the proposed NCA-2PSP protocol for payload size 1500 bytes is 0.0466, which is the smallest among the compared systems. Another proposed protocol, NCA-CSMA possesses an overhead ratio of 0.06, which is a little higher than the RD-DCF+NC with 0.0502 and a little smaller than COPE (0.0625). CSMA/CA protocol has the highest value of overhead ratio with 0.2073 and 2PSP is the second highest with 0.0794. These two protocols are the only ones that do not have network coding mechanism in their protocol designs. The observation from these values describes that the protocols which utilise the network coding opportunity can save time slots and reduce transmissions of control packet. This leads to the overall reduction in overhead for the completion of data exchange in a golden chain topology. The NCA-2PSP has 77.5% improvement than the CSMA/CA protocol and 7% than the state of the art.

3.8 Summary

This chapter proposes a network coding aware medium access control scheme called necoMAC, which incorporates NCA-CSMA, NCA-2PSP, 2PSP and CSMA/CA protocols to exploit the network coding techniques at the MAC layer. The network coding-aware CSMA is applied at a three-node golden chain and network coding-aware 2PSP works in a golden triangle with multirate transmission capability. The scheme achieves advantages for both cases of increasing the number of data flows and nodes in the network. Increasing the data flows creates more opportunity for golden chain and network coding while increasing the number of nodes provides more chance to search a relay node between source and destination nodes. The necoMAC scheme shows higher throughput, low latency, low energy consumption and low overhead radio than the existing systems. The proposed scheme provides 9% high throughput, more than 50% less energy consumption and 7% less overhead ratio than the state of the art systems.
Chapter 4

Network Coding Based Data Gathering (necoDG) Scheme

4.1 Introduction

This chapter presents the use of network coding techniques in the data gathering process of wireless sensor networks (WSNs), which possess the limited energy and computing resources to achieve the low latency and high reliable communication. The traditional way of reliable communication is based on the retransmission of packets and acknowledgements. It costs bandwidth and high latency for retransmissions of massive data from the sensor nodes. Energy consumption and the number of transmissions are used as the performance evaluation metrics.

The rest of this chapter is organised as follow. In Section 4.2, the problem statement is described. Section 4.3 presents the different kinds of data gathering methods in a WSN for energy efficiency and reliability. Section 4.4 describes the proposed scheme, which comprises the network architecture, energy-efficient 2-hop path selection protocol, and the construction of random linear network coding technique. The simulation and results of the proposed system are discussed in Section 4.5. Finally, Section 4.6 concludes the chapter.
4.2 Problem Statement

Wireless sensor networks (WSNs) can be defined as a network of spatially distributed autonomous sensors (often hundreds) that sense the physical or environmental properties such as temperature, pressure, humidity, lighting, sound intensity, vibration to monitor the desired physical process in the environment. The acquired information is wirelessly communicated to a base station (BS), which propagates the information to the remote devices for storage, analysis, and processing. For many scenarios, direct communication between two peers is limited due to the distance or the obstacles between them. Multihop communication is a desirable property for a WSN and participants in a WSN works in multihop fashion. Being a participant in a multihop network, a node is responsible for many tasks such as finding a next hop to send the data, routing decision and forwarding the data received from a neighbor node. All nodes in a WSN except the BS have their primary job, sensing the physical environment and transmitting the acquired information. These jobs consume the available energy of each sensor node. The massive deployment of sensors and actuators is a typical application for IoT. Connectivity and longer battery life are requirements for the collection of updated data from the physical environment. The ultra low latency and ultra high reliability are needed for the future application scenarios.

4.3 Related Work and Motivation

4.3.1 Data Gathering Methods in WSNs

For the durable battery life of individual sensor node or the longevity of the whole WSN, energy-efficient operations are needed. The related works existing in the literature for this purpose can be classified into three main groups. The first group focuses on the in-network data aggregation. Providing the summary of the data collected by computing the statistical metrics (e.g., average, sum, max) can reduce the amount of data to be transmitted from a large number of sensors to a distant sink [62, 63]. Another approach of this same group is the data compression based on the compressive sensing theory [64], in which the sink receives only a few encoded data of all the readings from sensors, being able to recover the original data, and reduces the global communication cost. These
two approaches are called in-network aggregation with size reduction and in-network aggregation without size reduction in [65] respectively.

The second classification of energy-saving operations for a WSN is the design of routing protocols to route the packets from different sources directing towards the same destination. They are different from the traditional ad hoc routing protocols in the metrics they use to select the paths. For example, in data-centric routing, sensor nodes should route packets to the next hop based on the packet content to promote in-network aggregation [65]. Shortest path routing is also a technique in which a path with the least hop counts is selected to reduce, for example, the delay. Routing protocols in WSNs differ from each other depending on the application and the network architecture. Furthermore, they can also be classified into multipath-based, query-based, and QoS-based protocols.

The third group of classification is the structure of nodes working together as a tree, or a cluster, or as a centralised approach. It may be considered as part of the routing protocol design because they are directly related to each other. Tree-based routing usually bases on the hierarchical organisation of the nodes in the network. A spanning tree is constructed rooting at the sink and aggregation is performed level by level from its leaves to the sink by answering the queries generated by the sink [66]. The drawback of this approach is due to the fact that wireless channels are not reliable. The loss at a given level of the tree means losing all data from that subtree. On the other side, a cluster-based approach has many advantages.

A number of clustering algorithms have been designed for the WSNs in the literature depending on the network architecture or the characteristics of the cluster head nodes [67, 68]. A cluster head may be elected by the sensors in a cluster or pre-assigned by the network designer. The cluster head can be a member of other sensors or a special sensor with high energy and computing resources. It can also be a member of a second-tier network or just a neighbour of the base station. Clustering can save the communication bandwidth as the member sensors of a cluster only communicate to the cluster head and avoid interactions with other cluster. Because the cluster head is already defined, sensors will only need to take care of connecting to their own cluster head and the overhead used for topology maintenance is reduced.

Although many data aggregation techniques and routing protocols are designed for
a number of performance metrics such as energy efficiency, reliability, quality of service, etc., there is an important issue relating to the energy efficiency of the entire process of data gathering in WSNs. It is the error and loss in wireless communication due to the dynamic channel conditions.

A larger percentage of energy is especially consumed for the transmission than for sensing and computation in sensor nodes. Therefore, it is important to provide reliable communication to improve network lifetime of wireless sensor networks. The traditional way to provide the reliability is to use the feedback messages to report the received or lost packets. However, these feedback messages consume bandwidth. The main objective of retransmission scheme is to improve the throughput but at the expense of energy consumption. Energy efficient error control techniques to prolong network lifetime in resource-limited network like WSNs and wireless communication remains a challenge [69]. Proper choice of error control code to provide the reliable communication and making the system energy efficient is another smart way.

Network coding can indirectly reduce the amount of bandwidth resources for the transmissions and improve the reliability for transmissions from the cluster head (CH) to the base station (BS). The transmissions from the CH to BS can be achieved by many available communication technologies such as Wi-Fi, ZigBee, 2G/3G/4G and it is also expected to support by coming 5G with the cost of very high power consumption. LPWA technologies can provide low power consumption and support large networks with low data rates.

In the proposed data gathering scheme, network coding is applied at the cluster head for the transmission of coded packets to the BS, which is the destination of many sensor nodes over a low-rate and long-link to improve the reliability of transmissions. The transmissions from the sensor nodes to CH is routed by an energy-efficient 2-hop path selection protocol to transmit over a high-rate link and reduce delay and energy consumption. This transmission can also achieve more connectivity among the sensor nodes.

4.4 Proposed Energy Efficient Data Gathering Scheme

The proposed scheme is for the data gathering process at a sink node, which is the destination of all the other sensor nodes in the network. Especially this research focuses on the data transmission process from the sensor nodes to the sink. The data aggregation
functions on the acquired information is not considered in a cluster head or at the sink. The transmitted data packets may be the raw data packets or the aggregated ones. The basic idea is to provide reliable communication for the data transmissions from sensor nodes to the sink, because the sink is very far from the sensor nodes. The proposed network coding-based data gathering scheme is depicted in a block diagram in Figure 4.1.

Figure 4.1: Block diagram of Network Coding-based Data Gathering (necoDG) Scheme

4.4.1 Network Architecture for the Proposed Scheme

Since the transmission from a sensor to a far BS is usually in low speed, the time taken to reach a long distance will be high. Therefore, clustering approach is selected in our work to make the data transfer more efficient and reliable. The problem in a WSN in multihop communication fashion is that the nodes around the sink have to relay (forward) more packets from other nodes inside the network. This may burden them and lead to their energy depletion early. The selection of CH is performed before the data transmission phase in a round. Therefore, new CH may be selected in every round depending on its remaining energy. The CH becomes a leader node to perform the random linear network
coding function over the incoming data packets from the member sensor nodes of its own cluster.

Figure 4.2: Data gathering in a cluster-based wireless sensor network (WSN)

The cluster-based architecture consists of a base station (sink), which is connected to an infrastructure network with high resources, and one or more cluster heads representing their own clusters of sensor nodes. The number of clusters depends on the clustering process of the clustering algorithm like LEACH [70] and the number of sensor nodes inside the network. LEACH (Low Energy Adaptive Clustering Hierarchy) is a protocol architecture for microsensor networks that combines the ideas of energy-efficient cluster-based routing and media access together with application-specific data aggregation to achieve good performance in terms of system lifetime and latency. The cluster heads can directly communicate to the sink or through a relay node in a multihop fashion. They are relay nodes that forward the sensor data from the cluster head to the sink.

In each round, a cluster setup phase is performed to select cluster heads and their related clusters. After that phase, data transmission from the sensor nodes is allowed. In LEACH, sensor nodes transmit their data to the CH in TDMA. In the proposed scheme, TDMA is replaced by the energy-efficient 2PSP in multihop transmission approach. The advantage of using multihop communication is the better connectivity among the sensor nodes. At the later round of the algorithm, there will only be small number of sensor nodes as their energy is depleted round by round. Connectivity and longer battery lifetime
are requirements for the collection of updated data from the physical environment.

4.4.2 Network Coded Data Transfer from Cluster Head to BS

The reliability of the transmissions from the CH to BS is important because they represent the data from the whole cluster of sensor nodes in a physical region. Therefore, CH takes the important role for the data forwarding between the sensor nodes and the BS. Another role of cluster heads is that they perform the network coding to merge the packets coming from different sources into the same packet so that a packet of the same size can carry much more physical information. These coded data packets are transmitted to the sink.

According to the technique of RLNC, more redundancy is included in the transmitted coded packets, which will improve the reliability of communication, and the overhead for feedback messages due to packet error and loss are reduced. The reason for choosing RLNC is that the algorithms for coding and decoding are well understood. The size of the encoded packet is the same as the size of an incoming packet, but an encoded packet generally carries information about several original packets. The combination of many incoming packets from different sensors is performed in a cluster head. The number of packets being coded together will be different from time to time depending on the packets received at a cluster head of the sensor nodes.

4.4.3 Modified 2-hop Path Selection Protocol (M2PSP)

An energy-efficient 2-hop path selection protocol is proposed based on 2PSP for local transmission within cluster to achieve high rate transmission and low energy consumption. The original 2PSP is capable of transmission in high rate by the link layer multi-rate capability. The reason of preferring the higher rate is to accomplish data transmission in low delay and improve the throughput. The focus in the proposed scheme is to provide reliability and to achieve the longer network life. Therefore, the relay selection mechanism selects a relay node with low energy consumption for forwarding the data message. To achieve this, the original 2PSP is modified in relay selection decision by introducing new rules to the MAC DCF to achieve data transmission through the relay in both high rate and low energy consumption. The energy consumption is estimated using the achievable
rates from the RTR mechanism.

As in 2PSP described in Section 2.3.3, the three new control messages called relay RTS (RRTS), relay CTS (RCTS) and Ready to Relay (RTR) are introduced. When a sender wants to send a data packet, it first waits for the DIFS+BO time period if the channel is busy before it can transmit the data. After the sender can access the idle channel, it transmits a RRTS message. If the receiver receives the RRTS message correctly, it replies a RCTS message to the sender. A relay node that hears these control messages waits for a random short back off internal (SBI) period. Within this period, the relay node decides whether to help the sender or not by estimating the energy consumption of direct transmission and the transmission with its help. The timing operation procedure with the modified 2PSP protocol is depicted in Figure 4.3.

![Figure 4.3: Timing operation of modified 2PSP protocol](image.png)

The relay broadcasts a Ready-to-Relay (RTR) message. Firstly, the relay node determines a suitable pair of higher data rates based on the signal strength of the receiving RRTS and RCTS messages. Then it calculates the energy consumption and rate with one-hop transmission and with two-hop transmission. If two-hop transmission saves more energy, the relay broadcasts a Ready to Relay (RTR) message. This message contains the information about the selected rates that the sender should use when it sends the
data packets. If the sender cannot hear any response after SBI interval times out, the sender will transmit the data packet according to the standard Distributed Coordination Function (DCF) procedure. If the sender can correctly decode the RTR message, it will transmit its data packet with the new data rate defined in the RTR message. Then the relay will forward the data packet it received to the destination node.

Extra data transmission policy from relay node to CH is added after the 2PSP procedure of the modified protocol. The relay transmits its own data packet after forwarding the sensor’s packet. After receiving the two packets from the relay, CH sends the ACK to sensor node. The advantages of allowing the extra data transmission are that the relay node can directly access the medium without competing with other nodes. It can also directly use the higher transmission rate defined by the RTR mechanism of 2PSP protocol. More data packets can be received at the destination with a fewer channel access competition and therefore, the whole DCF procedure benefits the low transmission delay.

4.5 Numerical Simulation

This section evaluates the performances of the proposed scheme by means of simulation results obtained from a simulation coded in MATLAB. The IEEE 802.11a hardware specifications are used for the simulation with the simulation parameters described in Table 4.1.

4.5.1 Simulation Scenarios and Parameters

The simulation is carried out in two parts. The first part is for the evaluation of modified 2PSP protocol in a cluster with 50 sensor nodes. For this scenario, nodes are randomly placed in a 2-D area with 100 x 100 m² size where the sink (base station) is placed at the centre of the grid. The assumption is that the network is divided into some clusters with its own cluster head each. Clustering a network can be performed as described in the first phase of LEACH. Firstly, nodes organise themselves into clusters and a node is elected as the cluster head within each cluster based on the probability distribution decision. If a node has been assigned as a cluster head, it sends advertisements to its neighbours. The neighbour nodes decide to which cluster they join based on the signal strength of these
messages. Random sources are selected and data flows from these sources are routed to the cluster head. The nodes communicate with the cluster head via the neighbour nodes in multihop fashion. The sensor data is sent to the cluster head by using the modified 2PSP in the cluster. The modified 2PSP protocol is used to find a path in low energy consumption and latency with the help of a relay in data transmission to the cluster head. The number of data flows in a cluster is varied from 10 flows to 50 by increasing 10 flows each time.

The second part of the simulation is to study the performance of network coding and decoding at each cluster head and at the sink respectively. The cluster head performs RLNC network coding on the received data. The cluster head transmits the coded data to the sink. These linear coded packets are transmitted to the sink until the sink can recover all the original data packets sent from the sensor nodes inside each cluster. In LEACH, the cluster head performs data aggregation and TDMA is used for medium access control inside the cluster. With a certain amount of energy, the total number of transmissions received at the sink and energy consumption are calculated. The assumption of the link quality between the cluster heads and the sink is set to be at least 0.5. This means 50% of packets can be lost during transmission to the sink. The performance of the transmission scheme with RLNC is compared with the transmission of LEACH.

4.5.2 Simulation Results and Discussion

In this section, the discussion on the performance of the proposed scheme is presented based on the results obtained from the simulation. For the transmissions from the sensor nodes to the related cluster heads, the modified 2PSP protocol is evaluated compared with the conventional CSMA/CA protocol in terms of throughput and energy consumption.

4.5.2.1 Comparison of Energy Consumption

As the Figure 4.4 depicts, the total energy consumption increases with the increase in the number of data flows inside the cluster. The energy consumption is the energy used for the transmission of control messages and the successfully transmitted data packets. The amount of energy consumption by the modified 2PSP protocol for 10 data flows is 4.2302 mJ and 20.913 mJ for 50 flows. The amount of energy saving due to the modified 2PSP
Table 4.1: Simulation parameters for evaluation of necoDG scheme

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRTS size</td>
<td>20 bytes</td>
</tr>
<tr>
<td>ACK size</td>
<td>14 bytes</td>
</tr>
<tr>
<td>RCTS, RTR size</td>
<td>15 bytes</td>
</tr>
<tr>
<td>MAC header</td>
<td>34 bytes</td>
</tr>
<tr>
<td>Transmission rate</td>
<td>6, 9, 12, 18, 24, 36, 48, 54 Mbps</td>
</tr>
<tr>
<td>MAC protocol</td>
<td>CSMA/CA, Modified 2PSP</td>
</tr>
<tr>
<td>Transmission power</td>
<td>100 mW</td>
</tr>
<tr>
<td>Payload size</td>
<td>1000 bytes</td>
</tr>
</tbody>
</table>

protocol is about 15.2% in average. A relay is selected based on the energy consumption and the rate by comparing two consumptions; one with direct transmission and another with two-hop transmission. This is different from the work of [46], where a candidate relay is selected only based on the achievable higher rate that the relay will apply in forwarding.

4.5.2.2 Comparison of Throughput

Figure 4.5 shows how throughput varies with the increase in the number of data flows from the sensors. Throughput is defined as the amount of payload data that can be received at the destination (here the cluster head) for all the unicast data flows transmitted by the sources (sensor nodes). The 2PSP outperforms the CSMA/CA protocol by up to 14.9% improvement in average. The throughput decreases as the number of data flows increase. The reason for this behaviour is because of the high latency when data flows increases. High latency means low throughput. When the number of flows in the network increases, there is high possibility of competing the media access, which leads to the delay and affects the throughput performance. The latency of 2PSP is 13% reduced compared to that of CSMA/CA.
Figure 4.4: Energy consumption of 2PSP

Figure 4.5: Throughput as function of flows increase

4.5.2.3 Comparison of Number of Transmissions

The performance of transmission with the RLNC network coding and LEACH are
compared for the cluster-based data gathering network architecture. Each cluster head node performs network coding function on the receiving data packets which include data from the own cluster and the overheard data from other cluster. Six data packets are encoded together in each generation. Transmission with RLNC coding scheme needed 25 transmissions with the link quality probability equal to 0.5 for the successful receiving of 6 original data packets. It costs 5.2 µJ for receiving 6 data packets. For the total 50 data flows from a cluster, the energy consumption is 0.26 mJ from the cluster head to the sink by the network coded transmission scheme and 20.913 mJ from 50 sensor nodes to the cluster head by the modified 2-PSP protocol. It means that it will totally cost 42.346 mJ for all the 100 data flows from the sensor nodes in two clusters while the number of transmissions by LEACH is 100 transmissions for energy 500 mJ of sensor nodes as described in their paper.
4.6 Summary

In this proposed necoDG scheme, RLNC is applied for data transmission between a sink and the cluster heads of each cluster inside the WSNs. A modified 2PSP protocol is also proposed for the data transmissions from sensor nodes to the corresponding cluster heads. The simulation results show that 2PSP can reduce the energy consumption in the data propagation process of sensor nodes up to 15.2%. The proposed transmission scheme with RLNC network coding can also reduce the number of transmission by encoding many packets together in each transmission. The 2PSP protocol can also be applied while the cluster heads transmit the network coded data packets to the sink for further increase the throughput and to reduce the energy consumption for the case of many cluster heads away from the sink.
Chapter 5

Balanced Cooperative Coding and Transmission (BCCT) Scheme

5.1 Introduction

The focus of this chapter is a scenario of cooperative data exchange which has the high prospect for future application. A balanced cooperative coding and transmission scheme called BCCT is proposed for this scenario, and it assigns suitable clients to transmit the encoded messages (linear combinations) of the received messages. The goals of the scheme are to minimise the total number of transmissions and to maintain the fairness among the participants in the cooperative group in order to save the limited energy resources until all members satisfy their needs. In addition, a transmission scheme with physical layer network coding called BCCT/PLNC is also designed for the same problem to further reduce the required transmission time slots and accomplish the data exchange process in short time. The performance of each scheme is validated in terms of fairness, the number of transmissions, and the completion time by testing with various simulation parameters and scenarios.

This chapter is organised as follows. Problem statement is described in Section 5.2, and the related work is discussed in Section 5.3. The scenario of the cooperative data sharing and the cooperative coding scheme is illustrated with example in Section 5.4. The detailed description of the proposed balanced coding scheme and the algorithm are presented in Section 5.5. Section 5.6 presents the introduction of physical layer network
coding (PLNC) into the data exchange problem. Simulation and discussions of the results are presented in section 5.7. Finally, Section 5.8 summarises the chapter.

5.2 Problem Statement

This chapter corresponds to the third problem presented in chapter 1. It is the end user needs for connectivity even in very crowded places such as stadiums, shopping malls, public events etc.. The invention of computing machines is also enhanced from the generation of supercomputers to the today’s smartphones which already possess the processing and storage capacities of the earlier computers. Most people in modern society possess a smartphone. The conventional way of communication between two mobile wireless devices such as smartphones and laptops is through a base station which usually locates at a far distance because of the high expense of building towers for both cellular and WiMAX wireless base stations. An interesting problem scenario is the direct data sharing among the wireless client devices that are located in the vicinity of each other to reduce the amount of expensive communication to a far base station.

Due to the increase number of connected devices to the IP network and high data rate services such as video streaming and file downloads, the traffic volume is very high and leads to network overload.

Assuming that some nearby wireless client devices download a file from a common base station. Some devices may receive the whole file while some receive only a portion of it and lose other subset of the file because of the poor wireless links between the base station and them. In this case, the nearby wireless devices can utilise the advantage of short-distance communication links by creating a cooperative data sharing group among them via the built-in Bluetooth or Wi-Fi interfaces like in [8–11]. With this approach, devices will possess a faster and reliable short-range communication service to fulfil their requirements and no need to request to a far base station with slow connection again. There is no need to transmit to each user of the group again because all the $n$ packets of the file are transmitted to the group. Consequently, the load on the base station will be reduced and the base station will be able to serve other users.

The users only need to collectively possess $n$ packets within their group and want to cooperate to share the packets they have already received. The cooperative commu-
nication is predicted to become one of the major features for the emerging fourth and fifth generation wireless systems in [71, 72]. Cooperation between neighbouring nodes can provide many benefits such as energy saving of a device by means of sharing the load among them, bandwidth saving and low delay services because the expensive long-distance cellular links are free for another users. Moreover, the overall throughput of the network can be increased by exploiting the broadcast nature of the wireless medium. One important research problem is to maintain the fairness among the members of the cooperative group and to develop a mechanism that will handle it while also maintaining the minimum number of required transmissions.

5.3 Related Work

The problem of selecting an encoding scheme that will minimise the number of transmissions is referred to as index coding. The index coding problem in [25], where a central base station performs the transmissions of linear combined packets to make other clients satisfy their requirements. The difference is that, in cooperative approach, all of the clients involve in the transmission process. In this category, many existing research works such as [10, 73–75] mainly studied the optimum number of transmissions to reduce the complexity, overhead and delay until all clients ultimately recover the required packets. They formulate the problem into integer programming and proved that it is NP-hard.

With the application of linear network coding [26], the benefits of cooperation can be further expected for the data exchange problem because many devices can simultaneously gain from one linearly coded packet (linear combination). The assumption is that mobile devices are within the transmission range of each other and they can hear the broadcast transmission of others successfully. In this linear approach, the bits of each incoming packet is replaced by the symbols over the finite field $GF(2^n)$ and forms a vector of symbols. A client device creates linear combination of its packets and choose one combination to be transmitted that will benefit the other peers. The operations are performed over $GF(2^n)$. As other peer nodes in the cooperative group may already have some independent packets, they can recover a new one after performing Gaussian elimination of the received packets.

Rouayheb et al. in [10] formulate a lower and upper bound on the number of transmis-
sions needed to satisfy the requirements of all clients and they show that their algorithm performs closer to the lower bound by a numerical simulation. The authors choose a candidate client which possesses the maximum number of received packets as a transmitter for next round. If there is more than one candidate client, their scheme chooses the next transmitter randomly. Fairness has not been considered on the number of transmissions each client makes.

The fairness among the peers is considered in this chapter, and it is considered based on the number of transmissions from each peer. The scheme also maintains the minimum number of transmissions as a whole. The reason is that energy saving is important not only for the whole data exchange process but also for each individual participant. If a client which possesses an independent packet runs out of energy quickly, other clients will not satisfy their needs and the data exchange process will not accomplish, by assuming that client devices collectively possess all messages from the base station for a certain data file. An algorithm is proposed for these purposes, distributing the number of transmissions among the peers while maintaining the total number of transmissions to be minimum. In this algorithm, each client changes the role of transmitter based on the reception knowledge they keep in information table in each round of data transmission.

5.4 System Model

The scenario of a cooperative data sharing is shown in Figure 5.1. In this scenario, some nearby mobile devices download a file from a common base station which may be located at a long distance. After the data messages of the file are transmitted by the base station, some client devices may only receive some messages but all the nearby nodes collectively receive all the messages. The problem is to satisfy the required messages of all peers in the cooperative group by sharing each other via the local wireless connections, needing no request to the far base station. This problem can be formulated as a cooperative linear network coding scheme. For the basic understanding of a cooperative linear network coding scheme, a scenario with four clients and total six data messages is described in the information table 5.1 to illustrate the example in Figure 5.1 and, to explain how it works. At the initial state, clients $c_1$ and $c_3$ have received five messages out of six and are the clients that have maximum number in the cooperative group. Client $c_2$ has received three
messages and therefore, it is the client with the least number of messages while client \( c_4 \) receives four. The linear network coding scheme calculates an encoded message which is a combination of multiple messages from a client and transmits the encoded message. Many other client devices with the requirement of different messages can benefit from the same encoded message.

Figure 5.1: Cooperative data sharing among the nearby mobile clients after downloading a file from a far base station.

In the example, the data exchange among four clients accomplishes with three coded messages transmissions; two transmissions: \( x_1 + x_2 + x_3 + x_4 + x_6 \) and \( x_1 + x_2 + x_3 + x_4 + x_5 + x_6 \) from the maximum client, \( c_3 \) and one transmission: \( x_1 + x_2 + x_3 + x_5 + x_6 \) from the another maximum client, \( c_1 \). However, it should be more desirable that the coding scheme can distribute the transmissions among as many clients as possible in order to maintain fairness among them. As the clients will gradually increase the number of received messages iteration by iteration, the dependency between the encoded message and the existing message becomes higher. In this situation, even choosing a client with the maximum number of messages will not provide significant improvement. Giving higher priority to a client which has less participation in the data exchange process will share the workload of previous transmitters. As a consequence, those nodes in the cooperative group can save their energy and computing resources. This is the main idea provided in the proposed
balanced coding scheme to keep fairness among as many client devices as possible.

5.5 Proposed Balanced Cooperative Coding and Transmission (BCCT) Scheme

Many important components comprise the proposed balanced coding scheme and they are depicted in a conceptual block diagram by linking many other components of data link layer as shown in Figure 5.2. The purpose of this scheme is to accomplish the data sharing process in the group with less transmission time and to keep fairness among the participants in the group. The group formation management component includes the techniques based on creating clusters or dividing the network according the zones or regions. The proposed BCCT scheme is not intended for the group formation process, but it is for the data sharing process within the group. Buffers are needed for the incoming and outgoing messages; specific functions such as coding and decoding operations, the selection of a best combination; selecting a transmitter based on the knowledge of receiving messages at the clients and accessing a channel to broadcast a coded message all together comprise in the BCCT scheme.

When the number of messages involved in one generation of data exchange process is high, the computation for the coding and decoding of the coding scheme can become burden for a mobile node. However, with the rapid development in smartphone technologies, this burden will soon be covered. Padding of zeros is considered for the addition of two messages which have different lengths. In consideration of these problems, it is assumed that the wireless nodes involved in the data exchange have high processing and memory resources for computing and buffer requirements.

Buffer Management at Each Node

Two buffers are assigned in each client device: one for the incoming messages and another for the outgoing coded messages. The recovered original messages will be stored in the permanent storage. At the start of a cooperative data sharing process, one or more peer devices will have received all or some of the messages from the base station. Therefore, the size of the incoming buffer is equal to the number of messages $n$ and that of the outgoing
buffer is equal to size of the block based on how many messages are coded together.

**Reception Information Table for Next Transmitter Selection**

Maintaining fairness among the participants of the data sharing group is one of the goals of BCCT scheme. To achieve this goal, an algorithm is proposed to select the transmitter for each iteration based on the number of messages each client node possesses, usually the client with maximum messages. Moreover, nodes should also take into account the number of transmissions they made in order to maintain the fairness among them as explained in Section 5.4. The approach is to keep an information table like Table 5.1 in every node. At the start of data sharing process after receiving messages from the base station, all clients should broadcast reception information to announce their packet receiving status. Then a client node can use this knowledge for deciding a suitable transmitter for next round. This can be described as a sharing mechanism in the block diagram of BCCT scheme.
Table 5.1: Example of reception information table: index of received packets and number of transmissions from each client station

<table>
<thead>
<tr>
<th>Clients</th>
<th>Data messages</th>
<th>Transmissions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_1$  $x_2$  $x_3$  $x_4$  $x_5$  $x_6$</td>
<td></td>
</tr>
<tr>
<td>$c_1$</td>
<td>1   1   1   0   1   1</td>
<td>1</td>
</tr>
<tr>
<td>$c_2$</td>
<td>1   1   0   0   0   1</td>
<td>0</td>
</tr>
<tr>
<td>$c_3$</td>
<td>1   1   1   1   0   1</td>
<td>2</td>
</tr>
<tr>
<td>$c_4$</td>
<td>1   1   0   1   0   1</td>
<td>0</td>
</tr>
</tbody>
</table>

Coding and Decoding

Coding and decoding component is one of the main functions of BCCT scheme for performing the coding operation to find a suitable combination of messages to be transmitted and for decoding the received combination with the existing messages. Then the successful client as a transmitter calculates the linear combinations of messages from the incoming buffer by using the encoding vectors and stores the coded messages in the outgoing buffer before being sent. After each round of coded message transmission, every node performs decoding operation of the incoming coded message and the existing received messages. Then the clients update their information table and the reception reports are broadcast to decide who should take turn for transmission in next round until all the clients satisfy their requirements. This is possible due to the fact that all nodes exist within the transmission range and every node can hear the transmission from each other.

Medium Access Control (MAC) Mechanism

After receiving some initial data messages, each client calculates and broadcasts their packet reception information (metadata) in short control messages. Then they will know who is supposed to start transmitting. The clients with maximum number of messages will basically transmit in every iteration. After each iteration, they update their received messages. The transmitter can also predict their reception because it calculates during choosing best combination. However, at later iteration, to keep balance, the transmitter is selected based on the fewer number of transmission in the case they have received same
number of messages. In order to provide a high decoding probability, each client station needs to know which messages other members of the group have received to determine the optimal coding decision. To provide this reception information, each station includes a reception report in the data frame header. The reception report contains the list of currently buffered messages. Zhang et al. in [76] use a method to turn a client device in master role (transmitter) to slave role (receiver) by sending the access request message for the Piconet-based distributed cooperative approach, which is similar to the data exchange problem here. In the proposed algorithm, the winner for transmission will broadcast the coded messages and other clients refrain from transmitting for the specified duration.

5.5.1 Algorithm for Balanced Coding Scheme

At each iteration of the algorithm, one of the clients broadcasts a linear combination of messages in its incoming buffer which are from the set $X = \{x_1, \cdots, x_n\}$ of $n$ messages. A coded message $x$ is denoted by $C_x \in GF(2^n)$, the corresponding vector of linear coefficient, i.e., $x = C_x \cdot (x_1, \cdots, x_n)^T$. $Y_i$ is denoted as the subspace spanned by the vector corresponding to the linear combinations available at client $c_i$. At the beginning of the algorithm, $Y_i$ is equal to the subspace spanned by vectors that correspond to the messages in $X_i \subseteq X$, i.e., $Y_i = \langle \{C_x | x \in X_i\} \rangle$. The goal of the algorithm is to simultaneously increase the dimension of the subspaces $Y_i$, $i = 1, \cdots, k$, for as many clients as possible. At each iteration, the algorithm identifies a client $c_i \in C$ whose subspace $Y_i$ is of maximum dimension. Then, client $c_i$ selects a vector $b \in Y_i$ in a way that will increase the dimension of $Y_j$ for each client $c_j \neq c_i$, and transmits the corresponding packet $b \cdot (x_1, \cdots, x_n)^T$. At some iteration, the subspaces associated with many clients may become identical. This group of clients are merged into a single client with the same subspace.

5.5.1.1 Algorithm for Best Combination Selection

In the linear data exchange scheme, each client should calculate the receiving information to choose a suitable combination for the transmission. In principle, the client with the maximum number of packets possesses the best combination at earlier stages of the process as the dependency between the combination and the received packets at other peers is low. Selecting the best combination that can increase the dimension of the subspaces of as
Algorithm 1 Algorithm for BCCT

for $i = 1$ to $k$ do
    $Y_i = \langle \{C_x | x \in X_i\}\rangle$
end for

while there is a client $i$ with $\text{dim } Y_i < n$ do
    while $\exists c_i, c_j \in C, i \neq j$, such that $Y_i = Y_j$ do
        $C = C \setminus \{c_i\}$
    end while
    Find a client $c_i$ with a subspace $Y_i$ of maximum dimension
    if there is only one $c_i$ then
        Select a vector $b_i \in Y_i$ such that $b_i \notin Y_j$ for each $i \neq j$
        Let client $c_i$ broadcast packet $x = b \cdot (x_1, \cdots, x_n)^T$.
        Store $c_i$ as transmitter in the table
    else
        Find a client $c_j$ with a subspace $Y_j$ of maximum dimension
        Select the client that has fewer previous transmissions
        if $c_i$ is chosen then
            Select a vector $b_i \in Y_i$ such that $b_i \notin Y_j$ for each $i \neq j$
        else
            Select a vector $b_j \in Y_j$ such that $b_j \notin Y_i$ for each $j \neq i$
        end if
    end if
end if
Let client $c_i$ or $c_j$ broadcast packet $x = b \cdot (x_1, \cdots, x_n)^T$.
for $l = 1$ to $k$ do
    $Y_i \leftarrow Y_i + \langle\{b\}\rangle$
end for
end while

many clients as possible is one of the major goals of the algorithm. One major challenge for this job is the computational time required to find it for some cases depending on the distribution of the initial receiving messages. To overcome this challenge, a variable is introduced in the proposed algorithm, it will control the number of clients that should
Algorithm 2 Algorithm for selecting best combination

if (number of other clients with rank = max_rank) ≥ (number of other clients - 1)

    Set control variable = 1
    Calculate best combination

else if (number of other clients with rank ≥ max_rank - 1) ≥ half of number of other clients then

    Set control variable = 2
    Calculate best combination

else

    Set control variable = number of other clients
    Calculate best combination

end if

increase their ranks of the subspaces. The value of this variable is derived by studying the relationship between the ranks of the subspace of each client after running the simulation many times. For those cases, the chosen combination might not be an optimum one. The condition and the value of control variable for picking the best combination is described in Algorithm 2.

5.6 Balanced Coding and Transmission Scheme with PLNC (BCCT/PLNC)

The concept of physical layer network coding (PLNC) is applied to the data exchange problem to further reduce the number of transmissions and accomplish the data exchange process quickly. The basic idea of PLNC is to exploit the mixing of signals that occurs naturally when electromagnetic (EM) waves are superimposed on one another [38]. The simultaneous transmissions by several transmitters result in the reception of a weighted sum of the signals at a receiver. The advantage is that the number of required time slots can be reduced because transmission from two clients is allowed in the same time slot. The relay is simply an intermediate node that receives the addition of combinations transmitted from the client nodes and broadcasts the coded message back to the clients.
including the transmitters. In this scheme, relay is one of the other nodes in the group.

By taking advantage of this combination, the MAC is scheduled to allow transmission from two clients in one round of the algorithm. Their addition will be received by the other members of the group. This weighted sum is a form of network coding operation by itself. Therefore, even if the receiver forwards the receiving combination, the two transmitters can themselves benefit from the addition of coded messages. It is the advantage of this transmission scheme. Two stations with maximum rank are decided as transmitter by exchanging short control messages. In this decision, their number of transmission is also taken into account to maintain fairness. In the control message, the time to start transmission is also defined. The second station replies with short control message. Other stations that overhear the message will stop channel access until the transmissions from two stations finish and wait for receiving. After receiving the PLNC-coded message, they perform decoding and updating their buffer. Then a station starts transmission of control message together with the updated reception information if it has the maximum rank after decoding. This process is repeated many times until they notice that the reception information is identical to the previous iteration. After that, they start to change the transmission mode to the one without using PLNC technique.

The drawback of this approach is that the mixed signal sometimes results in no increment in the rank of the subspace of other clients. This is because when the client devices are gradually increasing their received messages, the dependency of their linear combinations are also high. In such conditions, transmission in PLNC has no advantage. This will be true especially for the later iteration of the transmission process. To avoid this drawback, BCCT/PLNC will apply more transmission in PLNC in the earlier stages of process and will stop transmission in such mode at the later iteration. Transmitting only one combination will be continued. The significance of PLNC over the LNC is that the transmitted combination can carry more information and more number of client stations can benefit especially at the earlier iteration of the data exchange process. Therefore, the required transmission time slot can be reduced.
5.6.1 Algorithm for BCCT/PLNC

The idea of this algorithm is to allow transmitting the addition of two linear combinations from two clients. When the messages to be combined do not have the same length, the shorter ones are padded with trailing 0s to make their lengths identical. The resulting encoded messages (linear combinations) have same length as original ones. First, the algorithm chooses a linear combination from the client with maximum number of messages. Then it finds another linear combination from the second client. These two combinations are transmitted simultaneously and allowed to add in the air naturally when electromagnetic (EM) waves are superimposed on one another. Relay node deals with the mapping of the mixed signal to the desired network-coded signal $S_R = S_1 \oplus S_2$. Then, it broadcasts $S_R$ to other clients in the second time slot. In the algorithm, two combinations are added first and then transmitted their addition. If there is more than one client with the maximum number of messages, the two transmitters are carefully designated based on the information of their previous transmissions as in the balanced coding scheme.

5.7 Numerical Simulation

A computer-based simulation is coded in MATLAB to evaluate the performance of the proposed algorithms and transmission in PLNC scheme. The finite elements from $GF(2)$ are used for indexing and linear network coding of each received and lost message of each client for less complexity. The various aspects and performance metrics are studied in the simulation to evaluate the performance of the proposed schemes.

5.7.1 Simulation Scenarios and Parameters

Firstly, a comparison of transmission in balanced scheme and the transmission without balanced scheme (i.e., nominating the next transmitter randomly) is studied. Then, the impact of the number of messages and client nodes involved in the cooperative data sharing on the fairness of the system is also investigated. The impact of initial packet receiving probability $P_{init}$ on the system performance is also analysed by different probability values with total 10 messages.

In the second scenario of simulation, the number of time slots required by the BCCT/PLNC
**Algorithm 3** Algorithm for BCCT/PLNC

for $i = 1$ to $k$ do

\[ Y_i = \langle \{C_x | x \in X_i\} \rangle \]

end for

while there is a client $i$ with $\dim Y_i < n$ do

while \( \exists c_i, c_j \in C_i \neq j, \text{ such that } Y_i = Y_j \) do

\[ C = C \setminus \{c_i\} \]

end while

Find a client $c_i$ with a subspace $Y_i$ of maximum dimension

if there is only one $c_i$ then

Find a client $c_j$ with a subspace $Y_j$ of smaller maximum dimension than $Y_i$

Select a vector $b_i \in Y_i$ such that $b_i \notin Y_j$ for each $i \neq j$

Select a vector $b_j \in Y_j$ such that $b_j \notin Y_i$ for each $j \neq i$

Add two vectors, $b = b_i + b_j$

Let client $c_i$ and $c_j$ broadcast packet $x = b. (x_1, \cdots, x_n)^T$.

else

Find a client $c_i$ with a subspace $Y_i$ of maximum dimension

if dimension $\dim Y_i = \text{number of packets}$ then

Select a vector $b \in Y_i$ such that $b \notin Y_j$ for each $i \neq j$

else

Select a vector $b_i \in Y_i$ such that $b_i \notin Y_j$ for each $i \neq j$

Select a vector $b_j \in Y_j$ such that $b_j \notin Y_i$ for each $j \neq i$

Add two vectors, $b = b_i + b_j$

end if

Let client $c_i$ and $c_j$ broadcast packet $x = b. (x_1, \cdots, x_n)^T$.

end if

for $l = 1$ to $k$ do

\[ Y_i \leftarrow Y_i + \langle \{b\} \rangle \]

end for

end while
scheme is investigated. This is to find out how PLNC can help the data sharing process accomplish earlier than the scheme without PLNC. The total number of time slots required is expected to be fewer. The performance of the whole coding scheme is evaluated with respect to the increasing number of messages and client devices in terms of scalability and fairness respectively. The parameters for the simulation are described in Table 5.2.

Table 5.2: Simulation parameters for evaluation of BCCT scheme

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardware specification</td>
<td>IEEE 802.11a OFDM</td>
</tr>
<tr>
<td>Antenna type</td>
<td>Omni Antenna</td>
</tr>
<tr>
<td>Simulation environment</td>
<td>MATLAB 2014b</td>
</tr>
<tr>
<td>Initial packet receiving probability $P_{\text{init}}$</td>
<td>0.9, 0.7, 0.6, 0.5, 0.3</td>
</tr>
<tr>
<td>Number of messages</td>
<td>4 to 21</td>
</tr>
<tr>
<td>Number of clients</td>
<td>4 to 18</td>
</tr>
<tr>
<td>Finite field elements</td>
<td>$GF(2)$</td>
</tr>
<tr>
<td>Number of experiments</td>
<td>30</td>
</tr>
</tbody>
</table>

### 5.7.2 Simulation Results and Discussion

This section presents the performance of the proposed balanced coding and transmission scheme with PLNC based on the results obtained from the simulation. The discussions are mainly on the number of transmissions from each client in BCCT scheme, the number of clients whose ranks increase in each round of process in BCCT/PLNC scheme and the total number of transmissions and time slots applied for the entire data exchange process. The results for each scenario are the values averaged over the 50 experiments for 5 to 21 clients downloading 6 to 18 messages from a base station with the initial receiving probability of 0.3 to 0.9.
5.7.2.1 Comparison of Total Number of Transmissions

The total number of transmissions required by the proposed schemes and the original scheme for the completion of one data exchange process is shown in Figure 5.3. The proposed schemes need fewer number of transmissions compared to the original one with random selection. The scalability of the system is studied with the number of messages and client stations increase. The BCCT/PLNC scheme requires fewer number of transmissions than the BCCT scheme for the higher number of messages. Both the BCCT

![Figure 5.3: Total number of transmissions of three different schemes with Increasing number of messages and Increasing number of clients.](image)

and BCCT/PLNC schemes performs well as depicted in Figure 5.4 because the number of transmissions is within the upper and lower bounds as defined in the reference paper [10].

In Figure 5.5, the impact of the initial packet receiving probability $P_{init}$ to the total number of required transmissions is shown. The results are for three values of $P_{init}$ with 0.3, 0.5 and 0.6. Obviously, with $P_{init} = 0.3$, the number of initial receiving messages is a few and more number of transmissions are needed than that of $P_{init} = 0.5$ and $P_{init} = 0.6$.

Figure 5.6 shows that BCCT scheme can significantly distribute the transmissions among the participants in cooperative data exchange. In Figure 5.6(a), client $c_4$ is the
only client with the maximum number of transmissions. This condition disappears in the proposed balanced coding scheme. The algorithm tries to balance the transmissions of the clients. This can be easily seen in the transmissions of clients $c_2$ and $c_3$; and clients $c_4$ and $c_5$ compared to the original scheme without balancing capability. But the client $c_1$ shows no significant change in the balanced scheme. This is because client $c_1$ is the client with the minimum number of messages initially received and it has the least chance for participation in the data exchange process. Client $c_1$ is a receiver in most of the iterations of data transmission. The results also show that the average number of transmissions in the proposed balanced coding scheme is even fewer than the original scheme without balancing capability. Without balancing scheme, one or more clients have high number of transmissions. The proposed balanced coding scheme distributes the number of transmissions among the client devices.

5.7.2.2 Fairness on the Number of Transmissions

With reference to the previous figure, the number of transmissions from each client

Figure 5.4: Performance of the algorithms with the increased number of messages. The client number is 5.
Figure 5.5: Impact of initial packet receiving probability $P_{init}$ for 5 client devices and 10 messages

varies with the increase members in the group. In this section, the fairness of the three schemes is discussed for different number of clients and messages in Figure 5.7. The fairness of each scheme is calculated based on the number of transmissions from each client station by the Jain’s fairness index,

$$\frac{(\sum x_i)^2}{n \sum x_i^2},$$  

(5.1)

where $n$ is the number of stations participated in the data sharing group and $i$ represents each participant. $x$ is the number of transmissions from station $i$. The value of 1 means the best fairness index. The proposed balanced coding and transmission (BCCT) scheme achieves the highest fairness index among the three schemes for all different number of
(a) With 7 clients and 6 messages

(b) With 7 clients and 12 messages

Figure 5.6: Number of transmissions made from each client for 6 messages and 12 messages.
Figure 5.7: Fairness of proposed schemes versus that of random scheme for different number of clients and messages. Fairness of three schemes with respect to the number of clients and number of messages

clients and packets. The BCCT/PLNC scheme sometimes shows the lower index than the Random scheme. This is because the BCCT/PLNC scheme gives more priority for providing the required messages as quickly as possible. However, it still can provide the fairness index as high as that of the random scheme most of the times.

The impact of the increasing number of clients and messages over the fairness is also investigated. Figure 5.8 shows that fairness is affected by the increasing number of clients in the cooperative group and the number of messages for each downloading session. Fairness indexes of all the three schemes decline with the increase in the number of clients. This is due to the fact that there is a high chance of less participation from many clients. Their requirements are satisfied before many of them get the chance to transmit. After many transmissions from the clients with higher number of received messages, all clients satisfy their needs and no chance for participation any more. Reversely, the fairness value increases with the increase number of messages because more transmissions are needed
and more clients have chance to participate.

The fairness of the BCCT/PLNC is not as good as that of BCCT. This is because the main purpose of BCCT/PLNC scheme is to reduce the required time slot and number of transmissions. The selection of transmitters is based on the higher priority given to improve the coding operation. At the later iteration, the random node participates in forwarding the coded messages. From the standpoint of clients, they still need to involve in the simultaneous transmission until the algorithm notices the redundant transmissions.

### 5.7.2.3 Clients that Benefited in Each Round due to PLNC

The number of benefited clients in each iteration of the data sharing process is depicted in Figure 5.9. This value is high for BCCT/PLNC scheme in earlier iteration, meaning that many client devices can recover their lost messages from the PLNC-coded messages. The graph gradually declines with some fluctuation as the percentage of requirements of the clients decreases in later iteration. The graphs of BCCT and random scheme are especially high in the middle of the process for both cases and at the later iterations of the process for the high number of messages. This behaviour shows that the PLNC
Figure 5.9: The number of clients that benefited in each iteration of the data sharing process.
transmission scheme increases the ranks of the subspaces of many receivers as soon as the transmissions are started. BCCT/PLNC can help more clients to benefit from the coded packet and reduce their requirements at the later iterations than BCCT and the random scheme.

This is different from the BCCT and the random scheme, where a fewer number of receivers can benefit from the coded packet in each iteration. At time slot 1, the number of benefited receivers is high for nearly all schemes because the transmitted combination is innovative for many receivers. Suddenly this number declines in second time slot as many stations recover their lost messages in the previous iteration. BCCT/PLNC scheme benefits more clients quickly while the other schemes can benefit gradually. Therefore, BCCT/PLNC scheme can satisfy the needs of the many users in the group within a few transmission time slots. With the transmission with PLNC, most of the clients devices increase their ranks in the earlier round of process. This helps the data exchange process to accomplish quickly by satisfying the requirements of participants and also ensuring that all the devices in the cooperative group recover their lost messages. Therefore, bandwidth and energy resources are saved.

5.8 Summary

This chapter presents a balanced linear coding scheme and a transmission scheme with physical layer network coding for the data exchange problem, with the purpose of maintaining the fairness among the client devices, and for accomplishing the process in minimum number of transmissions. The schemes create an information table that keeps the packet reception information, and the number of transmissions from each client in each round of data exchange process. This knowledge is important to maintain fairness among the clients to ensure that a certain client does not run out of energy and leave the group. With the proposed schemes, the total number of transmissions decreases while distributing the work load among the clients. Moreover, by allowing two clients to simultaneously transmit their linear combinations by the physical layer network coding, the results show that clients receive their required messages mostly in the earlier iteration of the process. Consequently, it satisfies the requirement of participants as quickly as possible and leads to the quick completion of data exchange process. The number of transmissions is also
within the lower and upper bounds, and the algorithms maintain the scalability for the case of increasing number of packets.
Chapter 6

Conclusions and Future Work

6.1 Summary and Contributions

This dissertation has developed an efficient network coding based data transfer framework called E-neco framework. The purpose of the framework is to provide the efficient data transmission, data collection and data sharing in multihop communication scenarios. This work has based on the network coding techniques in the literature and looked for the way of how these techniques could be utilised to solve the problems of future wireless networks efficiently. Efficiency is defined as accomplishing tasks with less amount of resource usage such as bandwidth, energy and latency. The scenarios considered in this research have high popularity in the current situation and the near future. Each category of data transfer is focused by proposing a scheme to achieve the desired goals to provide the requirements of future wireless network: energy-efficient high-rate communication, low latency and high reliable communication, and quick download access in a fewer number of transmissions, respectively. Each work is recalled briefly as below.

In Chapter 3, a network coding-aware medium access control (necoMAC) scheme has been designed to achieve the higher throughput. The protocols in this scheme utilise the chain and triangle topologies as the golden resources for the network coding opportunity. The topology management mechanism is incorporated in the MAC protocol. The essence of this design is the combination of the property of network coding: reduction in the number of transmissions and the multi-rate multihop transmission capability of NCA-2PSP protocol. This scheme provides higher throughput and faster transmission from
node to node at a link-level transmission. As the network coded transmission opportunity is reserved for the relay node, it immediately can access the medium. This improves the performance of the scheme. The overall performance of the network is improved by 30% due to the proposed scheme. This work gained the high data rate per certain energy usage.

In Chapter 4, an energy-efficient network coding based data gathering scheme called necoDG for data gathering applications has been proposed. The modified 2PSP MAC protocol is used for the data transmissions from sensor nodes to the corresponding cluster head (CH). Some new rules are applied at the relay node to choose a path that costs less energy consumption. Random linear network coding (RLNC) is used at the aggregator node, CH to transmit coded packets from cluster heads to the base station. The network coded transmissions are suitable to reduce the control messages in case of loss due to the poor channel conditions. An average 15.2% of energy saving and 13% reduction in latency is achieved by the proposed scheme. Therefore, the objective for the energy-efficient low-latency communication stated in the second problem focus has been achieved.

In Chapter 5, a balanced network coded transmission scheme called BCCT has been proposed, which is developed by using random linear network coding techniques and physical layer network coding to reduce the number of required transmissions for sharing a file within the group. It uses both Wi-Fi and cellular interfaces efficiently to accomplish the data sharing quickly. The goal is to maintain the fairness among the client devices and to accomplish the process with minimum number of transmissions. The scheme utilises an information table which keeps the packet reception information and the number of transmissions each client makes in each round of data exchange process. This knowledge is important to ensure that a certain client does not run out of energy and leave the group, and for maintaining fairness among the clients. The total number of transmissions decreases while distributing the work load among the clients.

By using the physical layer network coding, the simulation results show that clients receive their required packets mostly in the earlier iteration of the process. As a result, it satisfies the requirement of participants as quickly as possible. This scheme significantly balances the number of transmissions made from each device and also reduces the total number of required transmissions by 8.92%. The subscribers gain satisfaction quickly and
reduce burden on base station.

The evaluation of the whole framework is reserved for future work of research in the practical network infrastructure. The performance of the whole framework can be predicted by the performance of each part of the framework as achieved in this dissertation. This framework is an important concept aiming to the future 5G because it depicts one of the very core parts of future wireless networks that will provide the high-rate low-energy, fast and reliable services to billions of connected devices. A practical implementation of XOR and RLNC techniques in programmable switches has been done in a doctoral work. Network coding was deployed on the switchs data plane for the first time. The evaluation was performed on Mininet network emulator. In their work, a new high-level language called P4 was used to implement the network coding functions in the programmable switches (eg. Barefoot Tofino). It is hoped that the proposed framework can also be implemented by using practical settings.

The core connection between the parts of the framework is the concept of multihop wireless communication. In every network technologies applied in this dissertation, network coding can be added as a function of transmitter or receiver or forwarder at any point along the route depending on the information such as topology, route information, and data reception information. Although the purpose can be different from one target network to another depending on the application, the overall aim of the framework is to achieve high performance operation from the perspective of multihop communication. The focus is the communication and data transfer operation in multihop wireless communication with network coding functions in a multihop scenario.

The best scenario could be a network which allows direct communication of nodes in one to two hops distance. In spite of considering the autonomous nodes in this research, the centralised control from a base station will also have positive impact for some cases such as the group data exchange. In those cases, the nodes transmit many control messages in order to reach a decision. If the central base station could take this role, there can be positive advantages for the group. This is also suitable for the cluster-based WSN where sensor nodes exchange many control messages to get a best cluster. However, due to the wide physical area, their knowledge of the whole network is limited. In this case, the help of central BS will give many advantages.
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In the near future, no technology will be able to provide alone the high demand of fast and reliable communication due to the very high increasing requirements in wireless and industrial communication. The network should be flexible to integrate with other technologies. This framework is conceptualised based on the combination of future potential network technologies such as D2D, M2M and MWN to support the new requirements. The multihop wireless communication is expected to become a fundamental communication paradigm in future despite the fact that it is currently an extra option in IEEE 802.11.

The main contributions can be listed as follows:

- A new data communication framework for the predominant paradigms of future wireless communication such as 5G and IoT applications. This framework shows the incorporation of MAC protocols and network coding techniques for different data communication applications such as data transmission, data collection and data sharing by using network coding opportunity with some kinds of different topologies. This work contributes to the knowledge of how network coding can be integrated in future wireless networks to mitigate probably in some portion the ever-increasing demand of high-quality wireless communication.

- Another contribution is the design of new transmission schemes which include new MAC protocols. Transmission opportunity for the coded packets plays an important role in the decision of the performance of network coding. Therefore, a MAC protocol should reserve a priority to the encoder, in other words, the relay node as in this work, to get the transmission opportunity after the encoding operation.

- In the balanced coding and transmission scheme based on the index coding, linear network coding and physical layer network coding for the cooperative data sharing scenario, the proposed schemes consist of algorithms for the selection of next transmitter and selection of best linear combination to maintain fairness in terms of number of transmissions from each user. It is found that many control messages can be reduced by using the RLNC network coding and broadcasting. Then, the participants simply take turn to transmit their coded packets (random linear combinations) to maintain the fairness of transmissions among them.
In this dissertation, the main focus is the area of multihop wireless networks and data link layer communication protocols to achieve the performance metrics such as throughput, energy consumption, latency, number of transmissions, fairness, overhead of the protocol. The contribution of this work is only a small portion compared to the requirements of the future wireless networks, especially the current hot issues in 5G. Among the several potential techniques to contribute to the 5G network such as massive multiple input and multiple output (MIMO), cooperative communications and network coding (NC), full duplex (FD), device-to-device (D2D) communications, cognitive radio (CR), and green communications, this work falls into three categories: cooperative communications and network coding, D2D and green communication. This work has not considered the possible vulnerabilities from the security perspective yet. Security is also important for all data transmission applications. Therefore, more work is needed for the secure communication. The entire work is mainly focus on the data transmission at link level. The mechanism for interference cancellation has not yet been considered in this work for the very crowded conditions.

6.2 Future Work

Some future extension of this work could be the finding of more network coding opportunity. The current work is based on the three-node topological models, and applies only chain and triangle topologies with the MAC. The mechanism for “Y” and “X” topologies could also be considered as a future work so that the necoMAC scheme can provide more network coding service with diverse network topologies. The proposed protocol design and algorithms in the current work are based on the IEEE 802.11 wireless technologies and its specifications. In future work, it would be necessary to consider more new technologies and standards for low energy consumption.

Another possible extension could be the selection of best relay in compared to the network coder node. There would be more benefits if the relay and the network coder are identical in terms of more coding opportunity of messages. Study on the selection of a neighbour node as an helper for one’s own transmission would be a useful topic for the short-range communication with plenty of connected devices in the coming near future of 5G era.
The scenario discussed in Chapter 5 could be easily extended into a data sharing group without the base station. For example, a group of friends take photos of each other and they want to share these photos to all. The task can be accomplished without the intervention of a base station. They form a local group for data sharing. One may consider privacy and security issues for this case.

One important considerable metric would be the initial battery energy percentage of a node. In BCCT, the initial energy of each client devices is not taken into account in the design of the fairness transmission scheme. The focus is on the fairness of the transmissions from the participants to accomplish the goal. However, it is possible that a client has low initial energy when it takes part in the cooperative data sharing process. In such situation, choosing such client for transmission to maintain fairness among the participants will become a burden for it. If the client is lack of energy, it will no longer be able to participate in the process and it can become a disadvantage to the other members. Therefore, considering the energy of a participant in designing the balanced scheme would be a useful extension for further research. The energy information would be useful in deciding the next transmitter and achieve more fairness to maintain the energy as long as possible.

As only binary field is used, when two combinations are added on the air by PLNC, the combination becomes a dependent combination of previously received ones. For this reason, at later iteration, the dependency is higher and BCCT/PLNC shows a small advantage. If the high-level fields are used, the problem may be solved, but the computation will also be expensive. Another method to avoid this condition is that the transmission scheme should allow both multicast transmission and PLNC transmission. By this mechanism, the addition of two combinations that will produce non-innovative packet could be reduced.

6.3 Conclusion

Based on the current situation and prospect on the future wireless communications, this research is the combination of topologies and network coding for the scenarios that have high potential for the future, communication with the help of base station and without base station. These scenarios include a mobile cloud where a direct point to point or point
to multipoint or mesh communication is allowed with the control of the base station. In this work, a WSN is utilised as an example scenario for the communication with the base station. The knowledge gained from this research is intended to support for the IoT applications. The communication from the base station and without base station is to encourage more freedom in communication with each wireless device and reduce the participation of base station to improve the scalability of the base station. This study leads to the general framework, not focusing on one specific network type. Its focus is on the topology and network coding opportunity in multihop wireless communication.

Except in multihop communication in ad hoc scenario, the communication needs the base station in WSN or cellular tower in D2D. This is because the current infrastructure has been designed in a centralised way. All communication traffic from each personal device must communicate the access point or the base station to reach the partner on the other side. This approach was invented and utilised since many years ago when the demand was not as enormous as today. Moreover, there may be problems relating to the quality of service in this current approach with the increase of connected devices in the near future.

To solve this problem, the world needs to change the way of communication from centralised to decentralised. Network coding is one of the enabling technologies in this perspective. The fundamental aspect of network coding replaces the traditional store-and-forward paradigm of communication with the compute-and-forward one. This aspect has much more advantage for the wireless communication because of the broadcast nature of wireless transmission than the wired network which can transmit even in Gbps rate. The traditional way of thinking over the overheard signal is changed to the thinking as a useful resource for encoding and decoding operation in network coding. Network coded broadcast packets can benefit many users at the same time. The implementation of network coding has already tested with the available commercial mobile phones these days.

Therefore, for the scalability issues, ever-increasing demand of quality of service and the unavoidable high overhead for control messages in the design of communication protocols, network coding is a possible solution. Based on the results and observation in this study, it could be concluded that network coding can be applied effectively by incorpo-
rating into the existing technologies, or by developing algorithms for the efficient code construction for various new scenarios to tackle some challenges of the future wireless networks such as the bandwidth and power-hungry cellular networks, Wi-Fi, and energy limited wireless sensor networks from body level to ground level, for energy and bandwidth saving and increasing throughput.
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Appendix A

Upper and lower bounds for BCCT

In this section, the upper and lower bounds on the number of transmissions from [10] are described.

The minimum number of transmissions is greater or equal to $n - n_{min}$ where $n$ is the number of packets and $n_{min}$ is the minimum number of packets held by a client, i.e., $n_{min} = \min_{1 \leq i \leq k} n_i$. If all clients initially have the same number of packets $n_{min} < n$, i.e., $n_i = n_{min}$ for $i = 1, \cdots, k$ clients, then the minimum number of transmissions is greater than or equal to

$$n - n_{min} + 1 \quad (A-1)$$

The upper bound on the minimum required number of transmissions is less than or equal to

$$\min_{1 \leq i \leq k} \{ |X_i| + \max_{1 \leq j \leq k} |X_j \cap X_i| \} \quad (A-2)$$

for $|\mathbb{F}| \geq k$. Each client $c_i$ initially holds a subset $X_i$ of packets in $X = \{x_1, \cdots, x_n\}$, i.e., $X_i \subseteq X$. And $n_i = |X_i|$ denotes the number of packets initially available to client $c_i$, and $\overline{X_i} = X \setminus X_i$. 