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Abstract

In this paper, we document three type assignment systems and
prove their completeness through filter models. We clarify several
ambiguity in the proof, and reconstruct the cut-elimination proof in
the union type theory. Our main focus is on the union type assign-
ment system in which several definitions and proofs are inconsistent
in the original paper. We also construct a sequent calculus system for
the type theory of the intersection type assignment system, and find
out that quasi-cut rule is necessary to prove that the cut elimination
holds in that system.
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1 Introduction

1.1 Research background

As we all know, A-calculus is a Turing-complete computational model.
In particular, typed A-calculus has wide application not only in programming
languages, but also in some semantics of natural language and proof assistant.
For example, type inference has become one of the theoretical foundations of
type checking in compiling process.

A type assignment system (TA system) is a set of rules in order to assign
type properties to A-terms. In order to prove its completeness to semantic
world, Barendregt et al. [1] created a filter A-model, which was mainly based
on several axioms and rules of a partial order relation < between types. Due
to its similarity to the derivability F of a logical system, a new idea has
emerged in which we can find some properties of logical systems to define
the relation <.

1.2 Previous research

In previous work [2], Ishihara and Kurata defined the relation < by a
LK system = as follows.

Na,B,A=0 TI'=a I'=p
aNB,A=16 F'=ang

The advantage is that it makes later proof easier, because the well-known
cut-elimination property can be applied to this LK system. In particular,
following theorem can be proved.

Theorem 1.1. Ly T = 0 if and only if NT < 6.

Because the cut-rule is admissible in the type theory, important lem-
mas concerning the relation < can be easier proved by induction without
discussion about the cut-rule.

1.3 Research purpose

The objective of this research is divided into three parts. The first is
to establish a solid relation between the partial order relations < of filter
A-models and the derivabilities - of logical systems. We shall build a new
logical system L7, for the relation < in the intersection system, and prove
the equivalence between the relation < and the derivability - of L7, . The
second is to solve the proof problem occurred in the cut-elimination proof
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of L. The third is to extend this solution to Ly, and prove the important
lemma by Lpn.

2 Preliminaries

For abbreviations, we use I.H for Induction Hypothesis and def for
definition in this paper.

2.1 Untyped lambda calculus
Definition 2.1. The set of untyped A-terms A is defined as follows.

e The variables xg,x1,xo- - are untyped \-terms.

e [For each variable x and \-term M, Ax.M s also a untyped A-term,
denoted as abstraction form.

o [For two A\-terms M and N, MN 1is also a untyped \-term, denoted as
application form.

We use the following abbreviations:

MN; - Ny = (.(MN,) -+ Ny)
Axy -y M = Az (( Az, M).))

Definition 2.2. The set of free wvariables of M, denoted as FV(M), is
defined as follows.

o [f M is a variable, then itself is the only element in FV(M).
o [f M is a abstraction form as Ax.N, then FV (M) = FV(N)\{z}.

o [f M is a application form as My My, then FV(M) is simply the union
of the two sets as F'V(My) U FV (M,).

Note:
If FV(M) =0, then we say M is closed.

Definition 2.3. For each M, N € A and each variable x, M[x:=N] is
defined inductively as follows.



M M/z:=N]

x N

VER Y

M1M2 Ml[l‘ = N]Mz[[)ﬁ' = N]
)\ZL‘.Ml /\l’Ml

Ay My, y £ x | A\z.My[y := z][x := N]|

where z =y if x ¢ FV (M) ory ¢ FV(N), else z is the first variable in the
Sequence Ty, i, To, -+ not in My or N.

Definition 2.4.

e For a binary relation R on A, and each (M,N) € R, M is called (R-
Jredex and N is called (R-)contractum of M.

e A binary relation R on A is a compatible (with the operations) if
for every (M,M') € R and = as a random wvariable with Z € A,
(ZM,ZM'"), (MZ,M'Z) and (Ax.M, z.M'") are also in R.

A R-equality =g (or congruence) on A is a compatible, reflezive,

symmetric and transitive relation.

A R-reduction —gr on A is one which is only compatible, reflexive,

and transitive without symmetric property.

property.

R; U R>.
Definition 2.5.

A one step R-reduction —g is simply a R-reduction without transitive

If Ry, Ry are reductions, then their union relation Ry Ry is defined as

o \e.M —, \y.M[x :=vy| (a-reduction)(y ¢ FV(M) U BV(M))

o \e.M)N —3 M[z := N] (B-reduction)

o \e.Mx —, M (n-reduction)(z ¢ FV(M))

Note:

The equality and the one step reduction corresponding to «, 5,m can be defined

as Definition 2.4.

The A-terms are often considered equal on =g or =g,.

For further reference or detail, one should read [3].
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2.2 Lambda model
Definition 2.6. (Variable interpretation)

o Let D be a set holding all interpretations for variables of untyped lambda
calculus.
A (term) environment p in D is simply a total map between all
variables of untyped lambda calculus and D as follows.

p:V—=D

Envp is defined as the set holding all environments in D.

e Ifp € Envp, d € D, then plz := d] is defined by p' € Envp as follows.

() = d if y=x
P7= ply) otherwise

Definition 2.7. (Lambda model)

o We define an applicative structure as a pair (D,-) consisting of a
set D with a binary operation - : D x D — D on it.

e A lambda model 4 is defined as follows.
%:<D7 : 7“]]//[>

in which (D, -) is an applicative structure and [ % : A x Envp — D
satisfies following equations.

1. [2]) = p(x)

2. [MNT = [M]” - [N]

3. MY = Dy Mz = y]["
where y & F'V (M)

4o PaM] - d=[M]], g
5. IfVd € D[[M] . —y = [NTfoeg) then [No.MT" = [Ax.NT."

6. If p Trvan= p' [rvu) then [[M]]Zl = [[M]]f//



2.3 Call-by-value lambda model

Definition 2.8. (Call-by-value lambda model)
A call-by-value lambda model # is defined as follows.

,///:<D,K, - ,[[]]/”>

where K C D,(D,-) is an applicative structure and [ [ : A x Envg — D
satisfies following equations.

1. [2],) = pl=)
2. [MNT = [M]) - [N

3. Pa M = [Ny Mz := y]]-”
where y & FV(M)

4. [[)\x.]\/[]]‘p% k= [[M]]f[;::k}, where k € K
5. IfVk € K[[M]f_y = [N]fomiy] then [Ao.MT" = [Ax.NT."
6. If p Irvny= P Trvny then [[M]]p‘//[ = [[M]];{/

7. If M € Val, then [M]) € K

3 Type assignment systems
Definition 3.1.

o We define the (type assignment) statement as follows.
M:a (Me A witha eT)

In this statement, M is called the subject and « is called the predicate.

o We define a basis as a set of statements with different variables as
subjects.
Note: One may notice that we define the basis differently comparing to
the original paper, here we follow the new definition in [4].

o We define that a statement M : « is derivable from a basis I' written
as following.



'-M:a«

o A rule R is said to be admaissible, if for all instances Sg, -+ ,Sn_1,5
of R it is the case that

if for alli < n ' S;, then - S.

where Sy, - -+, S,_1 are the deduction elements assigned to the immedi-
ate successors of node v and S is assigned to the node v. F* represents
the derwability in the formal system to which S; belongs.

Definition 3.2. R-reduction or R-expansion holds in a type assignment sys-
tem means that following two rules are admissible in the system respectively.

M—-r N M:« . M«r N M:«
N (R — reduction) N oo

(R — expansion)

It is clear that when both rules above are admissible in the type assign-

ment system, the following rule is also admissible in the system.
M=rN M:a«

N :«
And the equality also finds its position in semantic world as we want, it
is in the following form for S-equality.

(R — equality)

M =5 N & [M]Y = [N].

p

3.1 The simple type assignment system

The main idea of designing the simple typed system is to build an ab-
straction for function spaces. As if M gets type A — B and N gets type A,
then N applied to M can be viewed as valid and MN gets type B. In this way
types help determine what terms fit together.

In the meantime, requiring terms to have simple types implies that they
are strongly normalizing so that equality of terms of a certain type can be
reduced to equality of terms in a fixed type.

Definition 3.3. The set of simple type can be defined as follows.

A= Yo, P1, P2
T=A|[T—T

Definition 3.4. The simple type assignment system is defined in the natural
deduction manner as follows.



M:T . .
() M.UJ\?NT:TN.U(_)E)

Lemma 3.5. (The free variable lemma,)
I'EM:a=T [pvan- M :a, where I [pyon={z: a €' |z € FV(M)}.
Proof. Induction on the derivation of I' = M : a. m
Lemma 3.6. (The generation lemma)
I.TFz:a={z:a}el.
22.THFMN:a=30eTl’+-M:8—=aandlT'+N:f].
3 TEFXM:a=3do,7r€Ta=0c—T1andl,z:0F M :7].

Proof. Induction on the derivation of LHS. These three cases can be easily
proved as the only non-trivial case is (axiom), (— E),(— I), respectively. [

Lemma 3.7. (The substitution lemma)
Ce:abFM:BandTHN:a=TFMlx:=N]|:p.
Proof. Induction on the derivation of I';x : o= M : .

Basis: M =y.
By the generation lemma, {y : 5} e T U{z : a}
e {y:pf}el. ThenyZx,solFy[lr:=N]:B=y:p.
ey:f=x:a ThenT'Fy[z:N|:f=N:a.

Induction Steps:

e The last rule applied is (— I).
T,y o]

M T
(M =) \y.M':0— 7(= )
(y = x) Reduces to Basis.
(y # z) By theLH,wehave ',y : 0 = M'[xz := N] : 7, then by (—
I), we have I' F (M [z := N] =)\y.M'[z := N] : 0 — 7(= 3).

(= 1)
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e The last rule applied is (— E).

M1 0‘-}5 Nl.:O' (
(M =)M Ny : B
By the I.H, we have I' = M;[z :== N]: 0 — ( and

['F Ny[x := N]: o, then by (— E), we have
I'F (Mlz := N| =)M,[x := N]Ni[x := N]: 5.

— E)

Lemma 3.8. (The pn-reduction property)

The following rule is admissible in this system.
M =g, N M :«
N:«

(6n — reduction)

Proof. By the definition of reduction, it suffices to show only one-step reduc-
tion cases.
Induction on the derivation of I' = M : a.

Basis: M = z. By the definition of reduction, there is no contractum of
variables, so this case is vacuous true.

Induction Steps:

e The last rule applied is (— I).
[z : o]

Ml. iT

(M =)\z.M; 0 — 7(= )

(N = \x.M, with M; —g, My) By the LH, we have I'z : 0
M, : 7, then by (— I), we have I' F (N =) \z. My : 0 — 7(=
a).

(My = Nz with © ¢ FV(N)) By the generation lemma, we have
lr:oFN:o' >7and 'z : 0 x: ¢ for some o’. Apply
the generation lemma again, we have 0 = ¢’. By the free
variable lemma, we have ' N : 0 — 7(= a).

(= 1)

e The last rule applied is (— E).

M1:&—>04 MQ.:O'
(M E)MlMQIOé

(= E)
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(N = N\ M, with M, —5, Ny)

(N = M;N, with M, —3, Ny) These two cases can be treated
similarly. Simply by applying the I.H twice with (— E), we
have I' = N : a.

(M; = Ax. M’ with N = M'[z := Ms]) By the generation lemma,
we have ',z : o & M’ : . By the substitution lemma, we
have I' - M'[z := Ms](= N).

[]

To see why we failed to prove that expansion rule is also admissible in
the simple type assignment system, we here show one simple example.

Example 3.9. Suppose we have assigned a type o for yy, now we want to
assign the same type to (Ax.xx)y. By applying the generation lemma, we can
construct following deduction.

rT:o0o—>0 T .«

IT 0
Aexr:f—o (= 1) y:p
(Ar.zx)y o

The problem is at (— I) on the left side. Because the subject x has
two different types, (— I) can not be applied due to our restriction on the
basis(different subject). Even if we give up this restriction on basis which
means that we must put a restriction on the (— I) which will also leads to
this circumstance.

3.2 The intersection type assignment system

The intersection type assignment system is an extended system of simple
type assignment system by adding intersection type. The intersection type
intends to be assigned to the A-term which is holding two or more types.

The motivation for creating such system lies in the requirement that not
only subject reduction but also subject expansion holds. Suppose we have
F Mz := N| : «, then in order to assign the same type to (Az.M)N, it is
natural to think of application of (— E) as follows.

A.M:0—a N:o
(Ax.M)N : «
The problem is that there may be several occurrences of x in M, so we
need a type holding other types.
Another problem appears when there is no occurrence of x in M, so that
N may be not typable at all. To solve this problem, a universal type w is

(= E)
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needed to hold all A\-terms which is the motivation for building the < relation
on types.

Definition 3.10. The set of intersection type can be defined as follows.

A::W|4P0a9017@2"‘
T=A|T—=T|TAT

Definition 3.11. The intersection type assignment system is defined in the
natural deduction manner as follows.

[z : o]

Definition 3.12. The relation < is inductively defined as follows.

a<a (ref) a<fB<y=a<y (trans)
a<w (w-top) w<w—w (w-arrow)
a<alNa aNB<a aANB<p

(@=B)A(a—=7)<a—=(BAY)
a<d Bg<pf
aANB <o N

o <a <
a—=p<ad —pf

(A — mono) (— —mono)

Note: One can prove easily that (N E) is derivable due to (<).
We use the notation o ~ 7 for 0 < 7 < 0.
Lemma 3.13. (a —» ) ~w e f~w

Proof. We define €2 C T as follows.

Q=w|T—>Q|QAQ
Then we will prove that o € ) = ¢ ~ w by induction on the complexity of
o€

Base case: This case is straightforward as w ~ w.

Induction Steps:

13



(0 = 1) 7 € Q, so we can prove this case as follows.

T €
c<w w<rT (_>_ )
w<w—ow<lo—T monoe
(trans)
w<o—>T

(o AT) 0,7 €, so we can prove this case as follows.

)

o€ T E
wSJ(I'H) w<rT
WAw<oAT
W<wAw<oAT
w<oAT

(I.H)

Then we can easily prove that ¢ € ;0 < 7 = 7 € Q by induction on the
definition of <. We omit the proof here because of its triviality.
Finally we can prove this lemma as follows.

(= fB) ~w B ~w
w<a—f w<pj
a— e Ben
8 e a— e
B~w (a—=p)~w

]

Definition 3.14. The type theory Ly, is a sequent calculus system defined
as follows.

Axiom:

I'=w
['Va,A=a (a€A)

Inference Rules:

Ia,B,A=10 I'=a I'=g
Farfass M=) rsang &N

w= 0 o =a B=0
rsaspg o) Tosfbhosaopg 77)
'=a—p 5:>7(:>%:>)(*) '=p8—~ 04:>ﬁ(:>:>_>)

'sa—vy 'sa—vy

14



'=sa—p0 I'sa—y BAy=0
'sa—o0o

(=—A)

(%) This rule can be derived by (=— A) as Lemma 3.35.

Note: In the rules above, I' and A are called the context. In the conclusion
of each rule, the types other than 6 which are not in the context is called the
principal types.

It is easy to see that this system is a subset of Ly which will be de-
fined later in the union type assignment system with quasi-cut rules added.
Because we have no rules concerning V anymore, (==-—) rule can not be
derived. We have to add it to L, to make cut-elimination work.

Definition 3.15. We define T+, I' = 60 as that I' = 0 has a proof of depth
at most n in the sequent calculus system T.

Lemma 3.16. We can prove the following structure properties under L.
1. If Lya b, Ty A = 60, then Lya b, Ty a, A = 0. (Weakening-L)
2. If Lyabn Ty, B,A =0, then Lyp b, T, 5, a, A = 0.(Exchange-L)
3. If Lpa bn Ty o, A = 6, then Lyp b, 'y a, A = 0. (Contraction-L)

Proof. Because Lr, includes a subset of axioms and rules of Ly. So every
property inside Ly holds in Ly, too. For the detailed proof, one can check
the proof under Lemma 3.37. As to the new added (==-—) rule, it is easy
to prove the properties above also hold. O

Proposition 3.17. Ly, + Cut =T = 0 if and only if AT < 6.

F'=sa Aa,X=10
AT, Y =10

(Cut)

Proof. This proof is part of the proof of Proposition 3.39, so we omit the
detail here. As to the new added (==-—) rule, it can be proved as follows.

a=b
0 a=i 7§7(—>—m0n0)
AT <B—=~y " Bory<a—y
ATl <a—~y

Theorem 3.18. Cut elimination holds for Lpx + Cut.
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Proof. This proof is part of the proof of Theorem 3.40, so we omit the detail
here. The new case need to be discussed is in Subcase 3¢ with the left premise
being (==-—), because (==-—) is no longer derivable. This case can be
proved as follows.

Subcase 3c (==-—) In this case, the proof is as follows.
Fr=47—=8 a=y dod=a f=0

'=a—f Aa— B,Y=do = [
AT YS=d = p

It can be transformed into the following proof.

(Cut)

F:>f.y—>ﬁ 556’ o = a a::>’y
F=~y—p o =y
'=d—=p

AT Y=d = pf

(Cut)

(Weakening — L)

Theorem 3.19. Lys =T = 0 if and only if AT < 6.

Proof. This theorem can be derived from Proposition 3.17 and Theorem 3.18.
O

Lemma 3.20. (a; = B1) A+ Ao — Bm) < a— [ and o w, then there
are iy, --- iy € {1,--- ,m} such that a;; \---Noy, > o and By N---AB;, < B.

Proof. We will prove this lemma by Lp,. Because cut-elimination holds in
this system, we do not need to discuss about the cut-rule which makes the
proof easier than the original one. The original proof is in appendix.

By Theorem 3.19, it suffices to prove the following statement implies the
same conclusion.

LraFay — B,y — B = a — fand A w

We prove this by induction on the derivation, then the only cases need

to be treated are (=—), (-=—), (==—) and (=— A).

(=—) Because we can derive § ~ w from the assumption of this rule, this
case is trivial.

(==—)

OéZ}Oék ﬁkiﬁ
al_>ﬁl7"'7am_>5m:>a_>5

(*)(—==—)
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(x)1<k<m
By Theorem 3.41, we have a < i and [y < § from the assumptions.
We simply set [ =1 and #; = k.

(=—A)
F:>d—>71 F:>Oé—>’72 ’}/1/\’)/.2:>5
F'=a—p4 (== A)
(*)F:aléﬁlv'“ Jam%ﬂm
From L.H, there exists i1, --- ,4; € {1, ,m}andd},--- i € {1,--- ,m},
such that

ail/\'”/\aij Zaandﬂh/\'”/\/@ij §717
aixl/\~--/\ai;_Zaandﬁii/\-~-/\ﬁi;§’yg.

From (A — mono), we have

(ﬁilA"'/\ﬁz'j)/\(ﬂi’l/\"'/\ﬁi;)S’Y1/\’Y2§5
and
ar~a o< (o A Aagg) A (o A A ag).

In this case, {1,--- I} = {i1,- -~ ,i;} U{i}, -, 7))

(==—)

F:>f.y—>ﬁ Oé::>’}/
l'==a—p

(===)(*)

(*) F:aléﬁlv"' 7am_>ﬁm
From I.H, there exists 4y,--- ,4; € {1,--- ,m} such that
ail/\”'/\aij 2,}/(2 Oé) and /BllAABZJ Sﬁ

In this case, {1,--- ,l} = {i1,--- ,4;}.
[

The reason why we need to restrain [ is that if § ~ w then by Lemma
3.13, we have (« — () ~ w, which means that the assumption is true for all
(Oél—>ﬁl)/\"'/\(0én—>ﬁn>.

Definition 3.21. A filter is a non-empty subset d C T satisfies following
conditions:

e o,fed=aNpeEd

e fedanda>p = aed.

17



Lemma 3.22. Let T be a non-empty set of types, then 1T defined as follows
is called the filter generated by T.

TT={aecT|3In>1,36, -, B, € TU{w}BI A A B < al}.

Proof. Firstly, we shall prove 1 T is a filter by induction on the definition of
filter.

e a,fed=aNped.
By the definition, we have Jay, -+, a0, € T U{w}as A -+ Ay, < af
and 361, -+, Bm € tU{w}[B1 A+ A By < B]. By (A —mono), we have
Jan, -+, Bry ey B € TU{WHar Av - Aan ABL A ABm < aA B,
so by the definition of filter, we have a A 8 € d.

e Jedanda>pf = aed.
By the definition, we have 38, -+ ,5, € TU{w}B A+ A B, < B].
By (trans) we have 351, -+, 0, € TU{w}Bi A - A B, < 5 < @, so
by the definition of filter, we have a € d.

Secondly, we need to prove 1 7' is the smallest set satisfying the definition
of filter. Suppose we have another filter ' C1 T, meaning 3o €1 T[a ¢ F].

By the definition above, we have Jay, -+ ,a, € TU{w}a1 A+ A, < af.
Because T' C F', we have aq,--- ,q, € F also. So by the definition of filter,
ap A -+ Nay, € F, this leads to a € F' which is a contradiction. O
Lemma 3.23.

1. {a|T kA M :a} is a filter.

2. T'bp 2« if and only if « is in the filter generated by {8 | x : B € T'}.
Proof.

1. This lemma can be proved by rules (w), (<), and (A).

2. (=) By induction on the derivation of I" -, x : o. Because the sub-
ject is a variable, the only cases are (w), (<), and (Al) which can be
straightforward proved from the definition of filter.

(<) By Lemma 3.22, we have

ace{yeT|In>1,36, -, ne{B|x:eT}U{w}
(B A A B <A1}

Then we can have

18



x: P11 By

Ao AB, < cBL A A By
ﬁl 6 g:ax 51 6 (S)

Proposition 3.24. I' ., \e. M : v =
30(1,"' ,Oém,ﬁl,"' 76771 S T[VZ S {1,2, ,m}[F Fano1 Ax.M @« —
Gil, (a1 = Bi) A AN(am = Bm) < 7] orTyx @ 0 bppy M 2 T such
that y =0 — 7.

where I' Fp,, M o means that M : a can be derived by a proof of at
most n depth under the intersection system.

Proof. By induction on the derivation of I' ,,, Az.M : ~, and because the
subject is in abstraction form, the only cases are (w), (— I), (<), and (AI).

(w) This case can be proved by (w < w — w).
(— I) This case naturally stands.

(<) From the first part of the I.LH, it naturally stands. As for the second
part, we have I,z : 0 F,,_o M : 7 such that v/ = ¢ — 7, then by
(—I) wehave ' Fppy Ae.M i 0 — 7 with o — 7 <.

(AI) This case can be proved from (A — mono) and I.H.

Lemma 3.25. (The generation lemma)
LTF MN:a=38€TFM:8—aadT F,N:f].

2. Vo, € T,z :aby M:=Tx:akts N:pS], then Vy € T[T k-,
Ae. M vy =TkF\Ae.N 9]

3Ty eM:a=3o,reTa=0c—1andl,x: 0, M : 7]
Proof.

1. By induction on the derivation of I' =, M N : a. Because the subject
is in application form, the only cases are (w), (— E), (<), and (AI).

(— E) This case naturally stands.

(w) This case can be proved from w < w — w.
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(<) This case can be proved from the I.H.
(AI) o= g A ag, then

MN ey MN e
MN - ap N\ Qo
By the I.LH, we have 361, 8 € T such that

'EAM:B —wayand ' N : Sy,
FI—AM:[?Q—>a2andFI—,\N:62.

Then we have 'FA N : Sy A By and T'Hy M @ (81 — o) A (B2 —
asz) by (AI). By the definition of <, we have (81 — a1) A (2 —
az) < (B1ABs = 1) AN(Br AP = ) < (b1 APa) = (a1 A ).
Then by (trans) and (<), we have I' =x M : (81 AB2) — (1 Aaw).

2. By induction on the derivation of I' F, Axz.M : . Because the subject
is in abstraction form, the only cases are (w), (— I), (<), and (A1).

(
(<
(
(

w

)
)

—

This case naturally stands.

This case can be proved from the I.H and (<).

AI) This case can be proved from the I.H and (AT).

)
I) This case can be proved directly from the assumption.

3. By induction on the derivation of I' -, Ax.M : a. Suppose T ~ w,
then by (w) and (<), we have I';z : 0 -, M : 7. So we may suppose
T o w, and because the subject is in abstraction form, the only cases

are (w ) (— 1),(L), and (AI).

(
(
(
(

w)

i

_)
<)

This case is reduced to 7 ~ w.
) a # o — 7, so this case vacuously stands.
I) This case naturally stands.

From I.LH, we have 8 < «, such that § = ¢/ — 7/ and T', 2z :
o' Fx M : 7'. From the second part of conclusion of Propo-
sition 3.24, it naturally stands. From the first part, we have
dog, -, Br, B € TVi € {1,2,-++ m} Fpapoy Ae.M
a; = Bil,(an = B1) A+ A (@ — Bm) < 0 — 7]. From Lemma
3.20, we have iy, --- ,ip € {1,--- ,m} such that a;; A---Nay, >0
and B, A---A B, < 7. Then we can build I';z : 0 =\ M : 7 as
follows.
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T:o
ooy N ANag,
rro,(1<p<k)

L (%)
M:B3,(1<p<k) (AT)
M : By A=+ N By, (<)

M:T -

<)
(<)

(x): It is easy to see that Vp[z : oy, Fa B;,], because if x : a;, 175
fBi,, we can apply Proposition 3.24 again until we get to the second
part of the conclusion. This procedure is like we climb up the
derivation to collect all (— I) applications on which A\z.M : «
depends and take their conjunction type.

Note: The free variable lemma as follows also holds in this system.

LA M:a=T [pvanta M :a,
where I' [pyon={x: a €' |z € FV(M)}.

3.3 The union type assignment system

After extending to intersection types turns out to be a success, we con-
sider further adding union types to the system. But several difficulties arise
when we try to prove f-reduction holds under the new system [5].

However, if we restrain the argument to the set Val defined as follows,

Val :=V | AV.A

we can prove the terms in the new system are invariant under the so-called
call-by-value evaluation(—, ), which is a weaker version of S-reduction.

(Ax.M)N —, M|z := N] (N € Val)
Definition 3.26. The set of union type can be defined as follows.

AZ:CU|S00,Q01,Q02---
T=A|[T—T|TAT|TVT

Definition 3.27. The union type assignment system TA is defined in the
natural deduction manner as follows.
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@) Mo MO M0 ()

=
.

(x) N € Val.

To see why we need the restriction on N, we will show that by a simple
example as follows.

Example 3.28. We consider the following reduction sequence.
Azyz.z(Att)yz)(At)yz) —, Aryz.a(yz)(Att)yz) —, Aeyz.x(yz)(yz)

Now we suppose there is no restriction on N, then we can assign a type to
terms on both sides of the sequence as follows.

z:i(a=(a=y)AB—=(B—=17)

y:0— (aVp)

z2:0

t:aVp

Let T' include all four statement above, then for \xyz.x(yz)(yz), the
crucial part of the deduction is as follows.

r L
I x:a—>:(a—>’y) (w : a] z: B (B—7) [w:f
: TW:a — 7y [w: af Tw:f =y [w: f]
yz:aVp TWW : y TWW : 7y

Twwlw = yz] : vy
(y2)(yz) -y

One can easily prove (At.t)yz : aV 3, so we can replace yz for (\t.t)yz
in the deduction above and get the same type for \xyz.x((At.t)yz)((At.t)yz).
But we can not assign the same type for the intermediate one because the
substitution applies to all occurrences.
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Definition 3.29. We define another weaker system TA™ by replacing the

(VE) with the following rule.
[x:0] [x:7]

x:a\/TM]\/_I:éQ M:Q(\/E)_

Definition 3.30. The relation < is inductively defined as an extension of
the same relation in the intersection type assignment system with following
rules concerning \V added.

a<aVp f<aVi, aVa<a aA(BVy) < (aAp)V(aAy) (dis)
a<d <P
(a—=YVANPB—=v)<aVp—=y aVvVp<dVvy

(V — mono)

Proposition 3.31. A and V are associative and commutative modulo ~.
Proof. This proposition can be proved from the monotonicity of A and V. [

Lemma 3.32. We can prove that following equivalences are derivable in this

extended type theory.
alNa~q aVa~ao

aN(BVy)~(anB)V(aAy) aVv(BAY)~(aVB)AlaVy)

Proof. The first two equivalences can be easily derived from the definition,
so we only prove the later ones.

aA(BVy)<(aAp)V(aA~y) This case can be derived from the definition.

aN(BVy)>(aAp)V(aAy) From (V—mono), we have (a AB)V (aA7y) <
(@n(BVY)V(aA(BVY) <an(BVy).

aV(BAY) > (aVB)A(aVy) From the distributive property and the mono-
tonicity, we have (a V) A(aVy) < ((aVB)Aa)V ((aVB)Ay) <
(ana)V(aAB)V(aAy)V(BAY) <aVaVaV(BAy) <aV(BAY).

aV (BAY) < (aVpP)A(aVy) From (A—mono), we have (aVB)A(aVy) >
(@V(BAY) AV (BAY) ZaV (BAY)

]

Lemma 3.33. Let {o,; | i € I} and {B; | j € J} be two non-empty finite
sets of types, the following two equivalences can be derived from this extended
type theory.
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o V (wnp)~(Va)A(V 5

iel,jed iel jeJ
o A (uVB)~(N\a)V(A B
el jed iel JjeJ

Proof. These two are symmetric equivalences, so we only show the first one.

(<) Since for every i € 1,5 € J, we have a; A; < (\/ a;) A(\/ B;) from the

definition. So from (V — mono), we have \/i€1<ai A B]'J»G)JS ((V a;) A
iel jeJ iel
(z\e/t,ﬁj)) VeV ((E\/Iai) A (l\e/Jﬁj)) ~ <'e\/1ai) A (\!Jﬁj)-

(>) By the distributive property and the monotonicity, we have (\/ a;) A
i€l
(V8) <((Va)AB)V---V((Vai)ABy) < (V(wAB))V---V

jeJ iel iel iel
(Vi ABj)) ~ V(i AB;).
il icl,jeJ

]

Definition 3.34. The type theory Lt is a sequent calculus system defined as
follows.

Axiom:
I'=>w
I'Na,A=a (a€A)

Inference Rules:
w=f

F=aop o)

Ia,B,A=140 I'=a I'=4
TanBisg M=) rsang &N
I'=sa I'=p5
F:>04\/5(:>\/1> F:>oz\/ﬁ(:>\/2)

o, A=06 F,ﬂ,A:>9(v:>) od=a =0
Iavp,A=20 Na— B,A=d —
l'==a—p0 I'sa—~y Ay=0
'=sa—o0

(—==—)

(=—A)

l'==a—~y I'=—-v o=aVy
'=so0—7y

(=V =)
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Note: In the rules above, I' and A are called the context. In the conclusion
of each rule, the types other than 6 which are not in the context is called the
principal types.

Lemma 3.35. The following quasi-cut rules are derivable under L.

I'==a—0 =79
'=sa—7y

'=p8—->~v a=p
'=sa—y

(=—=)

(==—)

Proof.

e The first one can be derived as a special case of (=— A) with the
structure property (Weakening-L) which will be treated later.

b=

BB =~

l'==a—p I'sa—p8 BALB=7y
'=sa—7y

(Weakening — L)
(A=)
(=—A)

e The second one can be derived as a special case of (= V —).

a=p
'=p38—>vy I'spB—=>7 o=>p0VpS
I'sa—y

(= V1)
(=V—)

Proposition 3.36. The following statements are true under L.
1. If Ly =, T, anNB,A =0, then Ly -, T', o, B, A = 6.

2. If Ly =, T, avVB,A =0, then Ly =, ', a, A = 0 and Ly -, T, 3, A =
0.

Proof.

1. For the cases with no principal type or the cases with principal type
but a A 5 is in the context, they can be proved by the rule applied after
I.H. For example, (= A) case can be proved as follows.

Iang,A=o0o IaANB,A=T
(I.H) (I.H)
Ia,B,A=0 F,a,ﬂ,AiT($A>
o, B,A=0cAT
(—=—) case is a little special, but can be proved by its inner weak-
ening property.
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=0 T=171
INa,B,0 >17,A =0 — 7

(—==—)
For the only case with the principal type a A 3, it naturally stands.
2. This inverse property can be proved similarly as above.
O

Lemma 3.37. We can prove the following structure properties under L.

1. If Ly =, T A =6, then Ly H, T',a, A = 0. (Weakening-L)

2. If Ly b, U a, B, A =0, then Ly =, T', 5, , A = 0.(Exchange-L)

3. If Ly =, T o, A = 0, then Ly b, T, o, A = 6. (Contraction-L)
Proof.

1. All cases can be proved by putting the rule applied below the I.H. For
example, (= A) case can be proved as follows.

NA=o IH LA=rT1 IH
I‘,a,A:>a<' ) F,a,A:>TE:'>/\))
a, A=oANT

2. For the cases with no principal type, they can be proved by putting the
rule applied below the I.H. For example, (= A) case can be proved as

follows.
Mo, 8,A=o0 Mo, B,A=rT1
(1.H) (1.H)
I''B,a,A =0 F,B,a,A:>T(2>/\)
8,0, A= o AT

(—=-—) case can be proved by its inner weakening property.

For other cases with principal types, they can be proved by the rule
applied after the I.H twice. For example, (A =) can be proved as fol-
lows.

o, 7,6,A =0

I'g,o,1,A =0 ((I/\H:);)kz
8,0 NT,A =10

3. For the cases with no principal type, they can be proved by the rule
applied after the [.LH. For example, (= A) case can be proved as follows.
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Ia,a,A=o IH Moo A=rT1
MNaA=o (I.H) a,A=r71
Fa,A=oAT

(I.H)
(=N)

(—=-—) case can be proved by its inner weakening property.

(A =) and (V =) can be proved similarly, here we only show the (A =)
case.

Ia,B,aNpB,A=0
o B a,5,A=0
FaoB.00=0 (Exchange — L)
TafAsg  (LH) =2
Fargass N

(3.36)

]

Lemma 3.38. The same equivalence as Lemma 3.13 is also true under this
extended type theory.
(a—=p)rwes frw

Proof. We can prove this lemma as Lemma 3.13 by some change on the
definition of 2 as follows.

Q=w|T>Q[QAQ|TVQ

Proposition 3.39. Ly + Cut =T = 0 if and only if AT < 6.

'=a Aao,YX=10
AT, Y=106

(Cut)

Proof.

(=) We prove this proposition by induction on the derivation of I' = #.
The only non-trivial cases are (V =), (—-=—), (==— A), (=—) and

(=V —=).
(V=)
Ia,A=16 I'6,A =10
MO, AV A0 <6 (1.H) ML, AYAB <0 ((Iv‘}i)mono)

(MO, A} A @)V (A{T,AYAB) <OVEHO~0
() (VB AN Ve ANsVah) AN VB <6
NE,APA AN AYA (Vv B) <0 (3.32)
ME, A A (v B) <6
(%) 71,72,73,74 € {T', A}

(3.33)

(A — mono)
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(=)

o =« B=p
alga(' ) 5§B' (IH)
ATAN(a—= B ANA<a—p<d = (— —mono)
(== A)
l'==a—-p0 I'sa—7y BAy= o
(— —mono)
Al'<a—o

(=—) This case can be proved by Lemma 3.38.
(= V —) This case can be proved as (=— A) similarly.

(<) By induction on the definition of <. The only non-trivial cases are
(ref) and (dis).
(

ref) It suffices to show Ly F o = « by induction on the complexity
of a. a € A case comes directly from the axiom. o = o AT,
a=ocVT1and o =0 — 7 can be proved similarly, so here we only
show o = o A 7 case.

% (Weakening — L) % Weakening — L)
: : = N)

o,T=0NT
0/\7':>0/\7'(

(dis) We need to show that a, BV vy = (aAB)V (aAy) can be derived.
asaeh) =" gmaten =5 )

a, =« a, =0 a, =« a, =0
a,B=alp a,B=alf
a,f= (aAP)V(aA7) a, = (aNB)V(aA7)
a,BVy=(anf)V(aAy)

A=)

(=N
(= V1)

(=N
(= V2)

Theorem 3.40. Cut elimination holds for Ly + Cut.

'=a Aa,X=10
AT Y=106
Note: « is defined as the cut-type.

(Cut)

Proof. 1t suffices to show that we can remove an innermost cut in a proof
tree. When we say an innermost cut, we mean that it is applied above all
other cut rule applications. We define the level of a cut and the rank of a
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cut as the sum of the depths of the premises and the number of occurrences
of type constructors in the cut-type, respectively. For intuition thinking, you
can take the level of a cut as its depth in the proof tree and the rank of a
cut as the complexity of the cut-type.

In order to prove this theorem, we proceed by induction on the rank,
with a subinduction on the level, and under this method, we can divide the
proof into following three cases.

e At least one of the premises is an axiom.

e None of the two premises is an axiom, and the cut-type is not principal
in at least one of the premises.

e The cut-type is principal in both premises.
Case 1 At least one of the premises is an axiom.
Subcase 1a The left premise is an axiom. (o € A)

e The cut-type is principal in the right premise, which means that
the right premise is also the axiom.

Mo, A'=a Aao,X=a l'=w AwX=w

AT a,AY = « AT Y=>w
The conclusions of the two are axioms, so they can be directly
derived without the cut rule.

(Cut)

(Cut)

e The cut-type is not principal in the right premise.

I a,AN=a AaS=10 F'=sw AwX=10

AT a, A VY =6 AT w ALY =0
The conclusions can be derived by (Weakening — L) from the
right premise without the cut rule.

(Cut)

(Cut)

Subcase 1b The left premise is not the axiom, while the right premise is
the axiom.

e The cut-type is principal in the right premise. (a € A)

F'=a AaX=a
ATY =«
The conclusion can be derived by (Weakening — L) from the left
premise without the cut rule.

(Cut)
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e The cut-type is not principal in the right premise.

I=a Aa,a, % = a I=a Aa,Y=w

AT a,%=a AT, Y= w
The conclusions are axioms, so they can be directly derived with-
out the cut rule.

(Cut)

(Cut)

Case 2

None of the two premises is the axiom and the cut-type is not principal
in at least one of the premises.

Subcase 2a The cut-type is not principal in the right premise.
Although we need to consider all rules ended up as the right premise
with the cut-type in the context, it turns out that we only need to
apply the cut rule before every rule. Here we only show two cases, and
all other cases can be proved similarly.

(A=)
: A,a,a,%,Z:>9 (A =) = a A,a,a,%,ziﬁ(o 0
I'= « A,oz,a/\T,E:>9(C ) AT, o1,Y=10 (/\:>)u
AT, oNT,X =10 Y AT, oNT, X =10
(=)

: o=0 T =71
l'=sa Aaoc—1,Y=0 —>7
AT, c—-1Y=0 =171

(—==—)
(Cut)

o =0 T =1
AT oc—-rY=0 =171

Subcase 2b The cut-type is principal in the right premise, while it is not
principal in the left premise.
In this subcase, the rule ended up as the right premise can only be
(A=), (V=) and (—=-—), while the rule ended up as the left premise
can only be (A =) and (V =).
This subcase can be similarly proved as Subcase 2a, here we only show
the proof in which the left premise is (A =).

F/,O,T,A}=>Oé/\ﬁ A,a,6;2:>9
IMoAT,A=aANp AaN( X=10
AT oNT, A, X =10

(Cut)
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It can be transformed into the following proof.

: Ao, B8 =0
F’,U,T,A}:>oz/\ﬁ AaNB,Y=10
AT oy, ALY =0
AT oNT, ALY =0

(Cut)

Case 3 None of the two premises is the axiom, and the cut-type is principal
in both premises.

Subcase 3a The last rule applied in the right premise is (A =).
I'sa I'=8 AaBX=0

T=arB BDarfood )
AT.S =0 (Cut)

This subcase can be proved as follows.

L= a A,a,B;Z:>9

=8 AT 3% =0 (Cut(f“t)
ATT.Y =0
s R EUONG)

Subcase 3b The last rule applied in the right premise is (V =). This case
can be proved as above, so we omit the proof here.

Subcase 3c The last rule applied in the right premise is (—=—). This
case can be further divided into three cases as the rule applied in the
left premise can be (-=—), (=— A), (= V —) and (=—).

(—=-—) In this case, the proof is as follows.

a=da B =8 o >a B=pB"
"o - 0,AN=a—-8 Aa—=pYX=>d —p"
AT o = A Y=o — 5"
It can be transformed into the following proof.

(Cut)

N 2o BB B=p
o O/?:>O;/ & (Cut> 6// :> 6/ (Cut>
AT o = BN S=a — 5"

(—==—)
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(=— A) In this case, the proof is as follows.

I'sa—oo I'sa—7 oAT=0 o = a /B:'B’
'=a—p Aa— B,Y=d =
AT Y=d =
It can be transformed without any applications of the cut rule into
the following proof.

(Cut)

I'>a—>0 dd=>a Isa—>71 d=a :
'=d =0 F=sd -7 oANT = [ :
F=a —f B=p
F=ad —>p
AT Y=d = p

(= V —) In this case, the proof is as follows.

(Weakening — L)

I'sc—8 I's7—=8 a=oVrT o =>a B=p
l'=a—p Aa—B,Y=d = [
AT YS=d = p
It can be transformed into the following proof with one application
of the cut rule, which has lower rank and level.

(Cut)

: : d=a a=oVrT
I'soc—8 =724 o =>oVT (Cut) :
I=a —p B=p
I'=sd —=p
AT Y=d = p

(=—) In this case, the proof is as follows.

(Weakening — L)

w=f o = a 16 = 5
Fr'=sa—0 Aa—>pBY=d —[F
AT Y=d = p
It can be transformed into the following proof.

(Cut)

w=ph8 B=p
w =
AT Y=d = p

(Cut)

Note: As you can see, all converted cut-types have lower levels in this proof.
The reason why we still need the double induction as in the canonical proof
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method [6] is in Subcase 3a, in which the higher cut is replaced by the I.LH
with a depth-unknown proof so that we can not eliminate the lower one with

the I.H of level. O
Theorem 3.41. Ly =T = 0 if and only if NT < 6.
Proof. Straightforward. O

Definition 3.42. The set of prime types P(C T) can be defined as follows.
P:=A|T—>T|PAP

Lemma 3.43. If o € T, then there exists a non-empty finite set {o; | i €
I,0; € P} such that a ~ \/ o;.

iel
Proof. We prove this lemma by induction on the complexity of a.

(o = A) This case is straightforward from the definition.

From L.H, we have 8 ~ \/ ¢j, and vy~ \/ 0j,.

J1€J1 Jo€Jo

(o =B A7) From Lemma 3.33, we have a = Ay~ \/ (05, Aoj,)
J1€J1,52€J2

(e=pANYy) Wehave a = Vy~ \/ o; from the I.H,.

i€J1UJo
(a=pf—7v) Wehavea=p—v~ \ 05 = \ 0j,(€P) from the LH,.
Jiedi J2€J2

O
Proposition 3.44. Ifo € P and o < aV S, theno <« oro < f3.

Proof. By Theorem 3.41, it suffices to show that for a non-empty finite se-
quence I' of prime types, Ly - T' = aVg implies Ly W' = aor Ly - T" = f.
We will prove this proposition by induction on the depth of the proof of
Ly =T = a. The only cases ended up with Ly - I" = a are (A =), (V =),
(= V1) and (= V2).

(= V1), (= Vv2) Straightforward.
(A =) This case is straightforward from the I.H.
(V =) In this case, the proof ends up as follows.

Io,A=aVvh I,r,A=aVp
Iovr,A=aVp

But ¢ V 7 is not a prime type, so we do not need to consider this case.
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]

Proposition 3.45. If A(a; — 5;) < a — B and  +# w, then there exist
il
two finite sets J and {I; | j € J,1; C I} such that

a<\/ N aand \/ N\ B <B.

jediel; jediel;

Proof. By Theorem 3.41, it suffices to show that Ly - a1 — Gy, -, apn —
bm = a — [ implies the same conclusion. We can prove this by induction
on the depth of a; — f1, -,y — B = a — 3, and the only cases need
to be treated are (—-=—), (=— A) and (= V —).

Note: We do not need to treat (=-—) case because of the restriction on £.

(—=—)

(07 :> (67 Bk :> ﬁ
alﬁﬁh"' 7am_>/3m$a_>ﬂ
(x)1<k<m
By Theorem 3.41, we have a < o and S < 8 from the assumptions.
We simply set J := {1} and I; := k.

(*)(—==—)

(== A)
Ez>d—>’yl Z:>d—>72 71/\7.2:>ﬁ
YX=>a—fp (== )
(*)E:alﬁﬂla'”7am_>ﬂm

From I.H, there exists four finite sets Jy, J2,{I;, | j1 € J1,1;, C I}, and
{I;, | j2 € J2,1;, C I}, such that
a< VA aand VA Bi<m,

J1€J1 i€l J1€J1 i€l
a< VA aand VA B <.
Je2€J2 €1, Je€J2 i€y,

From Lemma 3.33 and (A — mono), we have

(\/ /\51)/\(\/ /\51’)’\’ \/ /\ Bi

J1€J1 ’iEIjl Jo€Ja ’L'GIJ‘Q (j17j2)€Ji€I(jl,j2)

V AN Bi<mA»r<B

(J1,52)€J 1€1¢5, jg)

and

(V ANa)r(V AN a)~ V A

leJl iEIjl jQEJQ iGIj2 (j17j2)€Ji€I(j1’j2)
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a~aNha< \/ N .
(J1,d2)€J 1€1 G5 o)
In this case, J := J; x Jy and I(j, j,) := 1;, U I},.

(=V =)
E:>’}/1—>ﬁ Ej’)@%ﬁ Oé:>’}:/1\/’YQ
pEy— )=V =)
(*)E:Ozlﬁﬁl,"',&mﬁﬁm

From I.H, there exists four finite sets Jy, Jo,{I;, | j1 € J1,1;, C I}, and
{1, | jo € J2,1;, C I}, such that
1<V A aand VA BB,

Ji1€J1 i€l Jiediiely;
2< V Aaad V A 5 <B
J2€J2 €15, Je€J2 i€1;,

By (V — mono), we have

a<nVye<(V AB)VIV A B)

J1€J1 i€l Je€J2 €15,
(V AB)VIV AB)<pBvB~p
Ji€Jr i€l Je€J2 i€1;,

In this case, J := J; U Js.
O

As in the intersection system, we need to restrain § so that the assump-
tion will not explode by Lemma 3.38.

Lemma 3.46.
1. Tkra- M o= T [pyantra- M o (The free variable lemma)
2. x:abpa- M:vand < a=T,x:08Fpa- M :~
3 Thra-z: e Nl <porf~w, wherel', ={a|xz:aecTl}
Proof.

1. One can easily prove this lemma by induction on the derivation of
I'bpa- M a.

2. One can easily prove this lemma by (<).

3. The proof for this lemma is trivial, so we omit here.
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Definition 3.47. I' is prime basis if ' Fpa- x: aV G impliesT Fpa- o0«
orU'bpa-x: .

Lemma 3.48.

1. Bvery deduction in TA~ can be replaced by a (VE)™ -last deduction with
the same assumptions and conclusion.

2. If T is a prime basis and I Fpa- M : 0, then there exists a (VE)™-free
deduction of the same derivation.

Proof.

1. We push the (VE)~ step down below all other rules which means that

(= 1), (= E), (AI) and (<) need to be treated.

(AI) case: The proof ends up as follows.
A, Ag, [z 0] Asfr:7]
Ao : : :
r:oVT M:p M:p
M : « M:p

M:aNp (AT)
It is instinctive to think that we can treat this case as simply move the
(VE)~ application below, but it turns out to be a problematic proof as

(VE)~

follows.
Al [x o] Agr:io] Ajr:7] Aslx:T]
Ay : : : :
: M« M:p M :« M:p
r:oVT M:aNp M:aNp

M:aNp (VE)
As you can see, when Ag, # (), the transformed proof has a different
assumption set compared to the original one. In order to solve this, we
take the conjunction form of the Ay, so that it will be canceled while
the original assumption remains.

Ay
: Cijx:yAo] Agz:vyAd]

Ty T:0VT : : LAz, [z v AT
x:yA(oVT) M:« M:p
z:(yANa)V(yAT) M:anp M:aNp _
M:aNp (VE)

Note: Ag < T',z @ 7y, where v = A\ Ag,.

It is easy to see that this problem occurs when the last applied rule
has two premises with different assumption set, so (<) do not have this
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problem which means it can be treated simply be pushing down the
(VE)~.

(— FE) case can be treated with the same trick as above, so we omit
here.

(— I) case:

(z # y) The proof ends as follows.
A07[$IOZ] Ala[x:QL[y:O-] AQ,[.TZ.OC],[y:T]

yza:\/T M,B MB

M: B (VE)
AeM:a— (= 1)
This case can be treated easily with the free variable lemma as
follows.
Al,[mzq],[yzo] Ag,[x:q],[y:T]
Ay : :
: M: M:j
y:oVT Xe.M:a—f e M:a—f
e M:a—f

(z = y) The proof ends as follows.
Ay, [r:a] Ar, [x ro] Ao, [x 7]

r:oVT M:p M:ﬁ(vE)_
M:p (= 1)
AeM:a—
This case can be treated with a little trick with Lemma 3.46(3) as
follows.
Ay, [z : o] Ag, [z 7]
M I} M 15}

M:0—=p e M:17—p
(c=B)N(T—=06)<~v—=p )\:L‘.M:(a—>ﬁ)/\(7—>6)(<)
AeM:vy— -
We can prove v = « as follows.
Ao,z :abpp-z:0VT
r:abpa-r:i0oVT
a<loVT

3.46(1)

2. For every deduction in TA~ ending up with (VE)~, the proof is as
follows.

37



[xsa] [a:T]

.1'20:'\/7' M::Q M::G _
M :0 (VE)
If we restrain the basis to be prime, we actually can convert the proof
into the following convenient one without (VE)~ completely.
r
'Frg-z:0
z: NI, Al.<o

X .o (—)

3.46(3)(x)

M:0
(x) The case with o ~ w naturally stands.

' Fpa- o @ 7 case is omitted because of its similarity with the above
case.

]

Lemma 3.49. (The generation lemma)
I' is a prime basis.

1.TFpp- MN :a=3e€TI'FM:8—aand '+ N : f].
2. T bpa- Ae.M 2y = Foy,--- 0, €EP, By, , 5, € TV, 2 : 0y Fpa-
M : B3] and N(o; — Bi) <~](1 <i <n).
3. Tkra- e M:a=3Jo,r€Ta=c—717andl,x:0 M : 7].
Proof.

1. We can prove this lemma by turning all deduction to the (VE) -free
deduction by Lemma 3.48, then everything follows as in the intersection
system.

2. By induction on the depth of the (VE) -free derivation of I' Fp4-
Az M vy, (L), (w)and (AI) are trivial, so we only treat the (— I)
case. The proof ends up as lower left and can be proved as lower right.

[z af x o W (3.43)
A
M:p :
Ar.M :a— B(=7) M8
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3. By (2), we have oq,--- ,0, € P, B, -+, 5, € T such that

Vm[l,x: op Fra- M : Gy] and Aoy — Bm) <o — 7(1 <m <n).

Then by Proposition 3.45, we have

o<V Ao;and \/ A5 < 7.
T J I

By these four, we can prove this lemma as follows.

Firstly, we need to prove that for all 7 € J that
Do Noibpa- M o7
I

as follows.
Fax:aml_TA—M:ﬂm /\O'igo'm
I.

Cya: Noibra- M : B,
I
ANBi<VAB <7 Loz Nogbpa- M2\ B;
I; J I I; I;

Do Nojbpa- M o7
I,

J

(3.46)(2)

Secondly, we can prove the remaining by Lemma 3.46(2) and (VE)~ as

follows. .
o<V Ao z:0 Ist jeJ
J I :
< :
z:\/ \o; (=) Cyo: Nojbpa- M o7
J I I; VE)-
USV/\Ui F,xi\//\O'i'_TAfM:T (
J 1 J I
Dix:obpa- M: T (3-46)(2)
O

4 Semantics

4.1 The Filter model
Definition 4.1. (Type interpretation)

o Let & {Y} — (D), so £ is a type environment from all type
variables to power set of D.
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o The interpretation of o € T in a lambda model .# via a type environ-
ment &, denoted as [[0]]2// € Z(D), can be defined as follows.
- Wl =D
= [l = &)
~ o= 7]/ ={deD|Vee[o]/d e<c 7] ]}
— o ATl =[] N1
o Let p be a term environment in D.
o M, p,&EM:oif and only if [[M]]Z/ € [[a]]g//.
o M ,p, =T if and only iof M ,p,EF=x 0 forallz:o€eT.
e '=M:oifand only if N ,p,§ ET[ M, p, & = M : o].
Lemma 4.2. 0 < 7 = V., ¢[[o] C [7]].

Proof. Induction on the definition of <. The only two non-trivial cases can
be proved as follows.

e We take an element z € [[(a — 5) A (@ — fy)]]fl, so by the definition
we have the first line.

vd e [a]/[d- 2 € [B].d- = € ]
vd € [a][d- = € [A] N [1]]
v€fo— BAN

e We take an element z € [a — ﬁ]]fl, so by the definition we have the
first line.

Vel v e I
[T € [a]Z, 18] € 18T
vd € [o][d- = € [#]]

z € o — ﬁ’]]g//

Lemma 4.3. (Soundness). 'y M :0=TFEM:o.

Proof. Induction on the derivation of M : o.
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Basis:

e 1 :0 € I'. This case is trivial.

e 0 = w. This case is trivial.

Induction Steps:
We take a lambda model .Z, a term environment p and a type envi-
ronment ¢ such that they satisfy .#,p,& ET.

e The last rule applied is (— I).
[z :a]

Ml:: ﬁ
(M =) z.M; - a — B(= o)

(= 1)
Va € [a] ]
Mop,EET Moplr=a,f Ex:
Moplr=al, =T,z
[Mi],.—y € 151 1
Va € [of (e M) - a =) M. € [8]]
MY € [o— BT
Mp,EE N M a— B

e The last rule applied is (— E).
r r

1.H

M1 : Oé — 0 Nl:f o
oM, o D)
Mip,§ ET
ML) € [a— ol [N € [a]
Va € [a/[[Mi]) - a € [o]], NI € [a]
[[Ml]];/[ : [[Nl]];// € [[0]]2”
[[M1N1H;/[ S HU]]g/[
%7p75 }ZMlNl L0

e The last rule applied is (A I).
r r
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This case is trivial.

e The last rule applied is (<).
r

M :: a a<o
= <
M:o (<)
This case can be easily proved by Lemma 4.2.

]

As you can easily see, the simple type assignment system is a subset
of the intersection type assignment system, so soundness stands also for the
former one.

Definition 4.4.
o Z={d| dis a filter}.

e Fordy, dy € %, we define the relation - as follows.

dl'd2:{5€']r|HQEdQ[OJ—)ﬁGdﬂ}.

o Let p be a term environment over F. Then we define I, as follows.

I'y={z:a|a€px)}
o We define [[M]]p// for M € A as follows.
[[M]];/[ ={a|l,F\ M:a}(e F by Lemma 3.25(1)).

We need to confirm the relation - is defined on .% properly, so we shall
prove the following lemma.

Lemma 4.5. dy,dy € ¥ = d, - dy € F.
Proof. 1t suffices to prove d; - ds is a filter.
e w e d;-dy, because w < w — w € dy, so it is a non-empty set.

o Bi,8€di-dy= 1 NPy €dy-dy.
From the definition of - and filter, we have Jay, ay € do[ag — 51, an —
Po € di] and a1 A ay € dy. By the definition of <, we have ((a; —
Bi) A (ag = B2))(€ di) < ((an Aaz) — Bi) A ((an A ) = Ba) <
((a1 VAN CYQ) — (61 N 62)) S d1.
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° OéSﬁ&IldOéEdl'd2:>6€d1‘d2.
From the definition of - and <, we have 3y € dy[y — a(< v — () € dy].

]

Theorem 4.6. <£4’, - ]]//Z> is a lambda model.

Proof. As you can easily see from the definitions above, the relation - and
[ ]]/// are properly defined over .%. It suffices to check the 6 equations in the
definition of lambda model.

o We take 0 € [[x]]‘;”, then from the definition we have the first line.
Iybax:o
I'ye F o€ filter generated by {a |z :a€T',}
7 € T,(= p(@)

3.23(2)

The converse is trivial.

o We take 0 € [MN ]]';/[, then from the definition we have the first line.
IyEAn MN o

JaeTl,FxM:a—o0, I')yFs N :qf

a—o0€ [[M]]‘;/[, a € [[N]]‘;/[

o € [MI; - [N

3.25(1)
def

def
The converse is trivial.
e This case can be proved as A-term is considered modulo a-equality.

e We take 0 € [M ]];/[[x:: 4> then from the definition we have the first line.
Lppmq b M 20

F?’{f”‘améd}hM:odeff d
F;)7I35|_/\M:0 (%) (for some 8 € d)
(= 1)

CEa XM : 3 —o
IF'yFa e M : B —
pFn A M 7 def
B — o€ [ x.M]7

def
o€ e M] - d
(%) Actually, we can easily prove the following proposition.

Proposition 4.7. ' {z:a|a €d} Fr M : o if and only if T,z : B+,
M:o, forde F, ped.

Proof. The proof is trivial, so we omit here. n
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Actually, restraining the set to filter is not necessary. We can prove
this proposition over random set which only need to be closed under
A.

For the converse, we simply take o € [Az.M ]];// -d, then from the defi-
nition we have the first line.

B— o€ e M[S (8 €d)
FyFade M8 — o
DobadeM: 8 —o
U,x:faM:o

NAzx:a|la€dib-aM: 0o

L Galocdib Mo
Do FA M 2 0

V3 def
oc [[M]]p[x::d}

def

(the free variable lemma)
3.25(3)

e This case can be proved by Lemma 3.25(2).

e This case can be proved by the free variable lemma.

Definition 4.8.

o {(y) ={de F |y ed}.

o pr(z) ={a €T |I'kFrz:a} (e F).
Lemma 4.9.

1. VYae T[] ={de F |acd}l.

2T M:aeTl, FxM: o

3. F,pr,é&o ET.
Proof.

1. By induction on the complexity of a.

a = 1;,w This case is proved from definition.
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a = o0 — 7 From the definition, we have:
[o = 7] ={de F |Ve e [o]L]d e [r]L]}.
Then from the I.H, we have:
Vd; € [o]/ [0 € di] and Vd; € [7]/[r € do].
So 7 € d - e, and from the definition of -, we have some ¢’ € e
such that ¢/ — 7 € d. In order to show 0 — 7 € d, we first
take e as the filter generated by o which is in [[O']]gf. Then we
have In > 1,361, -+, Bn € {o,w}[B1 A -+ A B < 0’| by Lemma
3.22. By the definition of <, we have ¢/ - 7 < (i A-+- A S,) —
T<(oAN--No)— 7 <0 —7. Sowe have ¢ — 7 € d by the
definition of filter.

a = o A7 This case can be proved from definition.
2. This lemma is trivial, so we omit the proof here.

3. This lemma is trivial, so we omit the proof here.
O

By the new constructed type environment &, and the special basis, we
can easily prove that S-equality holds in this type assignment system through
semantic equality as follows.

I'EA M: o
Iy FA M«

a € [M],0 = [N],¢
Iy FA N«
'y N:a

Theorem 4.10. (Completeness Theorem)
'EM:c=>TkF\M:o.

Proof.

4.9(3
F,or o EM o (3) 'eEM:o

. M

[M],) € [o]4
— 4
cTE[[M]]pF
LA Mo
'\ M:o

def

9(1)

def
4.9(2)

O

In [1], Barendregt et al. proved that this intersection type assignment
system is conservative over the simple type assignment system, so the com-
pleteness theorem also stands in the simple type assignment system.
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4.2 The call-by-value filter model
We will now prove the completeness of TA™.
Definition 4.11. (Type interpretation)

o Leté&: {uh} — QK so& is a type environment from all type variables
to power set of K.

o We define K as the smallest subset of D satisfying the following condi-
tion.
X—=>Y ={peK|Vue X[p-ueY]}
VX, Y e QKIK, XNY, XUY, X - Y € QK|

o We define the relation € as a subset of D x QK satisfying following
conditions.

Forallue D andp € K:

1. ue K.

2. ue X and X CY impliesu Y.

3. ue X andueY impliesue XNY.

4. pe XUY impliespe X orpeY.

5. The following three conditions are equivalent for v € D:

(a) ve X =Y
(b) v-qeY forallqe X withqe K.
(c)v-ueY forallue X

e The interpretation of o € T in a call-by-value lambda model A via a
type environment &, denoted as [[a]]‘gl € QK, can be defined as follows.

— o]’ =K

— [l = &)

— [o =717 = ol = 717
— [o ATl =Tol N [T
— [ov Y =[ol/ V1"

e Let p be a term environment in D, .# be a call-by-value lambda model.
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o M.p.& =M o if and only if [M]) e [o],”.

o M p, ¢ =T if and only if M,p,E = 0 forallz:oeT.

o I'l= M : o if and only if Vot , p, € = T|M , p,€ = M : o).
Lemma 4.12. ¢ < 7 = V.4, &[[0] C []"].

Proof. This lemma can be proved by a similar proof as Lemma 4.2. We here
only discuss the non-trivial case (¢ = y) A (B =) <aV [ — 7.

pella—=y)AEB =N gefaval’
— ///de — ///def
p € [a =] ﬁ[[ﬁ—Wy]],E p € [aff 07"1)6[[6]]é
p-ae 7 def

pelavpld = "
pefavp =l

f

Lemma 4.13. (Soundness). I'tpa M :0 =T EM : 0.

Proof. We prove this lemma by induction on the derivation of M : o.
Axiom: We have [[M]]Z/(E D) e [[w]]Z/(: K) by the definition of ¢ .
Induction Steps:

(AI) The proof ends up as lower left, and can be proved as lower right.
: : 1.H
def

Moo ap Bl T DAY <1
S M:iang [M]Y e [an BT

(<) This case can be proved by Lemma 4.12.

(— E) The proof ends up as lower left, and can be proved as lower right.

wwfam%m?LH@f .
: : [MTY - pe 81 (p e [o]) NI/ & [o]
M:a—s8 N:a [M1," - INT, < [T def
MN : 3 [MNT" e 8]
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(— I) The proof ends up as lower left, and can be proved as lower right.
[z : af
: , M M
M- 8 [[M]];T{z::p] € [[5]]5 (pe [[04]]5 )
Ae.M:a—f [[)\x.M]];/{ e o — 5]]2//

I.H
def

(VE) The proof ends up as lower left, and can be proved as lower right.

ool [o:f eV
N:aVvp M:: vy M:: 0 [[M]]f[i::p] < HV]]Z/(Z) < [[O‘]]g/[) ‘ [[NH;// < [[O‘]]S%
Mz := N]:v HMﬂﬁ';:ﬂNﬂp‘ﬁ] € [[’Y]]Z/
Note: [[N]];/l £ [[6]]2// case can be treated similarly. O

Definition 4.14.

e A prime filter p is a filter with the following property.

aVpeEp=a€porBep

Fp=A{p| pis a prime filter}.

For dy, dy € %, we define the relation - as follows.

dl'dgz{ﬁ€T|El(ledg[(lﬁﬂedl]}.

Let p be a term environment over Fp. Then we define I', as follows.

I'y={z:a|acp()}.

We define [[M]]p% for M € A as follows.

[M]Y ={a|T,bra- M:a}.
Theorem 4.15. <ff,ﬁp, - ]]j/> is a call-by-value lambda model.

Proof. Tt suffices to verify the seven clauses in the definition under this struc-
ture.

1. We take o € [[x]]‘;/[, then from the definition we have the first line.
L) Fra-
o )
o € p(x)
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(%) By induction on the derivation of I', k74— z : o, the only non-trivial
case is when the last applied rule is (VE)~ as follows.
(z #y) (z=y)

ly:a] [y:p] : [z:0] [z:/]

y:aVp xio0 xi0 r:aVp xioc xTio
.0 .0

The left case can be easily proved by [.LH with the free variable lemma,
so we only prove the right one.

avBep@
a € p(z) or B € p(x)
Iybra-z:0
o € p(x)
The converse is trivial.

p(x) € Fp

I.H

2. We take 0 € [MN ]];//, then from the definition we have the first line.

I'bpa- MN 0 I'p4- MN : 0
I'tpa- M :ao— 0o (3.49) I'tpa- N« (3.49)
a—)aE[[M]]f/ ozE[[N]]Z/

o€ [M]Y - [N

p
The converse is trivial.

3. This case is trivial, because one only need to prove the following propo-
sition.
Iobpa- M :a=Tr =yl bFra- Mz :=y]: «

4. We take 0 € [Ax.M ]]Zl - k, then from the definition we have the first

line.
Iybra- e Mo — o (a€k)

L'y Irvoem),© tabpa- Mo

M
S [[M]]p[x::k]

3.49
def

For the converse, we take o € [M ]]Z/[x := k|, then from the definition

we have the first line.
Fp rFV()\x.M)a{x . B ‘ ﬂ S k} l_TA— M:o

Fp rFV()\z.M)wa cabpa- Mo

(%)

Ly TevoemyFra- A M o — o
o€ [[)\x.M]];/{ -k

(%) One can easily prove that The Proposition 4.7 still stands under
T A~ system.

def
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5. We take o € [Ax.M ]]'Zl, then from the definition we have the first line.
Ly levoeantra- Ax.M : o

n

Fp fFV(,\x.M),l” roibra- M By, /\ (Ui — 5i) <o
i=1
M M
61' < [[M]]p[x:ZTcri] = [[N]]p[m:ZTUi]

Fp fFV(,\m.N)ﬂ? 1o bra- N @ g, /\ (Ui — @‘) <o

=1
N, (<
Ly [rvoen)Fra- Az.N o (M), (<)

I'ybpa- AN o
o€ [[)\a:.N]];//

We must verify that T o; is a prime filter. Suppose aV g €1 o;, then
by the definition, we have o; AwA --- Ao; < aV . By Proposition
3.44, we have o, AWA - No; <aorog; AwA---ANo; < [.

3.49(2)

def

Weakening

def

6. This case can be proved by the free variable lemma.

7. (M = z) case is trivial, so we only treat (M = Az.N) case here. Sup-
pose oV 3 € [[)\x.N]];/Z, then by the definition, we have the first line.
Fp rFV(Ax.N)FTA* Ax.N:aVp

n

Lo lrvoweny,©:0ibra- N Bi, N(oi = Bi) <aVvp

=1

3.49(2)

3.44

Ly Trvoeny, @ 205 Fra- N 2 B;, .Z\I(Ui — Bi) < a(or B)
L) Fra- Ax.N = a(or B) def (— 1),(<)

a € [[)\x.N]]‘p// or € [[)\x.N]]‘p//

Lemma 4.16. For u,v € ¥ and p € p,
1. agu=3q€ FpluCq,adq.
2. u-vCp=3dqge FpluCqq-vCp.
3. u-vCp=3dqge€ FplvCq,u-qCp|.

Proof. We enumerate with infinite repetition all union types, and label them
as agV By, a1 VG ---. Then we inductively construct a sequence ug, uy, us - - -
of filters such that ug Cu; C ---.
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1. We can add an extra restriction to the sequence that all elements satisfy
a & ur. When k£ = 0 which means that a € ug(= w), it naturally
stands. Suppose we have constructed wuy, then it leaves two possibilities
for 1 (ux U {a V Bi}):

a €t (up U{ag V Br})
or
a &7 (up U{ag V Be}).

Under the latter case, we can prove by contradiction that either o &1

(up U{ag}) or a €71 (up U{pk}) as follows.
a €1 (up U{ag}, o €1 (up U{Bk}

n

" def(x)
YiNag <o, \ oA By <a
i=1 j=1

%/\/\5]-/\(ak\/ﬁk)§a
7j=1

n

=1

o ET (uk U {Oék V ﬂk})
1

(*) Yi € Uk, 5j € Ug.

So we define w41 as follows.

T (up U{ar} o &1 (up U {ar}
Uprr = § T (we U{Be} o &1 (e U{Bk}

Uy, Otherwise

Finally, we define that ¢ := |J ug, then u(= ug) C ¢, a & ¢ by the
k=0
definition. The proof of ¢ being prime is the same as the following

proof, so omitted here.

2. We can add an extra restriction to the sequence that all elements satisfy
ug - v C p. When k = 0 which means that ug(= u) - v C p, it naturally
stands. Suppose we have constructed wuy, then it leaves two possibilities
for 1 (up U {ay V Bi}) - v

T (up U{ar V Be}) v Cp
or

T (up U{ag V Br}) v € p.
Under the former case, we can prove by contradiction that either T
(up U{ag}) -v Cpor 1 (up U{Bk}) v C p as follows.
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do, 7 & plo €1 (ur U{ag}) - v, 7 €1 (up U{Bk}) - v]

n m
ANviNoay<d —o No;ANB, <17 =T
Ay fa)

(%)

/\%/\/\6 AN(agVB) <o AT —oVT
=1 7=1

oV 1 el (uU{axVB}) v Cple Fp)
olorT)€p
1L

(%) i € ug, 9; € ug, 0’ € v, 7 €.

de f (%)

def

(%%) Suppose we have ay A f1 < 07 = 11 and g A fy < 09 — Ty, We
can prove that (a; A ag) A (B1V 52) < 01 Aoy — 11 V 73 as follows.

(a1 ANaz) A (BrV Ba) < (a1 Aaz) ABr) V(a1 Aaz) A Bo)
(a1 A Br) V(a2 A B2)
(
(

0'1—)7'1) (0'2—>7'2)

(VAN VANR VAN VAN

0'1/\0'2%7'1\/7'2)\/(0'1/\0'2—)7'1\/7'2)
oL Noy — 171V Ty

So we define w41 as follows.

T (ur Uf{ar} 1T (upU{ow})-vCp
U1 = < T (up U{Br} 1T (up U{Bc}) v C

Uy, Otherwise

Finally, we define that ¢ : U ug, then u(= ug) C ¢, ¢-v C p by the
k=
definition. It suffices to show that q is prime as follows.

Infa, V B = ar V Br, an V B € uy](x)

Py U,V AD 0 Cp
an(or Bn) € Upia

ay(or Bn) € q
(%) One should notice that the reason why we need infinite repetition
of all union types lies here. Because when the sequence reaches o, V (3,
the first time, it may not be in the u,, therefore we need to loop until
a, V 3, is included in the u,, so that when the sequence reaches a,, V 3,

next time the deduction above will work.
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3. This lemma can be proved similarly as above, so omitted here, but one
should notice that we define v as the sequence this time which means
that ug = v.

O]
Definition 4.17.

e Let ' be a prime basis.

pr :={a|T'Fra-z:a}

o The type environment & is defined as follows.

{(a) :={p€ Fp|acp}
o Z.,,(T) is defined as the set of all upward closed subsets of T with
respect to C.
o ¢ F X P (Fp)
ue X :=Vpe Fplulp=pe X|

Note: Under this convenient definition, it is easy to prove that when
u€ Fp:
uve X s ue X.

Lemma 4.18. ¢ is defined properly.

Proof. Induction on the definition of the type interpretation concerning e .
Here we only treat the non-trivial case 5.

(5b)=(5a)
[ue X%, [r e Zp,p-uCrl [p € Fp,vCpP?
dg € FpluCq,p-qCrl 416 vCp
(5b)v-qeY(qe X,q € Fp) v-qCp-qCr
reyY
p-ucyY 1
peEX SV 2
(Ba)ve X =Y
(5a)=(5c)

ue XY [re ZFpv-ucr?

(Ba)pve X =Y Fpe Fp[lvCpllp-ulr?
peX =Y

p-ucyY

rey 2

(5c)v-ueY

4.16
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(5¢)=(5b)
Vue X[v-ueY(ue F)

Vge X[v-qeY(qe Fp)

Lemma 4.19. For everyu e #, a €T, u ¢ [[Oz]]'gl & €.

Proof. We shall prove the following proposition firstly.

acusVpe Fplulp= acp|asis)
(=) This case is trivial.
(<) This case can be proved by Lemma 4.16(1), which is its contra-
position .
We prove this lemma by induction on the complexity of a.

Basis:

(

a = w) This case is trivial.
a

(a=1x)
a € u ;
asis
Vpeﬁp[ugpzﬂleﬂéef) ugﬂa]]fl
A
% vpegp[ugpjpe[[a]]gfl(j@ew]
ua[[a]]g// acu
Induction Steps:
(a= a1 Aay)
ar Nag Eu (<) ug[[al/\aﬂ]g/[
QIEU,OQEU -
— — I.H wuce [[041]]‘5//& € [[042]]35/[
UE[[Ofl]]g 7“5[[0*/2]]5 def a1 E U, 9 €U
ue[[oq/\cw]]g/[ ar Nag €u
(a=a1Vay)
arVaeu (asis)
Vp e FpluCp= o1 Vas € pl (de )
ap €Eporag €p (asis) we [[041\/0‘2]]2/[
a; €Euor oy €U
L 2 I.H we [aa] or ue [oo]”

u e [[al]]‘g// or ue [[az]]g/[ def I.H

Qa1 €EUOr (g €U
ue [[alvaz]]fl arVag €u (<)

(0 =a; = ay)

o4



ue fog — 042]]Zl>p €Fpulp a et (o)
p €[] = [oa] 1 () € [
p 1 () & [on]

ay € p- T (1)

5 — Q2 Ep ( )

] — g € U
(%) By definition, we have 37y, --- , 7, € {ay,w}m A--- AT, < ], then
we can derive that a; ~a; A~ ANay <11 A--- AT, so that a; < .

— I.H
a > az€u Yoe o] [an € 0]

Qg EU-V

1.H
u-ve [[aQ]]'Z[

ue Jog — 042]]‘5//
[

Lemma 4.20. If " t/r4- M : «, then there exists a prime basis A such that
I' CA and Atfrs- M : a.

Proof. We can prove this lemma by constructing a sequence as the proof of
Lemma 4.16, so we omit the detail here and start with the discussion about
Ay. Suppose we have constructed Ay, then either

Ag Fra- op: BV or Ag Fra- xn : BV e
In the former case, we can prove that either

AkU{l’kiﬁk} |71TA— M :«or AkU{LEk’yk} |71TA— M«
by contradiction with (VE)~. So we define Ay, as follows.

ApU{zy: B} ApU{xg: Bi} Vra- M : o
App1 = ArU{z ) ApU{ze W) Fra- M«
Ay Otherwise

Finally, we define that A := |J Ay, then everything follows as the proof

k=0
of Lemma 4.16.
O

Theorem 4.21. (Completeness Theorem,)
FEM:0=TtFra- M:o.
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Proof. We prove this theorem by its contra-position as follows.
I'ra- M :« 490
I CA AW M« (*)
Lop ra- M«
o ¢ [M],}
[M],, ¢ [
F'EM:o
(x) For all x : v € I, we have v € &a(x), then A bpy- 2@ v by definition.
(xx) We prove 4, pa,& =T as follows
V{z:y} eD(CA) [ ={a|Abra-z:a}
v € [=]%
pe Zpllzl,, Sp=pe il (vep)
[=],, € [VI¢

4.19

(%)

Corollary 4.22.
e The following are equivalent.
—T'kpa M : .
—I'Fps- M .
- TTEM:q.

o TA system is invariant under v-equality defined as follows.

M:a« M=, N
N :«

Appendix A The original proof for Lemma
3.20

Proposition A.1. oy A---Aa,, < B withn > 1,0 A w =
Jk < nloy £ w).

Proof. We prove this proposition by contradiction. Suppose Vk < n[ay ~ w],
then we have oy A -+ A o, > w, then f > w by (trans), then § ~ w by
definition which finally leads to a contradiction. O]

Lemma A.2. (g = 1) A~ A (pn = Vp) <0 — T and T o4 w, then there
are iy, -+ ,ix € {1,--- ,n} such that p, N---Np;, > o and vy A---Av;, < T.
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Proof. 1t suffices to show that following proposition holds.

For n,n',;m,m’ > 0 that for all { € {1,--- ,n’}

(1 =) A A = V) Apjy Ao ANpj AWA - Aw <

(01 = T) A Ao = Tw) NQG A Ay AwA- Aw]
and 7 4 w =

Jig, - yig e {1, n} [y Ao Ay, > opand vy, A Ay, < T

By induction on the definition of < .

e (a<a) Vie{l,--- nHu=o,y=n]. n=n"k=14i=L
T b w =, > oy and v, < 7], by (ref).

e (w<w—w). ~(J[n #£ w]), so this case is trivial.
o (a <w). ~(3l[n £ w)), so this case is trivial.

o (a <aAa). Reduce to (a < a).

o (aAB < a(f)). Reduce to (a < ).

e (0= B)A(a—7)<a—(BAY),

(BAYy ~w) =(3lm # w]), so this case is trivial.

(BAyAw) l=1,k=2,i; =1,is = 2. By (ref) and (a < a A «), we
have p;, A, > oy and v, Avy, < 70 (aAa > aand BAy < BAY).

e (A-mono)
From the definition, we have

(1) Vi,e{l,-- nl}a<d and 7y, fw= Fi; i, €{l,--,n

Py N A iy > 01, Vg Ao Av, <7

(2) Vige{l,--- ,np}B< B and 7, ¥ w= TFiy---ig €{l,--- ,n

Piy N-o AN iy > 01y 5 Vig Ao Ay <]

n=ng+ng,n =ng,+nj.

We combine the two set as follows.

{1,---,n}={1,--- ,na, 1 +ng, - ,ng+ny}( n is the same).
Vie{l,--- ,n}anp <a AP and 71 # w| =

(lfna) By (1),i1:i1,"' ,’ik:ia.
(na<l§na+n5) By (2)’i1:i1+naa"' 7ik:i5+no¢-

e (—-mono) [ = 1.
Suppose 73 ¢ w, then we can use the assumption, k = 1,4 = 1.

(=) > o(=d)and (=) <n(=p0).
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e (a <f<v= a<~) From the definition we have

(1) Vige{l,-- ,ng}la < Band 7, ¢ w=Fiy---iq €{1,--+ ,na}
Mil/\"'/\ﬂiazalg ’ Vi1/\"'/\yia§7-lﬁ]-

(2) Vi, e{l,--- ,n}[B<vand 7, fw= Ti---ige{l, - ng}
iy Ao AN iy > 005 Vig Ao Ay <1

{17... ’n}:{l’... ,na}’{L... ’n’}:{L... ’n,y}.

Vie{l, - ,n'}a<~vyand 7y £ w| =

n(=mn,)Fw @
Mil/\"./\/’l/iﬁzgl7 Vil/\”./\yigg,rl A
1
My, zuh/\"'/\:uig(:uik 7{’("]) (1)
fiy N N iy 2 gy,
i A A i = 0

(trans)

We can construct such set as follows.
Vne{l,---,5}

i, Aw=v,=vi, N Ay ]

By (1), we have v;; A--- Ay, <.
Vi, ~w=v, =]

By (w-top), we have v;, <.

So we have

NN ANV Sy N AN, ST
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