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Informative Sequential Selection of Variable-Sized Patches for Image Retrieval

Zhihao Shen', Hosun Lee, Sungmoon Jeong, and Nak Young Chong,

School of Information Science
Japan Advanced Institute of Science and Technology
1-1 Asahidai Nomi Ishikawa, Japan
{shenzhihao, hosun _lee, jeongsm, nakyoung} @jaist.ac.jp

Abstract: To quickly and efficiently analyze a large-scale environment by the camera with limited field-of-view, intelli-
gent systems should sequentially select the optimal field-of-view to observe an important and informative patch of area.
Especially in the image retrieval task, small observations should be sequentially selected to increase the performance of
image retrieval and the updated performance can be used to select the next best view again in a cyclic process. In this
paper, we have investigated the role of selected image patches, which can be either overlapped or non-overlapped with
previous observations, in this cyclic process. To evaluate the different patch selection strategies, the adaptive observa-
tion selection method is also described as follows: (1) robots select adaptive observations sequentially based on its prior
knowledge from the training dataset. (2) After each selection, the prior knowledge will be updated by discarding the
target-irrelevant data for the next observation selection. During this process, we have shown that an informative patch,
even though a part of selected patch is already observed at previous steps, can enhance the retrieval accuracy and it has
better performance than an independent observation method.
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1. INTRODUCTION

Intelligent robots make decisions and adjust their ac-
tions on the basis of information from different environ-
ments when they are applied to perform variety of tasks.
However, the mobile robots need to preform their tasks
always with some limitations such as time, battery ca-
pacity and/or limited sensing coverage. There are some
researches that has been done for solving robot naviga-
tion problems in limited time or battery capacity [1][2].
However, it takes high computation cost, if the robots try l
to analyze a large-scale environment. For avoiding pro- o e
cessing high-dimensional data, the robots are equipped Information gain map
with a small field-of-view camera, and capture local im-
ages from large environment sequentially. For retrieving
informative image patches at every time, the studies, such
as viewpoint planning and saliency-based visual attention a memory as a prior knowledge, 2. Informative-
[31[4], are assuming fully access to the target image at ness of each patch, 3. Best patch selection, and
once. 4. Prior knowledge update by discarding target-
irrelevant training dataset. From steps 2 to 4 are re-
peated to correctly retrieve the target image.
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Fig. 1 Concept of attention path planning: 1. The dataset
are divided by several small patches and each patch
is represented by local feature vector that stores in

Generally, the entire environment is sequentially ac-
cessed with multiple view images depending on the size
of field-of-view. On the other hand, with limited infor-
mation input, it is hard for robots to recognize a large
environment. The robots need to decide where to take the

image patch at each time. There are some studies that
are inspired from human eye movement [5]. Assuming
that humans can observe a small field-of-view each time,
they decide the view point based on their knowledge, and
they keep target-relevant memory for the next observa-
tion selection. The concept that a robot with limited sens-
ing coverage sequentially selects observation from large-
scale environment is similar with human eye movement
when human move their eyes purposefully to gain the
sensory information.

1 Shen Zhihao is the presenter of this paper.

Attention-path planning algorithm [6] was proposed to
enable the robot to sequentially access to a part of the tar-
get environment with limited field of view (the concept
of attention path planning as shown in Fig. 1). It is sim-
ilar to the human visual perception [7] that visual stimu-
lus information combines with prior knowledge and task
goals to plan an eye movement. The Attention-path plan-
ning algorithm mainly contains two components: (1) ob-
servation selection based on the informativeness of each
fixation. (2) at each step, the robot selects an informa-
tive patch from the target environment based on its prior
knowledge and updates its prior-knowledge based on cur-
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Fig. 2 Overall architecture of sequential patch selection for image retrieval

rently selected observations. With this cyclic process,
robot can classify the target environment without access-
ing whole environment. However, each image patch that
the robot observed from the target environment is fixed in
specific position and fully independent of each other.

In practice, some informative features can be omitted
or only observed once with this independently defined
patches. It is necessary to place the patches adaptively
to enhance the retrieval performance. In this research,
we proposed a method by considering the partially over-
lapped patches to select observation more adaptively. All
blocks are partially overlapped by their neighbors. And
the size of the block images is the same case of the small
field-of-view camera on robot. All image data are repre-
sented by feature vectors. The fixation selection means
to select crucial position on the target environment de-
pending on the whole prior knowledge. It is an arduous
work that manually labelling a large set of training data.
We try to solving this problem in the unsupervised sce-
narios. The fixation is selected based on the concept that
best preserve the informativeness of the fixation derived
from the whole prior knowledge. A simple greedy algo-
rithm is used to guarantee that the selected fixation is the
most informative position under the current state.

2. PROBLEM STATEMENT

In the attention-path planning algorithm, all images
are divided into non-overlapped blocks. It becomes less
informative when a valuable feature is divided into dif-
ferent patches, which can be seen in Fig. 3(a). There-
fore, in this research, we propose that the target image
is divided into rectangular blocks according to the cov-
erage of the robot’s camera and each block is 50% over-
lapped by their neighbors, which can be seen in Fig. 3(b).
Hence, there are more observation selection options than
non-overlapped condition. The framework of the adap-
tive observation selection is presented in Fig. 2. There
are three components of the framework are illuminated
in the following.

Preprocessing All images which are used as prior
knowledge are categorized into the given training class
set, C = {c1,ca,---}. We extract the local features of

(b)

Fig. 3 Image patach selection with different methods. (a)
block images without overlap, (b) block images with
overlap

the block images by dividing images with overlap. There
is a training data set of all images D = { Iy, Io, - - -,
Ix} and every image contains local features such as I,
= {f(’fl’l), e f(kr,c)}» where all images are divided into
r row and ¢ column blocks. f(,, ) represents the feature
of the block image in the position (m, n) and the fixation
is represented with a coordinate (m, n). The prior knowl-
edge will be updated after each selection by discarding a
number of target-irrelevant images for the next selection.

Observations and Prior Knowledge If the fixation
is decided, then, the local features f(m’n) of the block
image in the position (m,n) will be included in the
classification-aim (CA) feature I, = [---, f km . Note
that Iy, is the feature vector of the k- th image in the train-
ing dataset and [}, is generated by combining the features
of the block images in the position that has been selected
already. Dy = {---, I} is the dataset of classification-
aim feature sets of all images. The target feature set
Oj = [-++,0(m,n)] combines all local features that are
sequentially observed from target environment.

Information Gain The observed image patches of the
target environment are used to compare the similarity
with the prior knowledge and the most dissimilar data
will be discarded for updating the prior knowledge. The
similarity between two images is measured by using Co-
sine Similarity (CS) [8].

Oy - IT

Similarity = CS(Og, 1) = 15 557

Where Oy is the feature of target environment and CA-



feature [, is the feature of the k-th image in prior knowl-
edge.
Therefore, the dissimilarity can be defined as:

Dissimilarity =1 — CS(Oy, I)

In the observation selection processing, a fixation is
informative means that the fixation best preserve the dis-
similarity across the whole training data, the information
gain of each fixation can be calculated as:

G(m,n) = E[l — CS(w7Df(m,n)>]

at each iteration, the information gain is the average of
the dissimilarity between w and the CA-features of each
image in position (m,n). w is the mean feature of the re-
maining images in fixation (m,n), which can be calculated
as:

w = E[Df(m)”)}

Information gain will be recalculated after updating
the prior knowledge. The information gain over all fix-
ations is shown in a gain map which shows the most in-
formative position.

3. ENVIRONMENT CLASSIFICATION

Feature Descriptor It is important to find a good fea-
ture detection method to represent the partial image that
observed from the target environment and all block im-
ages in the training dataset [9]. A high-performance fea-
ture detector should show robustness to changing im-
age conditions. Histogram of orientation gradient (HOG)
[10] is a well-know feature descriptor which can be used
to extract local features form block images. Initially,
each block image will be calculated HOG feature vector.
Then, the feature vector is saved in the prior knowledge.
Based on the current prior knowledge, The most informa-
tive position that best presents the data diversity across
the whole prior knowledge is selected as the observation
fixation.

There are two types of adaptive observation selection
methods: fixed field of view and variable field of view.
These two methods are presented in Fig. 4. One image is
divided by several parts of patches from left most top po-
sition to right most bottom position with the flexible size
of window (field of view of robot’s camera) a x b pixels.
Then, the window (view point) is sliding with a certain in-
terval a X (1 — overlap_rate) or b x (1 — overlap_rate)
along the x and y image axes.

Fixed Field of View In this work, we assume that the
robot can observe a partial area in fixed size. The target
image is partially accessed at every time steps by observ-
ing the most informative fixation. If the overlapped area
contains an important image content, usually we need to
keep such important features within an current observa-
tion. Therefore, some areas of the target image can be
observed several times. As show in Fig. 4(a), supposing
that the block image in the green box is the selected as a

el

(a) fixed field of view (b) variable field of view
Fig. 4 Concept of Observation Selection

best view point, and the areas within the orange box are
partially overlapped with its neighbors. If the next obser-
vation is selected among these eight block images, some
partial information will be used again in the following
observations.

Variable Field of View To reduce the feature vectors
from an previously observed area, an previously observed
area could be discarded and the rest of area is only used to
calculate the feature vectors. As shown in Fig. 4(b), the
green block is selected as informative image patch and it
is used to extract the feature vectors. After then, the par-
tial area of the block images that was not observed, like
the block image in the blue concave polygon, need to be
recalculated its feature vector. So the training data is up-
dated in two aspects: discarding dissimilar images from
training data and recalculating the feature vectors of the
block images that are partially observed in the previous
step. There is non-overlapped area among the observa-
tions that are selected in each iteration. The observations
that are selected in each iteration are independent of each
other. The whole framework of the environment classifi-
cation with variable field of view is described in Fig. 2.

4. EXPERIMENTAL VERIFICATION

4.1. LabelMe: urban and natural scene categories

(Class 1) (Class 2)

(Class 5) (Class 6) (Class 7) (Class 8)

Fig. 5 LabelMe (urban and natural scene categories):
(Class1) coast/beach, (Class2) open country, (Class3)
forest, (Class4) mountain, (Class5) highway, (Class6)
street, (Class7) city center, and (Class8) tall building.

The training dataset [11] contains 2080 images (size:
256 x 256 pixel) is categorized into 8 classes (8 classes
x 260 images). We assume that the size of the small



field-of-view camera is 64 x 64 pixel. In the non-overlap
condition, the entire image is divided into 4 x 4 blocks,
the images will be divided into 7 x 7 blocks in the over-
lap condition. The test dataset is the first folder that con-
tains 208 images when applying 10-fold cross-validation
to assess the performance of image retrieval accuracy. We
limit the selection number of fixation and evaluate the ex-
periment result on limited rate of attentions. The obser-
vation rate is the observed proportion of the target image.

4.2. Experiment results

Fig. 6 shows the experiment results of the fixed field-
of-view and the variable field-of-view, the test dataset
contains 1456 images. Non-overlap condition (blue) is
shown as a contrast experiment.

The retrieval decision is evaluated with the simple
nearest neighbor algorithm [12]. The total number of the
remained training data is 30 images, which means that the
decision is made from 30 images by counting the number
of the training data remained in each class. The result
in Fig. 6 is generated by limiting the number of obser-
vation limits from 1 to 49.The average performance of
image retrieval with overlap is better than the case with-
out overlap. The best performance of non-overlap case,
fixed field-of-view and variable field-of-view are 69.3%,
71.18% and 70.93% respectively. An average of 68.41%,
68.34% and 68.37% accuracy is achieved respectively,
while fully accessed the target image.
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Fig. 6 Comparison of image retrieval accruacy between
different selection approaches.

5. CONCLUSION AND FUTURE WORKS

In this study, we proposed a partition method for adap-
tive observation selection for image retrieval system. The
new partition method provides a flexible observation se-
lection way for image retrieval problem. The perfor-
mance of the proposed method fluctuates with observa-
tion rate, and it shows better result than the non-overlap
experiment in a certain range. According to the exper-
iment result, this algorithm can achieve a good perfor-
mance even when the target image is not fully accessed.

In the future works, we need to figure out how large
area is overlapped, and whether the overlapped area is
important or not. This algorithm can be used to detect
the crucial area from the target image. The crucial area
can be employed to pattern recognition techniques. The
crucial area selection pattern can make an efficient selec-

tion of observation and improve the image retrieval per-
formance.
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