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Abstract

In terms of human-computer interaction (HCI), synthesized speech has burgeoned at a rapid rate
in recent years to fulfill demands for daily speech communication. Natural sounding synthetic speech
with only linguistic information is currently used in modern applications such as text to speech sys-
tems (TTS), navigation systems, robotic assistants, story teller systems and speech to speech translation
systems (S2ST). Information conveyed by speech should be summarized through linguistic information,
paralinguistic information as well as nonlinguistic information. Synthesized speech with only linguistic
information cannot encompass all of these factors. Therefore, emotional synthesized speech that allows
communication of nonlinguistic information is increasingly required. Emotions, ranging from an under-
lying emotional state to full-blown emotions, contribute substantially to the acoustic manifestation of
the spoken language. In order to incorporate emotions to neutral TTS synthesized speech, an emotional
voice conversion system which can convert the neutral speech to emotional one is necessary to cope with.

Previous prevalent methods concerned with emotional voice conversion systems mainly used statistical
approach such as Gaussian mixture models, deep neural network, or neural network method. They mainly
utilized some simple discrete labels such as joy, sad, anger to represent emotion. However, humans have
ability to express mild emotion such as a little bit joy or very joy which is a continuum of non-extreme
states. This means statistical approaches need large parallel linguistic database of affective voices with
a continuum of non-extreme affective states which is a costly and impossible problem. Little attention
is paid on controlling the emotional degree in a continuous scale in previous studies. A rule-based voice
conversion technique which can obtain variation tendencies of acoustic features with a limited database
is utilized in this research.

When modeling continuous controllable degrees of emotional synthetic speech, two primary problems
are firstly needed to be considered. The first one is how to describe emotions and another problem is
how to model emotion perception process of human beings.

In the literature, there are many descriptive systems for emotions. The most straightforward descrip-
tion is the utilization of emotion-denoting words or category labels called emotion category. Emotions in
daily speech communication are highly diverse. Many human-machine dialogues need machines to express
mild and non-extreme emotional states. Therefore, an emotion dimensional approach which satisfies the
requirement to express a range from low-intensity to high intensity states is appropriate for representing
a continuum of non-extreme emotional states for controlling the degree of emotion. In this research, two
dimensions arousal (synonymous to activation and activity) and valence (synonymous to evaluation) are
used for emotional speech conversion based on the database we have.

Another problem related to emotion conversion is modeling the process of expression and perception
of emotion by human beings. Many researchers based their theory and research on a modified version of
the Brunswik’s functional lens model of perception. Huang and Akagi proposed a three-layered model
for expressive speech perception with emotion (listener attributions) at the top layer, semantic primtives
(proximal percepts) at the middle layer, and acoustic feature (distal indicators) at the bottom layer. They
assumed that humans perceive emotion not directly from acoustic features, but semantic primitives, such
as fast, bright, and so on also play important roles. The three-layered model had already been applied by
many researchers in the emotion recognition area. In this research, we assume that the human production

of emotion follows the opposite direction of human perception. This means the encoding process of the



speaker is the inverse process of the decoding of the listener. In that case, an inverse three-layered model
is employed as the structure between emotion and acoustic feature.

The related acoustic features to each dimension are investigated as applied to emotional speech
synthesis. Subjects are asked to evaluate the synthesized speech, the specific acoustic features of which,
such as F0, have been replaced by the FO from the emotional speech but leaving the other acoustic features
of the neutral speech. We concluded that both the FO trajectory and spectral sequence are important to
emotion conversion. The power envelope and duration show little influence on the valence axes. In this
research, we focused more on the prosody-related features such as duration, FO and power envelope.

In order to control the emotion degree in dimensional space using the inverse three-layered model,
an emotion conversion system was proposed with two inputs (positions in dimensional space and neutral
speech) and two steps (rule extraction and rule application). In the first step, the rules between acoustic
feature variations of neutral and emotional ones can be extracted using a fuzzy inference system. The
inverse three-layered model is set as the structure between emotion dimension and acoustic features with
emotion dimension as the bottom layer, semantic primitive layer in the middle and acoustic features layer
at the top. The second step is to apply the rule-based voice conversion method to modify the acoustic
features of neutral speech to emotional ones following the rules extracted from the first step. It is widely
understood that emotion is conveyed by means of a number of prosodic parameters such as voice quality
and speech rate as well as fundamental frequency. In this step, some essential prosody features such as
duration, FO contour and power envelope are parameterized by an interpolation method, Fujisaki model
and target prediction model. Then the modified acoustic features are synthesized using STRAIGHT.
Perceptual evaluation results in V-A space show that the synthesized speech of joyful, sad and cold angry
emotion can be perceived well, including the category and the degree, although the perceived degree is
decreased compared to the desired values. For hot anger emotion, since the spectral modification was
not conducted, the synthesized speech of hot anger is perceived as a joyful emotion.

Commonalities and differences of human perception for perceiving emotions in speech among dif-
ferent languages in dimensional space have been investigated in Han et al., 2016. Results show that
human perception for different languages is identical in dimensional space. According to this result, we
assume that, given the same direction in dimensional space, we can convert the neutral voices in multiple
languages to emotional ones with the same impression of emotion. It means that the emotion conversion
system could work for other languages even if it is trained with a databases in one language. We try
to convert neutral speech in two different languages, English and Chinese using an emotion conversion
system trained with Japanese database. We find that all converted voices can convey the same impression
as Japanese voices. On the case, we can make a conclusion that given the same direction in dimensional
space, the synthesized speech among multiple language can convey the same impression of emotion. In a
word, the Japanese emotion conversion system is compatible to other languages.

In conclusion, this research proposed a method for emotional voice conversion with degree contin-
uously controllable using dimensional representation following human emotion production mechanism.
Perception results show that the synthesized stimuli can be perceived with the same tendency as in-
tended in dimension space except hot anger. Neutral voices in other languages were directly inputted
into the system without training, and perception results show that the conversion system built in one
language is capable for other languages without training. The emotional navigation systems, robotic
assistants and S2ST system will bring an intelligent HCI and enormous promotion in human life quality.
As this system enables to convert the input neutral speech from any target speaker in any language
without training, it can reduce an amount of cost and make the emotional TTS applicable. And this
will give a big progress in the field of emotional voice conversion. The emotional navigation systems,
robotic assistants and S2ST system will bring an intelligent human computer interface HCI and enormous

promotion in human life quality.



Keywords: Emotional voice conversion, rule-based speech synthesis, emotion dimension, three-layered

model, Fujisaki FO model, target prediction model.



Acknowledgments

Five years have already passed since I came to Japan and lots of things happened
during the five years. I am used to the life in Japan. And I tried to speak Japanese with
the surroundings. This five years is the most precious time during my life. Many people
gave me lots of helps during the five year and I would like to express my thanks to them.

Firstly, I would like to express my sincere gratitude to my supervisor Professor Masato
Akagi of Japan Advanced Institute of Science and Technology (JAIST) for his support,
encouragement, guide, and kindness during the five years. It is Prof. Akagi who opened
the window of research and taught me many knowledge related to the speech signal
processing. Prof. Akagi not only set a good example for me in research but also show
me how to be a good teacher. When I faced some difficulty he always smiled to me and
guided me to become calm in order to solve it. And he also gave me the freedom to do
research so I can have obtain the key to do research by myself not the research topic itself.

I wish to express my thanks to my co-advisor Professor Masashi Unoki of JAIST.
Every time, when I gave a presentation, Professor Unoki could always checked carefully
and gave me many important comments so that I can notice something that I neglected.
And sometimes Prof. Unoki was on a trip when I gave a presentation or rehearsal, he
still gave some suggestions although he was busy and tired. Especially when I applied the
JSPS grant, Prof. Unoki gave me lots of suggestions related to my presentation. Without
his help, the application will not become so smooth.

I am also grateful to Professor Jianwu Dang of JAIST and Tianjin University, China
who is the advisor of my minor research at JAIST for his suggestion and comments, as
well as be a member of the dissertation committee. When I talked with Prof. Dang, I
could feel his energy for research which inspire me a lot.

I would like to express my thanks to Associate Professor Nose Takashi of Tohoku
University for his several comments and discussion related to my research during some
conference and through email. Prof. Nose taught me many knowledge related to statistical

parametric speech synthesis. I will also be grateful if further corporation can be made.

4



I am also thankful to Professor Yoshitaka Atsuo for serving as a member of the dis-
sertation committee and for his comments and suggestions.

I would like to express my gratitude to Junior Professor Peter Birkholz of Technol-
ogy University, Dresden, Germany. Prof. Birkholz helped me lot for the three months’
internship in Dresden, preparing the German visa, applying the guest house and being
used to the life in Germany. During my stay in Dresden for three months, Prof. Birkholz
taught me many knowledge about the articulatory speech synthesis, helped me do the
experiment of Magnetic Resonance Imaging, gave me the permission to use the software,
VocalTractLab and 3D image and revised the journal paper carefully.

I would like to thank Yasuhiro Hamada of JAIST who collaborated with me on building
the emotional voice conversion system, shared the program of Fujisaki model with me and
gave me many suggestions during my presentation.

I would like to express my thanks to Reda Elbarougy of JAIST. I sometimes faced
some problems when I just started research. Every time I emailed him, he replied me
kindly and patiently which helped me be familiar with this research quickly.

I would like to thank Yongweili and YuxuanDu who gave me many information before
I entered JAIST and gave me many helps either in life or in research after I entered JAIST.

I would like to express my gratitude to Xiao Han who is the tutor when I was the first
year at JAIST. Xiao Han helped a lot on being familiar with the life and study in JAIST.

I want to appreciate XingfenglLi, NGO Thuan Van, Rieko Kubo and all members in
Acoustic Information Science Laboratory for their valuable comments, helps and encour-
agements during my research and life in JAIST. The discussion among us always provided
me many new ideas and gave me a lot of happiness during the boring research period.

I want to express my thanks to JAIST to provide the 5D scholarship and support me
for the internship in Germany. JAIST also provide me the top-rank research environment.
The staff of student section at JAIST helped me revise many documents related to some
application and provided me many conveniences of the life at JAIST.

[ am also thankful to Japan Society For The Promotion Of Science (JSPS) to support
me in the last year of my doctor period. And the Telecommunications Advancement
Foundation provided me the support for attending the oversea conference.

Lastly T would like to delicate this dissertation to my father and mother for their



forever support, understanding and love of me. Without them, I can not achieve all
things I have now. What’s more, I am sincerely grateful to Mr. Song ZHANG for his

love, company, sharing and understanding.



Table of Contents

Abstract
Acknowledgments
Table of Contents
List of Figures
List of Tables

1 General introduction
1.1 Research motivation . . . . . .. .. .. .. ...
1.2 Research concept . . . . . . . .. ..
1.2.1  Representation of emotion . . . . . . . .. .. ... ... L.
1.2.2  Modeling the perception of emotions . . . . . . .. ... ... ...
1.2.3 Method for synthesizing emotional speech . . . . . ... ... ...
1.3 Research method . . . . . . . . .. ... ...
1.4 Research novelty . . . . . . . . . ...
1.5 Outline of thesis . . . . . . . . . . .

2 Descriptive frameworks for emotions
2.1 Categorical representation . . . . . . . ... ..o
2.2 Dimensional representation . . . . . . . . ... Lo

2.3 Other descriptions . . . . . . . ..

3 Inverse three-layered model

3.1 Modified Brunswik’s functional lens model for emotion perception . . . . .

12

14
14
16
16
17
18
22
23
24

27
27
28
29

32



3.2 Three-layered model for emotion perception . . . . . . .. .. ... .. ..

3.3 Inverse three-layered model for emotion production . . . . . . . .. .. ..

Acoustic features related to emotion dimensions

4.1 Acoustic features replacement procedure . . . . . .. .. ...
4.2 Experiment . . . . .. ...
4.3 Results . . . . . . e

4.4 DISCUSSION . . . o o o s,

The emotional voice conversion system

5.1 Rule extraction . . . . . . . . ..
5.1.1 Database . . . . . . . ...
5.1.2  Acoustic feature extraction . . . . . .. ...
5.1.3 Semantic primitives evaluation . . . . . . . . ... ... ... ...
5.1.4 Emotion dimensions evaluation . . . . . ... ... ... ... ...
5.1.5  Fuzzy inference system . . . . . . . ... ... L.
5.1.6  Applying a fuzzy inference system for extracting rules . . . . . . . .
5.1.7 System evaluation . . . . . . . . .. ...

5.2 Rule application . . . . . . . ...
5.2.1 Fujisaki model for parameterizing FO contour . . . . . . . . .. ..
5.2.2 Target prediction model for parameterizing the power envelope . . .

5.3 Perceptual evaluation . . . . . . .. ..o
5.3.1 Stimuli . . . ..o
5.3.2  Experiment procedure . . . . .. ... oL
5.3.3 Subjective evaluation result in V-A space . . . . . . . ... ... ..

5.3.4 Subjective evaluation result of naturalness . . . . . ... .. .. ..

Emotion conversion for multiple languages

6.1 Commonalities of human perception for emotional speech among multi-
languages . . . . ..o

6.2 Applying conversion system to other languages . . . . . . . . . . ... ...
6.2.1 Listening Test . . . . . . . . ... Lo
6.2.2 Results. . . . . . . .

39
40
41
43
43

49
o1
o1
o1
54
95
95
o7
99
60
61
65
71
71
73
73
75

77



6.3 Discussion . . . . . ...

7 Discussion

8 Conclusion
8.1 Summary . . . . ...
8.2 Contribution . . . . . . . .
8.3 Future works . . . . . .,

Bibliography

Publications

90

93
93
95
95

97

112



List of Figures

1.1
1.2

1.3
1.4
1.5
1.6

2.1
2.2

3.1

3.2
3.3

4.1
4.2
4.3

4.4

The diagram of S2ST. . . . . . . . .
Scherers [29] modified Brunswikian lens model adopted for vocal communi-

cation of emotion. . . . . . . ..
Three-layered model [34]. . . . . . . . . .
The concept of unit-selection in concatenative speech synthesis [137]. . . . .
The concept of statistical parametric speech synthesis [137]. . . . . . . . ..

Organization of this dissertation. . . . . . . . . ... ... ... ... ...

Dimensional representation. . . . . . . .. ..o

Russels circumplex model of emotion [23]. . . . . . .. ... ..

The relationship among Brunswik’s lens model, three-layered model and the
wnverse three-layered model. . . . . . . . ..o
The speech chain (speech production and speech perception) [79]. . . . . . .

The proposed inverse three-layered model. . . . . . . . . . . . .. ... ...

Procedure of acoustic feature replacement. . . . . . . . ... ... ..
Graphic interface of the perceptual test. . . . . .. .. .. ... ... ...
Perceptual position values of original (Org) emotional utterances and syn-
thesized (Rep) utterances on V-A space when FO contour (FO0) is replaced
from neutral to emotional speech. (Anger (C) means cold anger and anger
(H) means hot anger.) . . . . . . ... ..
Perceptual position values of original (Org) and synthesized (Rep) utter-
ances on V-A space when time (TM) duration information is replaced from
neutral to emotional speech. (Anger (C) means cold anger and anger (H)

means hot anger.) . . . . . .

37



4.5

4.6

5.1
5.2
9.3
5.4

9.5
5.6
5.7
0.8

5.9

5.10
5.11
5.12
5.13
5.14

5.15

5.16

Perceptual position values of original (Org) and synthesized (Rep) utter-
ances on V-A space when power envelope (PW) is replaced from neutral to

emotional speech. (Anger (C) means cold anger and anger (H) means hot

Perceptual position values of original (Org) and synthesized (Rep) utter-
ances in V-A space when spectral sequence (SS) is replaced from neutral to

emotional speech. (Anger (C) means cold anger and anger (H) means hot

ANGET.) 47
Scheme of emotion conversion system. . . . . . .. ... 50
Structure of Fuzzy Inference System (FIS) . . . ... ... ... ... ... 56
Procedure for training ANFIS. . . . . . . . . . . .. .. ... ... .... Y
Applying ANFIS for estimating acoustic features (AF) and semantic prim-

itives (SP). . . . 58
Mean absolute error of semantic primitives. . . . . . . . . . ... ... ... 61

Mean absolute error of acoustic features from three- and two-layered model. 62
The procedure of modifying the neutral speech to emotional one. . . . . . . 63

FO trajectory of a neutral speech (dashed) and synthesized speech (solid)

[104]. . . . 65
Procedure of reproduing power envelope . . . . . . . ... ... ... ... 68
Speech wave of the original speech . . . . . . . . ... ... ... ... ... 68
Extracted power envelope . . . . . . ... 69
Target of power envelope estimated by target prediction model . . . . . . . 70
Steplike targets of power envelope . . . . . . .. .. ... 71

Reproducing power envelope using 2nd-order critically damped model and
the extracted power envelope from original speech . . . . . . .. .. .. .. 72
The evaluated and intended positions in V-A space. (the dashed lines are
the intended position and the solid lines are the obtained position.) . . . . 74
The average and standard deviation of the evaluated results. (1st, 2nd, 3rd
stand for the intended quadrants. Cold and hot represent the intended cold
anger and hot anger. av and str mean the average and standard deviation

values of each quadrant.) . . . . . . ... L 75

11



5.17 Mean opinion scores for converted speech in each quadrant. . . . . . . . ..

6.1 Emotional states position on Valence-Activation approach [88]. . . . . . . .
6.2 Convert the source neutral speech from Japanese to other languages . . . .
6.3 Evaluation results (emotion category) of synthesized voices in Chinese.

6.4 Evaluation results (emotion category) of synthesized voices in English. . . .
6.5 Evaluation results (emotion category) of synthesized voices in Japanese. . .

6.6 Evaluation results (emotion degree) of synthesized voices in Chinese.

6.8 Evaluation results (emotion degree) of synthesized voices in Japanese
6.9 Evaluation results (The mean opinion score) of Chinese synthesized voices.

(

(

(

(
6.7 Evaluation results (emotion degree) of synthesized voices in English.

(

(
6.10 Evaluation results (The mean opinion score) of English synthesized voices.
(

6.11 Evaluation results (The mean opinion score) of Japanese synthesized voices.

12



List of Tables

4.1

5.1
5.2
9.3
5.4

Anova values of each acoustic features to valence and arousal(**p < 0.01,*p <

0.05). . o o o 43
The content of sentences in English . . . . ... ... ... ... ...... 52
The id number and the according expressive speech . . . . . . ... .. .. 53
Specification of speech data for Japanese database. . . . . .. ... .. .. 53
Acoustic features used in this system . . . . . . .. ... 54

13



Chapter 1

General introduction

1.1 Research motivation

In terms of human-computer interaction (HCI), synthesized speech has burgeoned at a
rapid rate in recent years to fulfill the demand for daily speech communication. Natural
sounding synthetic speech with only linguistic information is currently used in modern
applications such as text to speech systems (TTS), navigation systems, robotic assistants,
storyteller systems and speech to speech translation systems (S2ST).

Fujisaki [1] proposed that information conveyed by speech should be summarized in

three parts:

e Linguistic information: which is discrete categorical information explicitly rep-
resented by the written language or uniquely inferred from context. Linguistic
information can be represented either explicitly by the written language, or can be

easily and uniquely inferred from context. It is discrete and categorical.

e Paralinguistic information: discrete and continuous information added by the
speaker to modify or supplement the linguistic information, such as emphasis, or
shades of meaning to what people say. For example, in one sentence “Tomorrow,
my sister will have an examination.” the speaker can put emphasis on “tomorrow”,
“my sister”, or “examination” which will express different intentions of the speaker.
Although the linguistic information is the same, the intention of the emphasis mean-
ing changes a lot. Paralinguistic information can be both discrete and continuous.

The intention of the speaker can be categorical such as assertion or question but

14



on the other hand, when the degree of the category is considered, it can also be

continuous.

e Nonlinguistic information: information not generally controlled by the speaker,
such as the speaker's emotion, gender, age, etc although it is a fact that an actor can
control the emotion intentionally. These aspects are not directly to the paralinguistic
information or linguistic information. Nonlinguistic information can be discrete and

continuous which is the same as paralinguistic information.

Synthesized speech with only linguistic information cannot encompass all of these
factors, thus resulting in machine-liked speech sounds. Affective synthesized speech that
allows communication of nonlinguistic and paralinguistic information, such as affect and
intent, is increasingly required [2] [3] [4]. Affect is not restricted to emotion; for instance
[5] [6], there are social affective expressions, such as expression of politeness, sarcasm,
irritation, flirtation, etc., which may be more or less controllable. Emotions, ranging from
an underlying emotional state to full-blown emotions, contribute substantially to the
acoustic manifestation of the spoken language. Incorporate the expression of emotions
into the TTS synthetic speech can increase the affectiveness of the synthetic speech [7].

On the other hand, people in different countries have more and more aspiration to
communicate with each other although they have different mother languages. However,
it is impossible to have a conversation if a common language is not shared, that makes
a challenge to design a worldwide communication environment. One possible solution
to this challenge is to construct the S2ST that can convert a spoken utterance in one
language to that of another language [9] [10] [11] [12] [13].

As shown in Fig. 1.1 from the speech in language A, firstly the system recognizes
the linguistic information of the speech using an automatic speech recognition system
(ASR). Then a translations system (TS) is applied to translate the text from language
A to language B. Lastly, a TTS synthesizes the utterance in language B from the text.
Using S2ST, people with different mother languages can communicate with each other.

While conventional S2ST systems only consider linguistic information. Non-linguistic
information such as, emotional state conveyed by the source language is crucial to be
preserved and passed in daily life. Communication without emotions will become boring

and unrealistic. Therefore, in order to propose an affective S2ST system, an emotion
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Figure 1.1: The diagram of S2ST.

recognition system that can recognize emotional states from different languages utterance
and a system that can synthesize emotional speech in multiple languages are necessary
to be explored. This research focuses on synthesizing emotional speech and would like to

explore the possibility to apply the system trained with one language to others.

1.2 Research concept

When synthesis the emotion, three primary problems are to be considered; how to rep-
resent emotion; how to model the process of emotion perception and which method is

suitable to use for synthesizing emotional speech.

1.2.1 Representation of emotion

In the literature, there are many descriptive systems for emotion. The most straight-
forward description is the utilization of emotion-denoting words or category labels [14]
[15] [16] [17] [18] [19], called emotion category [20]. Also there are other less-well-known
methods, prototype descriptions [21], appraisal-based descriptions [22], the circumplex
model [23], physiological descriptions [24] and dimensional approaches [25] [50] [28].

Emotion in daily speech communication is highly diverse. All the above methods can
not cover all types of context, on that case, we should think about the requirement of the
daily application.

Many human-machine dialogues need machines to express mild and nonextreme emo-

tional states. Therefore, an emotion dimensional approach which satisfies the requirement
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to express a range from low-intensity to high-intensity states is appropriate for represent-
ing a continuum of non-extreme emotional states [25] for controlling the degree of emotion.
This research conducts two dimensions following the work of Schroder [25], arousal and
valence as the representation of emotion.

On that case, by moving the position in emotion dimensional space, the degree and

category of emotion can be changed freely.

1.2.2 Modeling the perception of emotions

Another problem is how to model emotion by human beings. Many researchers [29] [30]
[31] [32] base their theory and research on a modified version of the Brunswik’s functional
lens model [33] of perception. According to the model, as shown in Fig.1.2, a speaker
expresses his/her emotional state using “distal indicator values”, the acoustic features of
the speech signal. The listener, however, perceives “distal indicator values” as “proximal
percepts”, that is, the subjective parameters such as pitch, voice quality, etc. Lastly, the
listener uses “proximal percepts” to detect subjective attribution, that is emotion states.

Brunswik’s model suggests that the process of perception of emotion is multi-layered.
Huang and Akagi [34] as shown in Fig.1.3 proposed a three-layered model for expressive
speech perception based on the Brunswik’s model with emotion (listener attributions) at
the top layer, semantic primitives (proximal percepts) at the middle layer, and acoustic
feature (distal indicators) at the bottom layer. They assume that humans perceive emo-
tion not directly from acoustic features, but semantic primitives, such as fast, bright, and
so on also play important roles.

The three-layered model has already been applied by some researchers in the emotion
recognition area [48] [36]. In this research, we assume that the human production of
emotion follows the opposite direction of human perception. This means the encoding
process of the speaker is the inverse process of the decoding of the listener. Hence, an
inverse three-layered model is employed as the structure between emotion and acoustic

feature following the process of human emotion perception.
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Figure 1.2: Scherers [29] modified Brunswikian lens model adopted for vocal communica-
tion of emotion.
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Figure 1.3: Three-layered model [3/]).

1.2.3 Method for synthesizing emotional speech

In order to incorporate emotion into neutral speech, many previous researches con-
centrated on emotional speech synthesis which directly synthesizes emotional speech
waveform from the text, the emotional TTS. Prevalent emotional TTS mainly can be
concluded as four directions: concatenative approach [38] [39] [40], [41] statistical ap-
proach [44] [45] [42], articulatory speech synthesis [46] [58] [59] and rule-based speech
synthesis [56] [57].
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Figure 1.4: The concept of unit-selection in concatenative speech synthesis [137].

Concatenative speech synthesis

Concatenative speech synthesis such as unit-selection [38] [39] [40] [26] perceives segments
of natural speech and then piece them together to form the desired speech output using
target cost and concatenation cost as shown in Fig. 1.4. The best-synthesized speech
quality can be achieved by so-called unit-selection synthesizers.

However, the quality of all concatenative synthesized voices depends much on the
prerecorded database. The flexibility of modifying without a loss of quality is in limited

which will lead the inconvenient for synthesizing the emotional speech.

Statistical parametric speech synthesis

Contrary to directly select the actual utterances from the speech database, statistical
parametric speech synthesis has been popular over the last years. The main idea of the

statistical parametric method is to generate the inherent average properties of the similar
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Figure 1.5: The concept of statistical parametric speech synthesis [137].

set of speech segments as shown in Fig. 1.5.

Statistical based synthesized speech such as HMM-based or GMM-based was reported
to have the high intelligibility, the small footprint and low computation. However, the
quality of synthesized speech often suffered the buzziness and over-smoothed problem

which leads the low naturalness.

Articulatory speech synthesis

Neither the concatenative speech synthesizer nor the statistical parametric speech synthe-
sizer considers the speech production mechanism of human beings. This prompt another
speech synthesis direction, articulatory speech synthesis.

Articulatory synthesis directly simulates the principle of speech production based on
the source-filter model. It has the potential to produce all aspects of speech production.
However, speech production is a very complex process and not fully understood in every

detail.

Rule-based synthesis

Rule-based synthesis or formant synthesis [56] [57] applies acoustic-domain rules to con-
trol the formant synthesizer. The generated rules are related to fundamental frequency,
formant frequencies and parameters, etc. Advantages of rule-based synthesis are the flex-
ibility, the ability to generate smooth transitions between segments and the relatively

small training database.

Emotional voice conversion

The input of TTS system is text and the output is speech waveform. If the emotional

speech would like to be synthesized, the T'TS system needed to be trained again which
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means change the neutral database to the emotional one.

As this will reduce the effectiveness, some researchers proposed voice conversion (VC)
systems for emotional speech. This means, the synthesized neutral speech from conven-
tional TTS can be directly converted to the emotional one.

Previous methods for emotional voice conversion utilized a categorical approach to
express emotional states [7] for mono language.

One method is the piece-wise linear mapping using a probabilistic model, Gaussian
Mixture Models (GMM) [62] [63] [64] [65]. Kawanami [14] first applied GMM for spec-
trum transformation to emotion voice conversion. Tao [15] tested three different methods
for prosody conversion and found that GMM is suitable for a small database while a
classification and regression tree model will give better results if a large context-balanced
corpus can be obtained. Inanoglu [16] combined a Hidden Markov Model, GMM and F0
segment selection method for transforming F0O, duration and short-term spectra in data-
driven emotion conversion when large amounts of parallel data are needed. Aihara [17]
improved the GMM-based emotional voice conversion for both voice quality and prosody
feature conversion.

As the conversion function GMM is sometimes optimized to minimize a total error,
excessively smoothed speech parameters are generated which will cause a muffled con-
verted speech. In that case, to solve the over-smoothed problems, some methods [62] such
as adding global variance [63] or modulation spectrum [64] to capture the over-smoothing
effect and partly maintain the parameters of the source speech by dynamic frequency
warping [65] have been proposed. However, the GMM method is a piece-wise linear map-
ping and human voice conversion is a non-linear one. Moreover, the GMM method is
difficult to apply for a continuum representation of emotion, as it can only obtain an
average in the statistical approach.

Non-linear methods such as Neutral Network (NN) [18] and Deep Neutral Network [19]
are prevalently utilized. But both NN and DNN methods need large databases for training
and it is a tough task to collect human responses to emotional voice.

On the other hand, a concatenative approach, like unit selection [66] [67] which selects
the target syllable contours from a database using a cost function sometimes can synthesize

emotional speech with good quality. But this approach also shares the problem of needing
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large parallel data and does not have the ability to generate new degrees of emotional
states not contained in the database.

Former studies [14] [16] [17] [18] [19] [66] [67] considered converting neutral speech to
simple categories of emotions such as joy, anger and sad. Tao tried to label the emotion

o«

database using four degrees “strong,” “normal,” “weak,” “unlike” to each emotion cate-
gory [15]. However, daily social emotions conveyed by humans are mild and not purely
one emotion or another, but a mixture of emotions, e.g., anger and sad and fearful; they
can be described as a continuum of nonextreme states [25] [68]. So synthetic speech with

simple categories of emotions is not sufficient.

1.3 Research method

The research goal of this research is to propose one method to convert neutral speech
to emotional types with varying degrees following human emotional speech perception
mechanism. Rule-based emotional speech synthesis concept is applied in research as it
obtains variation tendencies of acoustic features with a limited database.

In this research, the voice conversion system for emotional speech is built with a
single speaker. In order to control the degree of emotion, the emotion dimension is
adopted to express the emotional state as a point in dimensional space so the degree can
be controlled by changing the position in the emotion dimension. This research mainly
focuses on prosody-related feature conversion. In the emotion conversion system as shown
in Fig.5.1, two inputs (intended position in dimensional space and neutral speech) and
two steps (rule extraction and rule application) are necessary. In the first step, the
rules between acoustic feature variations of neutral and emotional ones can be extracted
using a fuzzy inference system. The inverse three-layered model is set as the structure
between emotion dimension and acoustics with emotion dimension as the bottom layer, the
semantic primitive layer at the middle and acoustic layer at the top. As the emotional
experience is biologically based, these rules have the potential ability to be applied to
arbitrary speakers or languages.

The second step is to apply the rule-based voice conversion method to modify the
acoustic features of neutral speech to emotional ones following rules extracted from the

first step. It is widely understood that emotion is conveyed by means of a number of
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prosodic parameters such as voice quality and speech rate as well as fundamental frequency
[4] [7] [15].

In this step, some essential prosody features such as duration, FO contour and power
envelope are parameterized by an interpolation method, Fujisaki model [69] [70] and
target prediction model [71]. Then the modified acoustic features are synthesized using
STRAIGHT [72], a VOCODER which can decompose speech signal into parameters so
as to precisely control and modify them. Fig.5.1 will be explained in detail in Section 5.

It is found that human perception of emotions in speeches in different languages is
identical in the dimensional space [88] [48]. Following this finding, we assume that, given
the same direction in dimensional space, the system can convert the neutral voices in
multiple languages to emotional ones with the same impression of emotion. It means that
even if the conversion system constructed for one language, it can also work for other
languages.

In order to explore the validity of this hypothesis, we utilize the emotional speech
conversion system constructed for Japanese to convert other languages such as English

and Chinese.

1.4 Research novelty

Firstly, conventional emotional speech synthesis or conversion system utilize the cate-
gorical approach to represent emotion which neglects the diversity of human emotion
production. This research firstly applies the dimensional approach to represent emotion
for the emotion conversion system so the degree of emotion can be controlled through
moving the positions in dimension space.

Secondly, the modified brunswikian’s lens model has been proposed many years which
indicated that 