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Motivated by the source-filter model of speech production, analysis of emotional speech based on

the inverse-filtering method has been extensively conducted. The relative contribution of the glottal

source and vocal tract cues to perception of emotions in speech is still unclear, especially after

removing the effects of the known dominant factors (e.g., F0, intensity, and duration). In this pre-

sent study, the glottal source and vocal tract parameters were estimated in a simultaneous manner,

modified in a controlled way and then used for resynthesizing emotional Japanese vowels by apply-

ing a recently developed analysis-by-synthesis method. The resynthesized emotional vowels were

presented to native Japanese listeners with normal hearing for perceptually rating emotions in

valence and arousal dimensions. Results showed that glottal source information played a dominant

role in perception of emotions in vowels, while vocal tract information contributed to valence and

arousal perceptions after neutralizing the effects of F0, intensity, and duration cues.
VC 2018 Acoustical Society of America. https://doi.org/10.1121/1.5051323

[ZZ] Pages: 908–916

I. INTRODUCTION

Emotions in speech are extensively used by humans to

express intentions and play an important role in speech

understanding (Juslin and Scherer, 2005). The same textual

message can be conveyed with different meanings by incor-

porating an appropriate emotion, and the intended message

can be understood from the underlying emotions together

with phonetic information and other linguistic factors. The

perception of emotions in speech is usually described by

means of a categorical or dimensional approach. The cate-

gorical approach, where emotions in speech are generally

perceived as discrete states (e.g., neutral, joy, anger, and

sadness), cannot capture the perceptual complexity of emo-

tions (Scherer, 2003). In contrast, the dimensional approach

provides a more flexible and continuous description of emo-

tions in which the degree of emotions is usually represented

in a two-dimensional space by arousal (the degree to which

the listener perceives the emotion on a scale from calm to

excited) and valence (the degree to which the listener per-

ceives the emotion on a scale of negative emotion to a posi-

tive one) (Sauter et al., 2010). The dimensional description

of emotional speech is therefore widely used in analysis and

recognition of emotions in speech in recent years.

The production process is often characterized by the

glottal source and the acoustics of the vocal tract (the filter),

which can be measured with instruments or estimated algo-

rithmically. In recent years, some studies began to analyze

emotions in speech using electromagnetic articulograph

(EMA) (Erickson, 2004; Li et al., 2010), magnetic resonance

imaging (MRI) (Kim et al., 2014; Lee et al., 2006), and

high-speed videoendoscopy (HSV) (Degottex et al., 2008).

However, these instrumental studies lacked flexibility for

analyzing different degrees of emotional speech; moreover,

it is also difficult and costly to collect sufficient recordings

of emotional speech data. Therefore, many researchers

attempted emotional speech analysis based on speech

production models, e.g., the source-filter model (Fant et al.,
1985).

In many previous studies of emotional speech analysis,

the glottal source (GS) and vocal tract (VT) parameters asso-

ciated with the speech production models were usually esti-

mated using the inverse filtering based approach (Iliev et al.,
2010; Yanushevskaya et al., 2009; Yanushevskaya et al.,
2007). Based on the source-filter theory, the acoustic fea-

tures of emotional speech have been found to be primarily

source-related cues, including duration (e.g., utterance

duration), intensity (e.g., loudness), F0 (rate of vocal-fold

vibration), and spectral cues (e.g., spectral flatness and har-

monic-to-noise ratio) (Juslin and Laukka, 2001; Juslin and

Scherer, 2005; Scherer, 2003). Many studies showed that the

GS information plays a more important role in emotion than

the VT ones. Juslin and Laukka (2001) and Scherer (2003)

found that F0 is the most important cue for emotional speech

and that the higher mean F0 usually correlates with the

higher level of arousal, whereas the duration and spectral

cues are generally used to predict the valence of emotion.

The filter-related cues are mainly associated with the for-

mant frequencies (e.g., F1 and F2). Mori and Kasuya (2007)

suggested that F1 and F2 are important for perceiving the
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valence of emotional speech, and that the higher F1 and F2

correspond to the more positive valence perception of emo-

tion. Scherer (1986) suggested that the key to vocal differen-

tiation of discrete emotions seems to be voice quality and

humans can perceive voice quality independent of F0. Since

expression of emotions in speech contains much redundance,

perception of some emotional states is still possible even

when many vocal cues are eliminated. To further examine

the relative importance of the acoustic features on emotional

speech, Erickson et al. (2008) modified the emotional speech

by setting its F0 at a constant value of 300 Hz and found that

a decrease in the values of F2, F3, and F4 often leads to the

perception of sad emotion. Through keeping the overall

sound pressure level constant and artificially setting the F0

to 200 Hz, Laukkanen et al. (1997) showed that GS contrib-

ute to perception of arousal, and that GS and formants con-

tribute to perception of valence.

To further analyze emotions in speech, a high-quality

analysis-by-synthesis method has been recently developed

which can accurately estimate the GS and VT information

simultaneously based on the Auto-Regressive eXogenous

with Lilijencrant-Fant (ARX-LF) model (Li et al., 2017).

Since vowel perception can provide an important insight into

speech perception (Airas and Alku, 2006; Lee et al., 2004;

Leinonen et al., 1997; Ringeval and Chetouani, 2008), per-

ception of emotions in Japanese vowels was examined in

this present study. Using the analysis-by-synthesis method,

the GS and VT parameters are first estimated, artificially

modified and then used for resynthesizing the emotional

vowels. Two psychoacoustic tests are conducted to examine

the contributions of the GS and VT cues for perception of

emotions in vowels. In the first experiment, the emotional

vowels are resynthesized using the GS parameters from one

emotional state and the VT parameters from another emo-

tional state; while in the second experiment, the F0, duration

and intensity parameters are neutralized to those of neutral

vowels before resynthesizing the emotional vowels. The syn-

thesized emotional vowels are then presented to native

Japanese listeners with normal hearing for perceptually rat-

ing emotions in terms of valence and arousal. Experimental

results showed that the GS information plays a dominant

role in perception of emotions in vowels relative to the VT

cue, and that the VT cues contribute to emotion perception

in valence and arousal after neutralizing the effects of F0,

intensity and duration cues.

II. THE ANALYSIS-BY-SYNTHESIS APPROACH
FOR EMOTIONAL VOICE

In this section, the recently developed analysis-by-

synthesis approach for emotional voice based on the Auto-

Regressive eXogenous with Lilijencrant-Fant (ARX-LF)

model (Li et al., 2017) is briefly reviewed.

A. ARX-LF model

According to the source-filter theory of speech produc-

tion, the glottal source signal in the ARX-LF model is repre-

sented by the LF glottal flow derivative and the vocal tract

transfer function by the ARX filter. More specifically, the

glottal flow derivative is formulated in the LF model by six

parameters, where five parameters are related to time and

one parameter is related to amplitude. The definitions of

these parameters are listed in Table I.

A typical LF glottal flow derivative is plotted in Fig. 1.

The explicit expression of the LF glottal flow derivative for

one fundamental period is given by

uðnÞ ¼
E1ean sinðwnÞ 0 � n � Te

�E2 e�bðn�TeÞ � e�bðT0�TeÞ½ � Te � n � Tc

0 Tc � n � T0;

8><
>:

(1)

where E1, E2, a, b, and w are the parameters related to Tp, Te,

Ta, Ee, and T0 (Fant et al., 1985).

Given the LF glottal flow derivative, the speech signal

s(n) can be synthesized by means of an ARX model

(Ohtsuka and Kasuya, 2002):

sðnÞ ¼ �
Xp

i¼1

aiðnÞsðn� iÞ þ b0uðnÞ þ eðnÞ; (2)

where ai(n) are the coefficients of the p-order ARX model

characterizing the vocal tract, b0 is the ARX filter gain and is

assumed to be b0¼ 1, and e(n) is the residual signal.

B. Analysis and synthesis of emotional voice based
on ARX-LF model

In the analysis step of the analysis-by-synthesis approach,

the GS and VT parameters of emotional voice are estimated

using Eq. (2); in the synthesis step, these parameters can be

modified and further used to resynthesize emotional voice

using Eq. (2).

The ARX-LF model has been widely used for analyzing

neutral voice in the past several decades (Fu and Murphy,

2006; Vincent et al., 2005), and it was extended for analyz-

ing singing (Lu, 2002). Due to the difference in acoustic

characteristics between neutral and emotional voice, an esti-

mation approach for the parameters of the ARX-LF model

was developed to improve the analysis-by-synthesis quality

for emotional voice (Li et al., 2017). The parameter estima-

tion of the ARX-LF model includes parameter initialization
and parameter update. In the initialization process, the ini-

tial value of the glottal closure instant (GCI) parameter was

suggested to be further shifted around the value determined

by the SEDREAMS method (Drugman et al., 2012a), which

took the properties of emotional voice into account and

improved the GCI estimation accuracy; the parameters of

TABLE I. Definitions of the parameters describing the glottal flow deriva-

tive in the LF model.

T0 One period of glottal flow

Tp Instant of the maximum glottal flow

Te Instant of the maximum negative differentiated glottal flow

Ta Duration of the return phase

Tc Instant at the complete glottal closure

Ee Amplitude at the glottal closure instant
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the LF model were then empirically initialized to the values

with the constraints suggested in Drugman et al. (2012b). In

the update process, the parameters of the ARX-LF model

were iteratively optimized in the sense of minimizing the

mean square error for each period of the glottal source, with

which the high-quality speech signal could be eventually

resynthesized. For the detailed implementation of this analy-

sis-by-synthesis approach, please refer to Li et al. (2017).

III. EXPERIMENT I: RELATIVE CONTRIBUTION
OF GLOTTAL SOURCE AND VOCAL TRACT
TO EMOTIONAL VOWEL PERCEPTION

A. Method

1. Stimuli

The Japanese voiced vowel (/a/) with four different

emotions (i.e., neutral, joy, anger, and sadness) uttered by

two professional male actors was used for the listening

tests. These vowels are called original emotional vowels

hereafter. The parameters of the ARX-LF model related to

glottal source and vocal tract were extracted using the anal-

ysis-by-synthesis approach described in Sec. II. Since the

estimation of these parameters was done for each glottal

period, the estimated parameters (except T0 and Ee) were

first averaged across all periods, while T0 and Ee were kept

as those of the original signals. To examine the relative

importance of GS and VT on emotional vowel perception, the

emotional vowels were resynthesized by using the averaged

GS parameters from one emotional state and the averaged VT

parameters from another emotional state. As a result, 16 artifi-

cially synthesized emotional vowels were obtained for each

speaker. To remove the effect of power difference on emotion

perception, the energy of the synthesized emotional vowels

was normalized in root mean square (RMS) prior to the listen-

ing tests.

2. Subjects

Ten normal-hearing listeners (four females and six

males) participated in this experiment. All subjects were

native Japanese-speaking listeners and were paid for their

participation. The subjects were post-graduate students at the

Japan Advanced Institute of Science and Technology, rang-

ing in age from 23 to 30 yr old.

3. Procedure

For each speaker’s vowel, there was a total of 16 resyn-

thesized signals. All stimuli were presented to each subject

at a constant sound pressure level of 65 dB through HDA-

200 headphones in a soundproof room. In the test, each sub-

ject listened to a total of 32 tokens of resynthesized vowels

(2 speakers � 4 sets of the glottal source parameters � 4 sets

of the vocal tract parameters) and eight original emotional

vowels (2 speakers � 4 emotional states). The presentation

orders of the stimuli were randomized across each subject.

Each subject was asked to give a score for each stimulus

based on her/his perceptual impression of valence and

arousal. Before the test, the basic information of emotion

dimensions and the meanings of valence and arousal were

introduced to subjects, as done in Elbarougy and Akagi

(2014). The scores for the perceptual evaluation of emotions

in the valence-arousal (V-A) space ranged from �2 to with a

step of 0.1. For the evaluation of valence, the score �2 indi-

cates very negative, with very positive; for the evaluation of

arousal, the score �2 indicates very calm, with very excited.

B. Results

The mean perceptual scores of the 16 synthesized emo-

tional vowels and the original emotional vowels in the V-A

space across 10 subjects for two speakers are plotted in Fig.

2. As shown in Fig. 2, for two speakers, since each emotional

vowel synthesized with the averaged GS and VT parameters

is close to its original emotional vowel, the averaged param-

eters of the ARX-LF model still contain much information

in the V-A space. The emotional vowel synthesized with the

neutral GS and neutral VT parameters was perceptually

scored to almost (0, 0) in the V-A space, and the scores for

the emotional vowels synthesized with the neutral GS and

arbitrary VT parameters were also quite close to the center.

Furthermore, it was found that the perceptual scores for the

emotional vowels synthesized with the anger GS and arbi-

trary VT parameters were negative in valence and positive in

arousal, while the emotional vowels synthesized with the joy

GS and arbitrary VT parameters were perceptually scored as

positive in both valence and arousal. But emotional vowels

synthesized with the sad GS and arbitrary VT parameters

were perceptually scored as negative in both valence and

arousal, especially for speaker 1. More importantly, it was

noted that the perceptual differences (i.e., the distances in

the V-A space) for the emotional vowels synthesized with

the given GS and arbitrary VT parameters were much

smaller than those for the emotional vowels synthesized with

the given VT and arbitrary GS parameters. In other words, in

the V-A space, the vowels synthesized with the given GS

and arbitrary VT parameters were centralized, whereas the

vowels synthesized with the given VT and arbitrary GS

parameters were more dispersedly distributed.

FIG. 1. (Color online) A typical one period of the LF glottal flow derivative.
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To examine the effects of GS parameters (GS-anger,

GS-joy, GS-neutral, GS-sadness) and VT parameters (VT-

anger, VT-joy, VT-neutral, VT-sadness), the perceptual

scores (the scores in arousal and the scores in valence) of the

resynthesized emotional vowels were subjected to statistical

analysis using the scores as the dependent variable, and the

GS and VT parameters as the two within subject factors. For

the perceptual scores in valence, two-way analysis of vari-

ance (ANOVA) with repeated measures indicated the signifi-

cant effects of GS [F(3, 27)¼ 20.377, p¼ 0.0000] and VT

[F(3, 27)¼ 7.378, p¼ 0.0009] for speaker 1, and GS [F(3,

27)¼ 30.534, p¼ 0.0000] for speaker 2. There was signifi-

cant interaction between GS and VT [F(9, 81)¼ 3.298,

p¼ 0.0018] for speaker 1, and [F(9,81)¼ 2.638, p¼ 0.0099]

for speaker 2. For the perceptual scores in arousal, two-way

ANOVA with repeated measures indicated the significant

effect of GS [F(3, 27)¼ 33.729, p¼ 0.0000] and VT

[F(3,27)¼ 8.340, p¼ 0.0004] for speaker 1, and GS [F(3,

27)¼ 82.417, p¼ 0.0000] and VT [F(3, 27)¼ 27.323,

p¼ 0.0000] for speaker 2. There was no significant interac-

tion between GS and VT for speaker 1, but significant inter-

action between GS and VT [F(9, 81)¼ 2.350, p¼ 0.0207]

for speaker 2.

C. Discussion

The emotional vowels synthesized with the averaged

GS and VT parameters (rather than their real values that var-

ied across glottal periods) was perceptually scored to (0, 0)

in the V-A space. Additionally, the perceptual scores of the

synthesized emotional vowels are close to that of the original

one, which validated again the effectiveness of the ARX-LF

model-based analysis-by-synthesis approach (Li et al.,
2017). The slight difference between the synthesized emo-

tional vowels and the original ones may be caused by using

the averaged parameters of the ARX-LF model. In compari-

son with emotional vowels synthesized with the given VT

and arbitrary GS parameters, the emotional vowels synthe-

sized with the given GS and arbitrary VT parameters have

the much smaller differences in the V-A space. This indi-

cates the dominant effect of the GS parameters (relative to

the VT parameters) in perception of emotions in vowels, and

is consistent with results from many previous studies (Sun

et al., 2009; Sundberg et al., 2011; Waaramaa et al., 2010).

The positions in the V-A space of the synthesized vowels

with four typical emotions obtained in this experiment are

similar to the results shown in Rubin and Talarico (2009)

and Gangamohan et al. (2016). Often the GS parameters are

extracted from the glottal source waveform using the inverse

filtering techniques (Alku, 2011; Rothenberg, 1973).

Though the similarities of the distribution of the percep-

tual scores on the V-A space of four typical emotions were

clearly observed for two speakers, the relative distances of

emotional vowels (i.e., sadness, joy, and anger) to neutral

vowels (i.e., the center of the V-A space) differed greatly.

To explore possible reasons for this difference, the F0

contour and amplitude Ee of the emotional vowels of the two

speakers were examined, since these two cues are well-

known to be important in emotional speech perception

(Banziger and Scherer, 2005). The F0 contours and intensity

amplitudes (Ee) of the emotional vowels of the two speakers

are plotted in Fig. 3. As shown by (a) and (b) in Fig. 3, the

F0 patterns (e.g., the mean F0, F0 range, and F0 shape) of the

emotional vowels differed greatly for the two speakers, espe-

cially for anger and joy. Compared to the neutral vowel, the

largest differences in the mean F0 and F0 range were for joy

for speaker 1 and anger for speaker 2, which correspond to

the largest distances relative to the neutral vowel in the V-A

space. This indicates that the mean F0 and F0 range can

substantially account for perception of emotions in vowels,

consistent with results reported by Audibert et al. (2005).

For example, anger is characterized by a higher value of

mean F0, which might be partially caused by the heightened

subglottal pressure during vowels in speech (Sundberg et al.,
2011). As shown by (c) and (d) in Fig. 3, the amplitude

shapes of emotional vowels were different for two speakers.

Relative to the neutral vowel, the largest differences in

amplitude shape were for anger for two speakers. This indi-

cated the important contribution of the intensity-related Ee

parameter for emotion perception, also observed by Auberge

and Cathiard (2003); Tao et al. (2009). Moreover, Fig. 3

indicates large differences in duration of the emotional

FIG. 2. (Color online) The perceptual results in the valence-arousal space of the emotional vowels synthesized with the arbitrary glottal source (GS) parame-

ters and the vocal tract (VT) parameters for speaker 1 (a) and speaker 2 (b). The results of the original emotional vowels are also plotted in the V-A space with

the solid symbols.
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vowels in this experiment, which might also affect percep-

tion of emotions in speech as suggested by Audibert et al.
(2005) and Audibert et al. (2006).

IV. EXPERIMENT II: CONTRIBUTION OF GLOTTAL
SOURCE AND VOCAL TRACT TO EMOTIONAL VOWEL
PERCEPTION AFTER NEUTRALIZING THE F0,
INTENSITY AND DURATION CUES

The results of experiment I showed that the GS cues

play more important roles in emotion perception than the VT

cues. In the present study, six parameters were used to

describe the glottal source wave by the LF model. As experi-

ment I showed, F0, Ee, and duration are important cues for

emotion (especially arousal) perception, which was also

reported in Auberge and Cathiard (2003), Audibert et al.
(2005), and Audibert et al. (2006). A follow-up question is

whether the other GS and VT cues contribute to emotion per-

ception. And how do these cues contribute to emotion per-

ception in the dimensions of valence and arousal. This is the

task of experiment II.

A. Method

The same voiced vowel (/a/) with four different emo-

tions (i.e., neutral, joy, anger and sadness) in experiment I

was used again. The GS and VT parameters in the ARX-LF

model were estimated and then averaged across all periods

as in experiment I. To examine the importance of the GS

parameters (except F0 and Ee) on emotion perception in the

V-A space, the T0 (i.e., 1/F0) and Ee parameters in the LF

model of the emotional vowels (i.e., joy, sadness, and anger)

were first replaced by those of the neutral vowels, but other

parameters for the LF model were preserved for each emo-

tional state. In the synthesis process, the emotional vowels

were resynthesized using the GS parameters (referred to as

F0 and Ee-neutralized GS parameters) from one emotional

state and the VT parameters of another emotional state. As a

result, 32 tokens of emotional vowels were resynthesized for

listening tests. Replacement of the T0 and Ee parameters

removed their effects on perception of emotion, which is

equivalent to normalizing duration of the synthesized emo-

tional vowels, and this helped to isolate the contribution of

the other GS cues to emotion perception.

The 10 normal-hearing listeners who participated in

experiment I also participated in this experiment, and were

paid for their participation. During the test, each subject lis-

tened to a total of 32 emotional vowel tokens (2 speakers

� 4 sets of the glottal source parameters � 4 sets of the vocal

tract parameters). Each subject was asked to give a score for

each stimulus based on her/his perceptual impression in

valence and arousal. The testing procedure was the same as

that in experiment I.

B. Results

The mean perceptual scores of the emotional vowels

synthesized with the F0 and Ee-neutralized GS parameters

and VT parameters in the V-A space across 10 subjects for

two speakers are plotted in Fig. 4.

FIG. 3. (Color online) The F0 contours of the synthesized emotional vowels for speaker 1 (a) and speaker 2 (b); the amplitude parameter Ee of the synthesized

emotional vowels for speaker 1 (c) and speaker 2 (d).
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As shown in Fig. 4, for both speakers, the perceptual

scores of the synthesized emotional vowels (i.e., joy, anger

and sadness) moved towards the position of the synthesized

neutral vowel (neutral GS and neutral VT) at the center (0,

0) in the V-A space. For speaker 1, the perceptual scores of

most of the synthesized emotional vowels were negative in

arousal in the V-A space. Though the perceptual scores in

valence of the emotional vowels synthesized with different

GS and VT parameters were centralized, those in arousal

were relatively scattered. More specifically, for the emo-

tional vowels synthesized with the given VT parameters, the

perceptual scores in arousal were often the lowest for vowels

with the sadness GS, and were often the highest for vowels

with the anger GS. For speaker 2, it was found that the per-

ceptual scores in valence of the synthesized emotional vow-

els were relatively scattered. For the emotional vowels

synthesized with the given GS parameters, the perceptual

scores in valence were the lowest for vowels with sadness

VT, followed by those for the emotional vowels synthesized

with the neutral and joy VT parameters, and the scores for

the emotional vowels synthesized with the anger VT param-

eters were the highest in valence.

To examine the effects of GS parameter (GS-anger, GS-

joy, GS-neutral, GS-sadness) and VT parameter (VT-anger,

VT-joy, VT-neutral, VT-sadness), the perceptual scores (the

scores in arousal and the scores in valence) of the F0 and

Ee-neutralized emotional vowels were subjected to statistical

analysis using the scores as the dependent variable, and the GS

and VT parameters as the two within subject factors. For the

perceptual scores in valence, two-way ANOVA with repeated

measures indicated the significant effects of VT [F(3, 27)

¼ 6.267, p¼ 0.0023] for speaker 1, and GS [F(3, 27)

¼ 3.800, p¼ 0.0215], and VT [F(3, 27)¼ 6.005, p¼ 0.0028]

for speaker 2. There were no significant interactions

between GS and VT for both speakers. For the perceptual

scores in arousal, two-way ANOVA with repeated measures

indicated the significant effects of GS [F(3, 27)¼ 24.988,

p¼ 0.0000] and VT [F(3, 27)¼ 8.132, p¼ 0.0005] for

speaker 1, and VT [F(3, 27)¼ 15.138, p¼ 0.0000] for

speaker 2. There was a significant interaction between GS

and VT [F(9, 81)¼ 4.208, p¼ 0.0002] for speaker 1, and

there was no significant interaction between GS and VT

[F(9, 81)¼ 0.486, p¼ 0.8799] for speaker 2.

C. Discussion

As seen in Figs. 2 and 4, the comparison of the percep-

tual scores in the V-A space of the synthesized emotional

vowels shows movements towards those of the synthesized

neutral vowels, which further indicates the important contri-

butions of the F0, Ee, and duration cues on perception of

emotions in vowels, similar to that reported in Audibert

et al. (2005) and Auberge and Cathiard (2003).

After removing the effects of the F0, Ee, and duration

cues, the VT information significantly contributed to valence

and arousal perception for both speakers, which was consis-

tent with the findings by Laukkanen et al. (1997). In con-

trast, the F0 and Ee-neutralized GS cues performed

differently for valence and arousal perception for the two

speakers. More specifically, speaker 2 related the F0 and Ee-

neutralized GS cues to the valence of the perceived emotion,

whereas speaker 1 related the F0 and Ee-neutralized GS cues

to the arousal of the perceived emotion. The different effect

of the F0-modified GS cues was also observed in Laukkanen

et al. (1997).

To further analyze the effects of the F0 and Ee-neutral-

ized GS and VT cues on the perception of emotions in the

V-A space, the spectral tilt of GS waveform and the first for-

mant frequency (F1) of VT were used to characterize the F0

and Ee-neutralized GS and VT cues, respectively. In this pre-

sent study, the spectral tilts of GS were calculated by

STRAIGHT (Kawahara et al., 1999) from 180- to 700-Hz,

and the first formant frequencies (F1) of VT were calculated

from the ARX model.

The relationships of F1 and the perceptual scores of the

emotional vowels in valence and arousal are plotted in Fig.

5, in which the four perceptual scores corresponding to the

given GS parameters and arbitrary VT parameters are line-

arly regressed in the sense of minimum mean square error

(MMSE). As shown in Fig. 5, the great scattering of F1 of

the synthesized emotional vowels with arbitrary GS and

arbitrary VT was clearly observed, as well as the relative

FIG. 4. (Color online) The perceptual results in the valence-arousal space of the emotional vowels synthesized with the different F0 and Ee-neutralized GS and

VT parameters for speaker 1 (a) and speaker 2 (b).
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differences in F1 of the emotional vowels compared to those

of the neutral vowels for the two speakers. The differences

in F1 of different emotional vowels were also found in many

previous studies (Erickson et al., 2006; Goudbeek et al.,
2009). After linearly regressing the perceptual scores in the

V-A space of the emotional vowels with the given GS

parameters, it was found that the varying range in F1 of the

emotional vowels for speaker 1 was much smaller than that

for speaker 2. This was attributed to the individualized char-

acteristics of F1 in emotional vowels (Erickson et al., 2016).

To further examine the reliability of the linear regressions in

Fig. 5, their coefficients of determination (R2) were calcu-

lated and listed in Table II. The numbers in bold, which are

larger than 0.6, denote a higher coefficient of determination.

From Fig. 5 and Table II, it was noted that F1 varied propor-

tionally to the perceptual scores in arousal for speaker 2 and

in valence for two speakers. This implied that emotions with

higher mean values of F1 were usually positive in valence,

which is in line with the findings in Laukkanen et al. (1997);

Mori and Kasuya (2007). Moreover, it was observed that the

slopes of the regression lines of the perceptual scores for

speaker 1 were much lower than those for speaker 2, which

indicates the significant differences in the degree of F1 varia-

tion against the perceptual scores in valence and arousal for

different speakers. This difference might be due to the differ-

ent degree of contributions of the VT cues in the production

process of the emotional speech for different speakers.

The relationships of the spectral tilt of the GS wave-

forms and the perceptual scores of the emotional vowels in

arousal and valence are plotted in Fig. 6 in which the four

perceptual scores corresponding to the given VT parameters

and arbitrary GS parameters are linearly regressed in the

MMSE sense. Figure 6 shows that the varying range of the

spectral tilts of the GS waveforms for speaker 1 were largely

smaller than those for speaker 2. The difference in the range

of the spectral tilt of the GS waveforms could be from the

different styles (e.g., individuality and degree of emotions)

in the emotional vowel productions for each speaker. That

individuality affects emotional speech was also pointed out

by Bulut and Narayanan (2008). It is further noted that the

spectral tilt of the GS waveforms varied proportionally to

the perceptual scores in arousal for both speakers, as shown

in Fig. 6(a). Noted also is that the slopes of the regression

lines for speaker 1 are similar to those for speaker 2, which

indicates that for a given amount of spectral tilt change of

the GS waveform, the change of emotion perception in

arousal is roughly similar. Figure 6(b) shows that no clear

consistent patterns of GS waveform spectral tilts with

valence perceptual scores, as is evidenced also by the low

coefficients of determination in Table II. This result is simi-

lar to the findings in Laukkanen et al. (1997) which stated no

significant relation of the GS waveform with valence

perception.

Figures 5 and 6 clearly show large differences in the range

of F1 and spectral tilt of the GS waveform for the two speakers.

Specifically, the ranges of F1 for speaker 1 were much smaller

than those for speaker 2, while the ranges of spectral tilt for

speaker 1 were much larger than those for speaker 2. These dif-

ferences implied that the speaker factor might have a signifi-

cant effect on emotion perception in vowels.

V. CONCLUSION

In this paper, two experiments were carried out to exam-

ine the effects of the glottal source and vocal tract cues on

emotion perception in terms of valence and arousal. Using

the recently developed ARX-LF model-based analysis-by-

synthesis approach, the glottal source and vocal tract

FIG. 5. (Color online) The relationship of the first formants (F1) and the perceptual scores in arousal (a) and in valence (b), where the perceptual scores for

four emotional vowels synthesized with the given GS and arbitrary VT parameters were linearly regressed in the sense of minimum mean square error

(MMSE).

TABLE II. The coefficients determination (R2) of the linear regressions for

the relationships between the perceptual scores in the V-A space and F1 or

the spectral tilt of glottal source waveform.

Speaker 1 Speaker 2

Anger Joy Neutral Sadness Anger Joy Neutral Sadness

F1-arousal 0.74 0.01 0.02 0.3 0.99 0.97 0.97 0.79

F1-valence 0.46 0.85 0.89 0.97 0.93 0.68 0.97 0.54

Spectral

tilt-arousal

0.87 0.74 0.80 0.63 0.61 0.91 0.67 0.03

Spectral

tilt-valence

0.18 0.50 0.01 0.80 0.11 0.01 0.63 0.50
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parameters were first obtained by analyzing the emotional

Japanese vowels, followed by the controllable modifications,

and then exploited for resynthesizing emotional vowels. The

resynthsized emotional vowels were presented to native

Japanese listeners with normal hearing for perceptually rat-

ing emotions according to valence and arousal. Based on

these results, the following findings were obtained:

(1) The ARX-LF model-based analysis-by-synthesis approach

thus helped to analyze the perceptual contributions of the

GS and VT information on emotion perception. The effect

of the GS information was dominant on perception of

emotional vowels relative to the VT information, which

was in line with previous findings (Sun et al., 2009;

Sundberg et al., 2011; Waaramaa et al., 2010). Moreover,

emotions in vowels were found to be highly speaker-

dependent, which was attributed in part to the large varia-

tion in emotional vowel production, such as interspeaker

differences in F0.

(2) The VT cues contributed to an emotion perception in

valence and arousal, after neutralizing the effects of the

F0, Ee, and duration cues. F1 varied proportionally to the

perceptual scores in valence and arousal, and the scatter-

ing of F1 of the emotional vowels was sizeable for each

speaker, which was attributed to the individualized VT

characteristics during production of emotional vowels.

The positive proportionality of the spectral tilt of the GS

waveform to arousal perception was observed, with no

clear relation to valence perception. Moreover, the range

of spectral tilt of the GS waveform was different for

each speaker, most likely due to different styles of emo-

tional speech production.

(3) Comparison of results of experiments I and II showed

that the GS cues play an important role in perception

of emotions in vowels, and that the emotions in the syn-

thesized vowels vary greatly across speakers, regardless

of the neutralization of the F0, Ee, and duration

parameters.

One limitation of this study is the small number of

speakers (only two speakers). Though many differences in

glottal source waveforms and vocal tract cues were observed

for the two speakers, some common findings were also

found; for example, F0 has an important role in perception

of emotions in vowels, which was consistent with the previ-

ous study reported by Erickson et al. (2006).

The use of voiced vowel /a/ in the present study mini-

mized the effects of other factors (e.g., prosodic and linguis-

tic content) in order to examine the relative contributions of

the GS and VT cues to emotion perception in vowels. It is

believed that this present study is useful to provide insight

into emotion perception in speech. However, perception of

emotions in speech is based on the combined effects of pro-

sodic (both glottal and vocal tract information) and linguistic

factors. All these factors should be taken into account in

future work, allowing the acoustic parameters (e.g., F0, dura-

tion, and energy) to be modulated in a natural fashion and to

be more easily generalizable to real-life utterances.

Also, this study focused on acoustic and perceptual

characteristics of emotional vowels in Japanese. Since cul-

ture and language play important roles in emotional expres-

sion, future work is necessary to examine different language

scenarios with respect to production and perception of emo-

tional speech.
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