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Abstract

With the high-speed development of the Internet in this information age, more and

more people over the world can easily access the Internet and use websites to share their

opinions, feelings, experiences or complains about products or services on social media

(e.g., forum discussion, blogs and social networks, travel websites). For both businesses

and customers, these contents (such as reviews, tweets, blogs,. . . ) are the worthiest

sources for not only enhancing their services, launching new products, making business

campaigns but also making their decisions when choosing a specific service or product.

However, the explosion of number websites on the Internet had led to the difficulty of

manually monitoring the massive volume of opinionated reviews. Additionally, the anal-

yses of experts towards those opinionated text of the services and products are diverse

and heterogeneous and may cause biases. To overcome these limitations, researchers have

explored a new research direction in natural language processing area named sentiment

analysis or opinion mining that is able to analyze opinionated text systematically and

automatically.

According to The World Travel and Tourism Council, Travel and Tourism is the fast-

growing industry and become the key to every country’s economy. Tourism becomes one

of the world’s largest economic sector by supporting over 300 million global jobs and

contributing more than 10 percent of world GDP. In the tourism sector, hospitality in-

dustry has occupied the most significant percentage. Specifically, hospitality industry

covers accommodations, food and beverages, travels, transportations, and other fields of

tourism sector. Hospitality industry contributes multibillion-dollar annually by providing

specific services, products, and experiences for customers based on the leisure time and

disposable income of customers. Simultaneously with the explosion of social media, trav-

elers and customers who used those services and products regularly post their comments,

opinions, and experiences on websites. Reviews of travelers regarding different charac-

teristics of a service or product bring the advantages for the managers to improve their

business, and for the potential customers before choosing a service or product. In finding

a way to improve the practical experience of both buy-side and sell-side in the hospitality

market, we apply document-level sentiment analysis for hospitality data collected from a

user-generated content site named TripAdvisor. Typically, from big data including both
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quantitative data and qualitative data of customer’s reviews, we apply some deep learning

models to identify the customers’ sentiment opinions expressed in the text reviews.

The contributions of this thesis are first conducting a comprehensive investigation into

sentiment analysis and recent related work. Secondly, we investigate the architecture of

some deep learning models, including Recurrent Neural Network, Long Short-Term Mem-

ory, Gated Recurrent Unit, Bidirectional Long Short-Term Memory, and Convolutional

Neural Network, which frequently applied on current research of sentiment analysis using

machine learning approach, and they had archived the state-of-the-art results in these

tasks. Additionally, we collected a new hospitality media dataset including more than

75,000 reviews of 410 hotels in Ho Chi Minh City, Vietnam up to February 2017 from

a well-known, world’s largest travel site named TripAdvisor. Finally, we carried out ex-

periments using those above deep learning models with the new dataset to evaluate the

performance of them for the complicated and complex task of sentiment analysis task.

As the results showed, although we just employ some general deep learning models with

slight configurations in the architectures, they can perform well with the complicated task.

Deep learning models averagely classified 89.95 percent correctly of the sentiment opinions

on the reviews given from the hospitality media dataset. They completely overperformed

some baseline models, including Support Vector Machine and Naiv̈e Bayes, which were

also famous in sentiment analysis field. This study adds more contributions to finding

the emerging opinions of customers towards the hotel reviews by applying deep learning

algorithms which ultimately benefits for further studies in this area.

Keywords: sentiment analysis - machine learning - deep leaning models - hospitality

media - hotel industry.
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Chapter 1

Introduction

We first introduce the background of our research in Section 1.1. The research motivations

and research goals are explained in Section 1.2. Then we introduce the contributions of

this study in Section 1.3. Finally, we illustrate the thesis structure in the Section 1.4.

1.1 Background

Sentiment analysis (SA), or opinion mining, is a research area of study that analyzes opin-

ionated text in natural language processing area. Sentiment analysis aims to determine

people’s opinions, evaluations, attitudes, appraisals, and emotions towards entities such

as services, products, events, individuals, organizations, and their attributes [1]. This task

is useful to not only individuals in making decisions but also organizations in improving

their services or launching new products. For example, potential customers can determine

the advantages and disadvantages of services before choosing by discovering the reviews

from other purchased customers. Companies always want to capture their customer’s

opinions to enhance their services, facilities, and marketing campaigns of their products

before launching into the market.

According to The World Travel and Tourism Council1, Travel and Tourism is the

fast-growing industry, and is a key to every country’s economy. With the number of

tourists growing year by year, tourism becomes one of the world’s largest economic sector,

supporting 313 million worldwide jobs and generating 10.4% of world GDP annually.

1https://www.wttc.org/
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Travel and Tourism has been expected to support more than 0.4 billion jobs over the

world, which equates to 1 in 9 of all worldwide jobs, and it will contribute around 25% of

global net job creation over the next decade. In the tourism sector, hospitality industry

takes the central place. The hospitality industry is a main business of the service industry

that provides accommodations, foods and beverages, travel and tourism, transportations,

and others within the tourism industry. Nowadays, hospitality is a multibillion-dollar

industry which focused on the satisfaction of customers by providing specific experiences

for customers.

With the proliferation of user-generated content (UGC) on the Internet, many con-

sumers use websites to share their feelings, experiences, or complains about services,

products, or trip destinations [2]. User-generated content is the online platform where

customers reflect their thoughts and raise their ratings for products and services [3]. On-

line opinionated feedbacks (such as reviews, tweets, blogs. . . ) in UGC take an essential

place for potential customers to make their decisions [4]. Especially, customer’s feedback

is an integral part of the continuous improvement process implemented in the hotel in-

dustry, and yet a comprehensive characterization of the customer experience is difficult

to achieve. Nowadays, consumers are participating and spending more time on social

media to make friends, co-create, share information, experiences, and opinions [5]. Their

purchase as a decision-making process is being influenced by those factors through so-

cial media networks. Hence, managers are focusing on online communication platforms

to reach the online consumers and to take advantages of their feedbacks in the social

networks.

Nowadays, with the massive development of the Internet and social media, tourists

can easily express their feelings or their opinions about the accommodations, restaurants,

attractive tourist attractions,. . . and services during their trips on some UGC sites (e.g.

SNS sites such as Facebook 2, Twitter3, or travel website such as Booking4, TripAdvisor5).

They are the worthiest sources for not only the managers to enhance their services, facil-

ities, and marketing campaigns but also for potential customers to consider services and

products before making the decisions. For example, according to TripAdvisor’s Investor

2https://www.facebook.com
3https://www.twitter.com
4https://booking.com
5https://tripadvisor.com
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Relations6, more than 702 million reviews and opinions had been uploaded to TripAdvisor

up to November 07 2018, and TripAdvisor-branded sites are home to the world’s largest

travel community of 490 million averaged monthly unique visitors. However, there is a

challenge and difficulty in monitoring and analyzing such kinds of information manually

due to a massive amount of opinionated text reviews on social media. Moreover, the anal-

yses of human towards these opinionated text reviews of services and products are diverse

and heterogeneous and are easily led to significant biases, e.g. people often enjoy the

reviews concerning to their preferences [6]. Therefore, these limitations can be avoided by

using a automated sentiment analysis system. Instead of using hand-crafting methods,

researchers become more interested in analyzing opinionated text automatically by using

some machine learning techniques. Recently, machine learning has occupied a central

place and expanded on many research fields and intelligent systems. Particularly, deep

learning becomes the hottest trend in machine learning thank to its computational effi-

ciency on matrix operations and the stronger computing power of the computer. These

characteristics will enable deep learning models to shine in analyzing big-unstructured

data, especially in sentiment analysis to understand the sentiment opinions and the tar-

gets of a text document. These deep learning models can overcome the limitations of

subjective opinion biases and the shortages of opinionated text that can be caused by

human.

1.2 Research Motivation

This research aims to conduct a comprehensive investigation into machine learning models

for sentiment analysis on hospitality review data. Particularly, we mainly focus on deep

learning models and their applications in sentiment analysis. Based on this investigation,

this research will determine the architectures of some previously developed deep learning

models and then points out the advantages and disadvantages of them. Our research goal

is to help hotel managers gain more accurate, useful information and insights from their

customers and services. By the motivation from the above discussion, we first explore

the task definition of this research, then decide the appropriate algorithms based on

deep learning. Furthermore, we will conduct experiments on the new hospitality dataset

6http://ir.tripadvisor.com/
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crawled from TripAdvisor to evaluate the performance of different deep learning models

for sentiment analysis in hotel reviews.

1.3 Research Contributions

The contribution of this thesis is as follows:

• We conduct a comprehensive survey about sentiment analysis, techniques to solve

the sentiment analysis task, and current research on sentiment analysis. Especially,

we classify the differences, advantages, and drawbacks of some deep learning models

applying for document-level sentiment analysis, including Recurrent Neural Network

(RNN), Long Short-Term Memory (LSTM), Gated Recurrent Units (GRU), Bidi-

rectional Long Short-Term Memory (BiLSTM), and Convolutional Neural Network

(CNN). We also introduce the word embedding technique to map a word (text) to

a vector (number), which is then fed into deep learning models at the input phrase.

• We collect a new hospitality media dataset on TripAdvisor, which covers all English

reviews for 410 hotels in Ho Chi Minh City, Vietnam up to February 2017, and do

some descriptive analyses.

• We conduct experiments for those deep learning models on the new dataset to show

that deep learning models archive better performances in sentiment analysis for

hospitality media compared with some previous models (baseline models).

1.4 Thesis Outline

The rest of this thesis is organized as follows:

• In chapter 2, we conduct a comprehensive survey about sentiment analysis, deep

learning, and recent work on the sentiment analysis task, especially in hotel industry.

• In chapter 3, we first introduce a framework for sentiment analysis using deep learn-

ing models. This is a general framework which mostly applied for supervised learning

tasks using deep learning algorithms. In addition, we describe some deep learning

11



models which are well-known for sentiment analysis task on document level, includ-

ing Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM), Gated

Recurrent Units (GRU), Bidirectional Long Short-Term Memory (BiLSTM), and

Convolutional Neural Network (CNN).

• In chapter 4, we introduce a new hospitality media dataset which collected from

TripAdvisor and then do some descriptive statistics. Furthermore, we config the

experimental settings for the deep learning models, and present the experimental

results of different deep learning models for SA task on the new dataset.

• In chapter 5, we summarize the contribution of this study, and determine some

limitations, future work for the sentiment analysis task in hospitality media.
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Chapter 2

Related Work

2.1 Sentiment Analysis

According to Bing Liu [1], Sentiment analysis (SA), or opinion mining, is the field of

study that analyzes human’ opinions, sentiments, feelings, emotions. . . towards entities

such as products, services, organizations, individuals. . . Sentiment analysis mainly focuses

on opinions which express or imply positive or negative sentiments. Since 2000, sentiment

analysis has emerged to become the most attractive and active research field in natural

language processing (NLP) area.

Sentiment analysis can be performed on three different levels: document-level, sentence-

level, and aspect-level. At document-level, sentiment analysis focus on detecting whether

an opinionated text expressed positive or negative opinion by considering the whole doc-

ument as an essential information unit (only discussing unique topic). Sentence-level

sentiment analysis pays more attention to classify sentiment opinion expressed on sen-

tences of a long document using two steps. First, it identifies whether the sentence is

subjective or objective. While a subjective sentence usually expresses personal sentiment

or opinion, an objective sentence gives some factual information about an object, such

as product or service [1]. The next step is to classify whether the subjective sentence

expressed positive or negative opinion. The study of Wilson et al. [7] pointed out that

sentiment opinions can be expressed in both subjective and objective sentences in nature.

However, because sentence is likely just a short document, the difference between them is

not fundamental [1]. An example of sentence-level sentiment analysis is shown as follows:
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Example 1: Posted by Tiano on Sept-10-2010

(1)I stayed in Nikkon Hotel last trip. (2)The room was clean and the wifi was

strong. (3)However, it was a bit noisy at night. (4)So, I changed the hotel on

the next day.

Given Example 1, a sentiment analysis system will classify whether a sentence ex-

pressed positive, negative, or no sentiment opinion. From above example, this system

will classify sentence (1) as no opinion (or neutral), sentence (2) as positive opinion, and

sentence (3) as negative opinion respectively. Especially, although sentence (4) “So, I

changed the hotel on the next day.” is an objective sentence (because it gave the true

fact), it implicitly expressed negative feeling about the hotel. Thus, it is more suitable to

determine every sentence in a long document as opinionated sentence or not, rather than

subjective or objective sentence.

On the other hand, Aspect-level sentiment analysis, as known as Aspect-based senti-

ment analysis - ABSA, provides necessary details about all aspects of a entity mentioned

in text documents, which is crucial in many applications. ABSA aims to classify the

sentiment concerning specific aspects of a entity. For aspect-level sentiment analysis, we

use a quintuple (ei, aij, oijkl, hk, tl) [1] to represent an opinion, where:

– ei denotes an entity’s name.

– aij denotes an aspect term belong to entity ei.

– hk is a opinion holder who expressed the opinion.

– tl indicates the specific time when hk expressed the opinion.

– oijkl is the opinion towards aspect aij of entity ei given by hk person at tl time.

The opinion oijkl can be classified as (pos, neg, neu) levels, or indicated by different

numerical/intensive measurement, such as star ratings, or numerical numbers. When the

opinion holder hk did not express the opinion oijkl towards any specific aspect aij, we

denote aspect aij of entity ei as GENERAL. We show an example of opinion quintuples

as follows:

14



Example 2: Posted by bigAbc on Dec-20-2017

(1)I bought a Nokia cellphone and my brother bought a Samsung cellphone

last month. (2)We kept in touch when we went to Tokyo. (3)The speech of

my Nokia was perfect, but the battery life is short. (4)My brother was quite

satisfied with his Samy, and with its sound . (5)I also want a cellphone like

my brother. (6)So am going to return it tomorrow.

Four opinion quintuples will be generated from the above example:

– (Nokia, sound quality, positive, BigAbc, Dec-20-2010)

– (Nokia, battery life, negative, BigAbc, Dec-20-2010)

– (Samsung, sound quality, positive, BigAbc’s brother, Dec-20-2010)

– (Samsung, GENERAL, positive, BigAbc’s brother, Dec-20-2010)

Each quintuple describes the entity, aspect, sentiment opinion, opinion holder, and

posted time respectively regarding to the definition of (ei, aij, oijkl, hk, tl). According to

Bing Liu [1], six following tasks must be performed to extract the opinion quintuples from

document D:

• Task 1: Entity extraction and grouping

In this task, a system will extract all entities mentioned in opinionated document

D and group synonymous entities into entity clusters. Each cluster points out an

unique entity ei. For instance, the system must extract three entities “Nokia”,

“Samsung”, “Samy” from Example 2, and then categorizes them into two groups

“Nokia”, and “Samsung”, in which “Samsung” and “Samy” belong to the unique

cluster “Samsung”.

• Task 2: Aspect extraction and grouping

This task is to point out all aspects of the above entities, and then group synonymous

aspects into same terms. Each aspect term aij represents a particular aspect of

entity ei. For example, three aspects “speech”, “battery life”, and “sound” must be

extracted from Example 2, and then be classified into two unique aspect clusters

“battery life” and “sound quality”, where “speech” and “sound” are merged into

“sound quality”.

15



• Task 3: Opinion holder extraction

In this task, a system extracts the name of people who gave the opinions in document

D. From Example 2, “BigAbc” and “BigAbc’s brother” are extracted as opinion

holders.

• Task 4: Time extraction

This task aims to extract the time tl when the opinion holder hk gave the opinions

in document D. From Example 2, “Dec-20-2010” is extracted as time.

• Task 5: Aspect sentiment classification

This task is to determine the sentiment opinion oijkl for each aspect aij of entity ei.

The sentiment an be classified as positive, negative, neutral or numeric sentiment

ranking. From Example 2, the polarity of “battery life” of “Nokia” expressed by

“BigAbc” on “Dec-20-2010” is negative, while the rest aspects are classified as

positive.

• Task 6: Opinion quintuple generation

This is the final task for ABSA that produces all opinion quintuples expressed in

the document D based on the results given from about tasks.

There are many techniques to solve the sentiment analysis tasks (as known as senti-

ment classification tasks) . According to Medhat et al. [8], there are two main approaches

for sentiment classification, including machine learning and lexicon-based approach as in

Figure 2.1. The approach using Lexicon-based technique is built on a collection of precom-

piled sentiment terms, and can be classified as two approaches. The first dictionary-based

approach uses statistical methods to identify the sentiment opinion consisting on the

document. The other approach called corpus-based approach focuses on semantic tech-

niques to archive the same goal. On the other hand, the Machine learning Approach

(ML) applied some famous machine learning models with linguistic features. The ma-

chine learning approach for sentiment classification can be classified as supervised and

unsupervised learning. While supervised learning uses a massive amount training dataset

with labels to train models and automatically detect the sentiment polarity, unsupervised

leaning is employed when the labeled dataset is not available.

In this study, we mainly focus on applying deep learning models for sentiment analysis
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task on document level. A new hospitality media dataset collected from a UGC platform

named TripAdvisor will be used to train and test these models to deepen our knowledge

of the performance of deep learning models for the complicated and complex task of

understanding the customer’s opinions in hotel reviews.

Figure 2.1: Sentiment classification techniques.

2.2 Deep Learning

Deep learning is a part family of supervised learning that aims to represent the features

at different level of abstractions. By combining multiple hidden layers (usually more than

three), deep learning can capture the abstract representations of every feature of large

dataset. The fundamental idea of deep learning is to use the backpropagation algorithm

to change the model hyperparameters to compute the abstract representation using the

information from previous hidden layers [9]. Recently, deep learning has occupied the

central place in almost research fields of computer science, and it had archived the state-

of-the-art in image recognition [10, 11], speak recognition [12, 13], natural language pro-

cessing,. . . In NLP, deep learning models have archived high performances, as in sentiment

analysis tasks [14,15], question answering system [16], automated machine translation sys-

tems [17,18]. It is clear that deep learning models, even without using any hand-crafting

17



Figure 2.2: An example of deep learning network with 3 hidden layers.

knowledge, had outperformed lexicon-based methods and feature-based methods [19,20].

The primary advantages of deep learning are its computational efficiency on matrix op-

erations and its ability to learn the latent structured representation of big-unstructured

data in vector space. Figure 2.2 illustrates an example of a fully-connected deep learning

network with three hidden layers [21], where each node from a layer is fully connected

with every node from previous layer. In this thesis, we will investigate some deep learning

models for sentiment analysis task in Section 3.3.
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Chapter 3

Methodology

In this chapter, we first introduce a framework using deep learning models for sentiment

analysis. Then we explain the technique to convert word into vector named word embed-

ding, which is well-known for sentiment analysis tasks. Section 3.3 shows the architecture

of some deep learning models for sentiment analysis, including RNN, LSTM, GRU, BiL-

STM, and CNN.

3.1 Framework

We use a general framework which widely apply for document-level sentiment analysis

task using deep learning models. Figure 3.1 illustrates the whole process, from collect-

ing dataset to training, test the models, and classifying the sentiment opinions of hotel

reviews.

First, we collect a new hospitality media dataset by using an open framework named

Scrapy1 for extracting text reviews from TripAdvisor2. Then we apply some techniques

in NLP to preprocess the data to get the cleaned dataset, such as noise data cleaning,

language detection (only keep English reviews), punctuation, stopwords removal, tok-

enization, . . . . Because the input of almost machine learning models, especially deep

learning models is numerical data, so we must convert the sequential text reviews into

numerical matrices. The process called vectorization will be applied in this phrase to con-

1https://scrapy.org/
2https://tripadvisor.com
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Figure 3.1: Framework for sentiment analysis task on document-level.

vert each word into its vector by using a pre-trained model named Google Word2Vec3 to

get the word embedding matrices. Google Word2Vec is a pre-trained model trained using

Google News dataset (100 billion words) which widely uses in many research in natural

language processing area. The model consists three million unique words and phrases,

where each of them is represented using a unique 300-dimensional vector.

The word embedding matrices given from previous stage will be fed into deep learning

models to get the output, which is the polarity of each sentence (classified as positive,

negative). In this research, we apply some well-known deep learning models, including

CNN, LSTM, GRU, BiLSTM with some tuning techniques to get the final results, in

order to give the comparison. Figure 3.2 illustrates the basic mechanism using supervised

machine learning models for sentiment analysis task on text reviews [22] (document-

level or sentence-level sentiment analysis). Applying into our research, we first train

3https://code.google.com/archive/p/word2vec/
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Figure 3.2: The flow chart of supervised learning for sentiment classification task.

sentiment classification models (deep learning algorithms) using a training dataset. Then,

the processed reviews will be fed into these models to determine the polarity (pos, neg

sentiment). The results of these experiments will be shown in Chapter 4.

3.2 Word Embedding

Word embedding is a high-quality distributed vector representation that captures a large

number of precise syntactic and semantic properties of words. The main ideal of word em-

bedding is to group similar words together [23] to help machine learning models archiving

better performance in NLP tasks. In vector space, the synonymous words will be assigned

in the adjacent locations. These learned vectors explicitly encode many linguistic regular-

ities and patterns. For instance: vector(“Hanoi”) - vector(“Vietnam”) + vector(“Japan”)

is closer to vector(“Tokyo”) than other words in vector space. Figure 3.3 illustrates some

examples of relations between words in vector space. The right most figure shows the allo-

cation of countries and their capitals in the same vector space. Figure 3.3 also illustrates

the relationship of male-female and verb tense (past form and progressive form):

vector(“man”) - vector(“queen”) + vector(“man”) ≈ vector(“woman”)

vector(“swimming”) - vector(“swam”) + vector(“walking”) ≈ vector(“walked”)

There are two popular methods to train word embedding in the natural language
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Figure 3.3: A visualization about the relation between words in vector space.

processing area, including Word2Vec and GloVe4. Both Word2Vec and GloVe can capture

the semantic and syntactic of words. However, Word2Vec preserves semantic analogies for

basic arithmetic on the word vectors, e.g. vec(“Hanoi”) - vec(“Vietnam”) + Vec(“Japan”)

is closer to vec(“Tokyo”), while GloVe preserves semantic analogies for global word-word

co-occurrence statistics in a corpus. Recent research on NLP tasks has confirmed that

both Word2Vec and GloVe are effective in almost studies. In this thesis, we investigate

Word2Vec method to vectorize the text document to numerical matrices for deep learning

model’s inputs.

3.3 Deep learning models for Sentiment Analysis

3.3.1 Recurrent Neural Network

Recurrent neural network (RNN) is a part family of neural networks that performs well

with the input data is interdependent such as a speech, transactional data or language.

The original neural network assumes that the relations of inputs and outputs of the

model are not exist. However, in some tasks using sequential data especially in natural

language processing, the computation at a stage must be related to the previous stages.

For example, if a model want to forecast the next word of a sentence, it is better to know

which words expressed previously. The fundamental idea of RNN is to perform exactly

4https://nlp.standford.edu/projects/glove/
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task for every component in a sequential set (e.g. sentence, speech, time-serial data),

where the output of a state is depended on the previous computations. The original

CNN model [9] can be illustrated as in Figure 3.4 (left diagram). After unrolling (right

diagram), the RNN model can be understood as the multiple copies of a same network at

different sequential time steps, which uses the output from previous time step as the input

information. For example, if a sentence has three words, RNN model can be unfolded

into a 3-layer neural network as in Figure 3.5 .

Figure 3.4: A original RNN model and the unfolding of the RNN model.

Given an input sentence X = [x1,x2, . . . ,xN ] where xt is input vector at time step t

and N is the length of the sentence, RNN performs recursively at each time step as in

Equation 3.1.

st = f (U · xt + Wrnn · st−1 + bs) (3.1)

ot = softmax (V · st + bo) (3.2)

Parameters in this equation are explained as follows:

• st indicates hidden state of time step t and h0 is initialized as zero vector. st can be

understood as “memory” cell of RNN and is calculated using the previous hidden

layer and the input at the current time step t. Activation function f can be tanh

or ReLU [24].

• ot is the output of model at step t.
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• Wrnn, V, U, and b are the model hyperparameters which will be changed and

optimized during the training process.

Figure 3.5: Visualizing the standard RNN architecture with three time steps.

At each time step, RNN network combines the current input information xt and the

past information from previous time step st−1 to create a new vector representation for

current state ht. For that reason, RNN model can perform well on sequential dataset

such as text document. For the sentiment analysis tasks, the final output ofinal of the

last hidden state containing the whole information of the sequence will be classified as

positive or negative class using softmax activation function.

In theory, RNN model can capture long-term dependent information using the re-

cursive architecture. However, the practical experiments showed that the RNN model

had been suffered from the vanishing gradient problem. During the training process, the

hyperparameters of model are not updated in back propagation phrase due to the tiny

change in gradient value. It led to the early stop of iterative learning of RNN’s hyper-

parameters [25]. As the result, the tasks using long-sequential dataset (long documents,

reviews) could not archive the optimized performances with RNN model. To overcome

this situation, a new version of RNN named Long Short-Term Memory has been proposed.
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3.3.2 Long Short-Term Memory

A variation of RNN had been proposed by Hochreiter and Schmidhuber [26] to overcome

the limitations of RNN. Currently, LSTM model has been widely employed in different

tasks in many research fields of computer science. With the significant improvement in

the architecture, LSTM had archived the state-of-the-art many current studies, such as

automated machine translation [18], speech recognition [27], named entity recognition

[28,29], and sentiment analysis [30]. The main difference compared with RNN is the way

LSTM model remembering the past information for a long time. Particularly, LSTM uses

a “memory” cell to remember information that is far from the current state.

LSTM also has a recursive architecture as RNN, but it uses a different way to process

information at each time step. While RNN uses one neural network layer to process the

information, LSTM uses four layers, or 4 gates to automatically process the information.

The processed information is then accumulated in “memory” stage after every time state.

For a given input sentence X = [x1,x2, . . . ,xN ], where xt ∈ Rdi is di-dimensional input

vector at time state t and N is the length of sentence, the equations as follows exploit the

model’s structure at each recursive step of LSTM model.

ft = σ (Wf · [ht−1,xt] + bf ) (3.3)

it = σ (Wi · [ht−1,xt] + bi) (3.4)

ot = σ (Wo · [ht−1,xt] + bo) (3.5)

C̃t = f (WC · [ht−1,xt] + bC) (3.6)

Ct = ft �Ct−1 + it � C̃t (3.7)

ht = ot � tanh (Ct) (3.8)

The parameters in these equations are explained as follows:

• f, i,o,C ∈ Rdh indicate a forget gate, an input gate, an output gate, and a cell state

(“memory” state) respectively. dh is number of hidden units in each LSTM cell.

• ht ∈ Rdh stands for hidden state of model, which is also known as the output state

of a LSTM unit.
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• W ∈ Rdh×(dh+di) and b ∈ Rdh stand for the the model hyperparameters, which will

learned and optimized by an optimization method during the training process, such

as Adam optimization.

• f is an activation function, which usually is the hyperbolic tangent tanh. σ is also

an activation function named sigmoid function. Both of tanh and σ are non-linear

functions. The difference between them is that tanh function scales the output to

the range [−1, 1], while σ activation results in output that is between [0, 1].

• � represents an element-wise product, and the square brackets stand for the con-

catenation operator.

Figure 3.6 illustrates a graphical example of LSTM model with three time steps. The

core component of LSTM is the “memory” cell state C which stores information through

all time steps. However, “memory” cell does not have the ability to remove or add

information into it directly. It must use three gates including f , i, o to decide how much

information can be stored or deleted to/from the “memory”. The forget gate determines

the amount of information in “memory” should be removed. The input gate decides the

amount of new information to be saved in “memory”. The output gate considers how

much the old information from the“memory” and the new information from the input at

time state t could sent to the hidden layer of LSTM unit. For sentiment analysis task,

the hfinal at the final recursive step of LSTM will be classified by softmax activation

function to get the final result.

Many current research are widely employing LSTM model and its variations, and has

archived remarkable performances in many NLP systems. The principle of LSTM model

showed that it can easily handle long-term dependency and the vanishing gradient problem

compared with RNN model. Moreover, LSTM network can archive better performances in

many tasks without using any hand-crafting knowledge. In this work, we employ LSTM

with some slight configurations as one of deep learning models due to the advantages that

LSTM can learn the abstract representation of words in documents.
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Figure 3.6: Visualizing the LSTM architecture with three time steps.

3.3.3 Gated Recurrent Units

In this thesis, we also investigate a dramatic variation of LSTM introduced by Cho et

al. [31] named Gated Recurrent Unit (GRU). In this model, the forget gate f and the

input gate i had been merged into a new “update” gate, and the “memory” and the

hidden state are also combined into a new “reset” gate. By merging and reducing the

number of gates, GRU model is now simpler than standard LSTM model, and has been

steadily popular. Figure 3.7 shows the architecture of a GRU unit.

The following equations illustrate each recursive step in GRU for a given input sentence

X = [x1,x2, . . . ,xN ] where xt ∈ Rdi is di-dimensional input vector at time step t and N

is the length of the sentence.

zt = σ (Wz · [ht−1,xt] + bz) (3.9)

rt = σ (Wr · [ht−1,xt] + br) (3.10)

h̃t = tanh (W · [rt � ht−1,xt] + bh) (3.11)

ht = (1− zt)� ht−1 + zt � h̃t (3.12)

These parameters in these equations are explained as follows:
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Figure 3.7: Visualizing the architecture of GRU.

• r, z ∈ Rdh stand for a reset gate and a update gate respectively. dh is the number

of hidden units in GRU model.

• ht ∈ Rdh stands for hidden state of model, which is also known as the output state

of a GRU unit.

• W ∈ Rdh×(dh+di) and b ∈ Rdh are the model hyperparameters which are changed

and optimized by an optimization function, such as Adam optimization.

• tanh is the activation function and σ is the sigmoid function. Both of them are

activation functions as explained in LSTM model.

• � represents an element-wise product, and the square brackets stand for the con-

catenation operator.

In sentiment analysis task, the hfinal at the final recursive step of GRU will be classified

by softmax activation function to the final result.

3.3.4 Bidirectional Long Short-Term Memory

A famous variant of LSTM called Bidirectional Long Short-Term Memory (BiLSTM)

was first published by Graves et al. [32]. Given a sentence X = (x1,x2, . . . ,xn) with n
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words, where xt ∈ Rdi is the di-dimensional vector of a word at time step t, a forward

LSTM model captures the representation
−→
h t from left to right (the past) of a word in

sentence. To capture the idea that the representation from the future of a word (from

the right to the left in the sentence) also brings the benefit to train the model, BiLSTM

uses the second LSTM (backward) in the reverse direction (compared to the forward

LSTM) to compute a representation
←−
h t given the input sentence (xn,xn−1, . . . ,x2,x1).

Recently, BiLSTM archived significant results in NLP, such as named entity recognition

[33], sentiment analysis [34], online handwriting recognition [35]. Figure 3.8 illustrates

the architecture of BiLSTM.

Figure 3.8: Visualizing the BiLSTM architecture with three time steps.

Each step of BiLSTM can be calculated as follows:

−→
f t = σ

(−→
Wf ·

[−→
h t−1,xt

]
+
−→
b f

)
(3.13)

−→
i t = σ

(−→
Wi ·

[−→
h t−1,xt

]
+
−→
b i

)
(3.14)

−→o t = σ
(−→
Wo ·

[−→
h t−1,xt

]
+
−→
b o

)
(3.15)

−→
C̃ t = tanh

(−→
WC ·

[−→
h t−1,xt

]
+
−→
b C

)
(3.16)

−→
C t =

−→
f t �

−→
C t−1 +

−→
i t �

−→
C̃ t (3.17)

−→
h t = −→o t � tanh

(−→
C t

)
(3.18)
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←−
f t = σ

(←−
Wf ·

[←−
h t−1,xt

]
+
←−
b f

)
(3.19)

←−
i t = σ

(←−
Wi ·

[←−
h t−1,xt

]
+
←−
b i

)
(3.20)

←−o t = σ
(←−
Wo ·

[←−
h t−1,xt

]
+
←−
b o

)
(3.21)

←−
C̃ t = tanh

(←−
WC ·

[←−
h t−1,xt

]
+
←−
b C

)
(3.22)

←−
C t =

←−
f t �

←−
C t−1 +

←−
i t �

←−
C̃ t (3.23)

←−
h t =←−o t � tanh

(←−
C t

)
(3.24)

Parameters in these equations are explained as follows:

• Both
−→
h t,
←−
h t ∈ Rdh are the hidden states of model. They are also known as the

output state of a BiLSTM unit, where
−→
h t is the output of forward LSTM model

and
←−
h t is for backward LSTM model respectively. dh is the number of hidden units

in LSTM.

•
−→
W ∈ Rdh×(dh+di) and

−→
b ∈ Rdh are the model hyperparameters of the forward

LSTM, while
←−
W ∈ Rdh×(dh+di) and

←−
b ∈ Rdh are the model hyperparameters of the

backward LSTM.

• � represents an element-wise product, and the square brackets stand for the con-

catenation operator.

The final result from forward LSTM
−→
h final and backward LSTM

←−
h final are concate-

nated into a new long vector, and then passed through a softmax activation function to

compute the final classification result.

3.3.5 Convolutional Neural Network

Convolutional neural networks (CNN) is a part of deep artificial neural networks, which

most applied to local features [36]. Formerly invented for computer vision, convolutional

neural network algorithm has achieved the state-of-the-art performances on some NLP

tasks related to sentiment classification [14, 37, 38]. Another impressive results can be

observed at semantic parsing tasks [39], information retrieval [40], sentence modeling [41],

and other tasks in NLP [42]. By transforming the tokens consisting each sentence into
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Figure 3.9: Visualizing of a CNN architecture for sentiment analysis.

a vector, CNN forms a “sentence matrix” and use them as the input of model. Those

vectors might be taken from the Word2Vec model [23] or Global Vectors for Word Rep-

resentation model [43]. So that convolutional neural network can capture the distributed

representation of words in sentence. A slight variant of CNN model is illustrated in Figure

3.9 [44].

Let xi ∈ Rd is the d-dimensional word vector representing the i-th word in the sentence.

A s-length sentence (padded where necessary) is written as:

x1:s = x1 ⊕ x2 ⊕ · · · ⊕ xs, (3.25)

where ⊕ stands for the concatenation operator. We use xi:i+j to denote the word con-
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catenation from xi to xi+j. To perform a convolution process, we use a window filter

w ∈ Rh×d sliding over h words to generate a new feature. Equation 3.26 shows an exam-

ple of a feature ci generating from a sequence of h words xi:i+h−1, from xi to xi+h−1:

ci = f(w� xi:i+h−1 + b), (3.26)

where � represents an element-wise product, b ∈ R is the bias value, and f is an

activation function, such as tanh, ReLU . This window filter will be slided over every

possible sequence of words, including {x1:h,x2:h+1, . . . ,xs−h+1:s} to generate a feature map:

c = [c1, c2, . . . , cs−h+1] , (3.27)

where c ∈ Rs−h+1. We can refer e feature map as an abstract representation of sentence by

using a window filter. In fact, a sentence can be represented by different complementary

representations if we investigate different window filters on the same regions. In practice,

we use different filters with the same window size, and also with different window sizes.

The results of the feature map are generating differently rely on the sentence length and

the various filters.

We then apply a max-over-time pooling operation [42], such as 1-max pooling ĉ =

max{c} [45], over each feature map to extract the maximum value from each feature

map. The principle is to take the most important information from every feature map.

The maximum values of all feature maps are then concatenated to generate a unique

feature vector. This new vector will pass through a softmax activation function to get

the final result.
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Chapter 4

Experiments

This chapter reports results of our experiments to evaluate the deep learning models’ per-

formances for sentiment analysis task. We first introduce a new hospitality media dataset

crawled from TripAdvisor and do some descriptive analyses in Section 4.1. Secondly, we

show some experimental settings of deep learning architectures on Section 4.2. Section

4.3 shows the empirical results and the comparison between these deep leaning models to

deepen our understanding about the effectiveness of deep learning models for sentiment

analysis task with the new hospitality media dataset.

4.1 Dataset

We used a crawler to obtain a new dataset from TripAdvisor1, which consists of all English

reviews for 410 hotels in Ho Chi Minh City, Vietnam up to February 2017. 58,381 travelers

with purchased evidence were giving 75,824 reviews. Among 410 hotels, only 405 hotels

had received reviews while the others had not gotten any review yet. Table 4.1 confirms

and emphasizes on the upward trend in the number of reviews over years.

Table 4.2 presents the number of hotels, reviews and response rate (%) for each hotel

star segment. The final column shows that the higher star of a hotel, the higher of the

response rate was given. Moreover, the 3-star to 5-star hotels account for approximate

82% of total reviews. Although 5-star hotels cover only 5.1% in total, they occupied 28.1%

reviews in total and actively responded to their customers.

1https://tripadvisor.com
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Table 4.1: Number of reviews over years. - stands for not available.

Year

Star 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2/2017

Unrated - 4 16 45 119 216 261 253 234 203 134 156 79 2

1 - - - 4 5 7 7 10 26 51 153 164 147 1

2 - 3 19 78 232 529 541 819 1,241 1,826 1,958 1,743 1,587 64

3 4 17 51 161 301 1,147 909 1,281 1,766 2,804 3,482 4,498 5,465 215

4 4 20 65 167 166 328 502 842 1,414 2,445 3,090 4,354 5,765 296

5 6 49 112 196 193 331 524 985 1,795 2,771 3,713 4,666 5,738 249

Table 4.2: Number of hotels per star ranking category and its reviews.

Hotel Star #Hotels %Hotel #Reviews %Reviews %Response

Unrated 80 20.2% 1,722 2.3% 15.9%

1 7 1.8% 575 0.8% 8.7%

2 82 20.8% 10,640 14.0% 19.5%

3 160 40.5% 22,101 29.1% 42.6%

4 46 11.6% 19,458 25.7% 65.3%

5 20 5.1% 21,328 28.1% 69.5%

Table 4.3 adds more evidence on the increasing rate of hotel response for the reviews

they received from TripAdvisor. Due to the small number of reviews for the years before

2009, we focus on the 2009 afterward. We find that beside the 4-star and 5-star hotels

managed to maintain the highest response rate, an increasing trend on the response rate

Table 4.3: Average of response rate (%) over years

Year

2009 2010 2011 2012 2013 2014 2015 2016

Hotel star

1 0 0 0 0 3.9 5.9 7.9 17.7

2 3.4 4.4 6.2 8.9 16.7 25.4 26.4 36.2

3 13.7 29.3 20.8 31.2 38.7 44.9 49.6 55.0

4 3.7 17.3 22.0 42.9 54.0 55.6 78.9 87.7

5 14.8 16.0 20.0 33.4 57.8 87.7 82.0 86.9
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of 1-star to 3-star hotel segments for their customers had also been recorded. As more

feedbacks are available to hotels, they are putting more effort on replying their customer’s

reviews. This basic statistical analysis showed that further study on customer’s reviews

is needed for hotel manager to effectively facilitate the interaction with their customers.

We visualize the dataset a little more by plotting histograms and box plot of the text

length for each star rating using the Seaborn2 library. The histograms in Figure 4.1 show

that the distribution of text length is similar across group 1-star to 2-star ratings, and

group 3-star to 5-star ratings. However, the number of customers’ reviews seems to be a

lot higher towards the 4-star and 5-star ratings.

Figure 4.1: Histograms of text length distributions for each star rating.

From the box plot in Figure 4.2, the 1-star to 3-star rating reviews have much longer

text compared with 4-star to 5 star rating reviews. That means, the customers expressed

their dissatisfaction by writing longer reviews and rated them with low star. However,

there are many outliers which can be observed as black points above the boxes. For this

reason, we will not consider the text length as a useful feature to determine the sentiment

2https://seaborn.pydata.org/
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Figure 4.2: Box plot of text length against star ratings.

opinions expressed in hotel reviews after all.

For labeling the hospitality media dataset to train and test the deep leaning models

(which can be understood as supervised leaning tasks), we assume that the reviews rated

as 4-star and 5-star are positive reviews, while 1-star to 3-star rating reviews consist

negative opinions. Table 4.4 shows the details of the hospitality media dataset.

4.2 Experimental Settings

We build our deep learning models using TensorFlow3, which is a powerful build-in library

for implementation of deep leaning algorithms. We employ Adam optimizer [46] due

to the advantages that it can archive better results with less training time compared

with stochastic gradient descent (SGD). To avoid over-fitting problem, we investigate the

3https://www.tensorflow.org
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Table 4.4: Details of Hospitality media dataset

Hotel star # Negative # Positive % Positive

Unrated 703 1,019 59.18%

1 146 429 74.61%

2 2,003 8,637 81.17%

3 5,746 16,355 74.00%

4 3,321 16,137 82.93%

5 2,420 18,908 88.65%

“dropout” technique [47, 48] at the full-connected layer (non-linear layer), as well as the

l2 norm constraint at softmax loss function (as in [14, 44]). To deal with the different

lengths of input sentences, we use zero padding to extend the input dataset to the same

length over the sentences. Table 4.5 reveals a list of hyperparameters and their values for

each model.

We conduct the experiments using JAIST High Performance Computer (HPC) named

UV 3000. We set the same SINGLE node with Intel Xeon E5-4655v3 2.9GHz (6Cores x

2) CPU, 124GB RAM for every model. We use Python4 3.6, TensorFlow 1.12 and some

build-in libraries for NLP, such as nltk, pandas, sklearn. . . , as the environment for coding

and running the experiments.

4.3 Results

We evaluate the performance of these models using a accuracy metric, since it is a clas-

sification task. Equation 4.1 describes accuracy metric of the classification task.

accuracy =
|X|
|A|

, (4.1)

where X indicates a set of correct labels which are predicted by the model and A is a set

of true labels. Obviously, X is a subset of A, i.e. X ∈ A.

We perform 10-fold cross validation on these deep learning models to give an insight

of how these models can generalize to an unseen dataset. First, we shuffle the dataset

4https://www.python.org/
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Table 4.5: Experimental configurations for CNN, LSTM, GRU and BiLSTM

Model Description Values

CNN

input word vectors Google word2vec

word embedding size 300

feature map (3,4,5), (7,8,9), (7,7,7,7)

activation function ReLU

pooling 1-max pooling

dropout rate 0.5

l2 norm constraint 3

optimizer Adam

mini-batch size 50

number of epochs 10

LSTM, GRU, BiLSTM

input word vectors Google word2vec

word embedding size 300

hidden units 64, 128, 256

dropout rate 0.5

l2 norm constraint 3

optimizer Adam

mini-batch size 50

number of epochs 10

randomly, and separate the dataset into 10 equal groups. For each loop iteration, we take

a group as test set (10%) and remaining groups as training set (90%). Next, we train

these deep learning models with the training set and evaluate them by the test set. We

retain the results after discarding the models. Finally, we summarize the performance of

these models using the evaluation metric and then calculate the averaged results.

To compare the performance of deep learning models, we also investigate some well-

known models as baseline models, which also widely used in sentiment classification task,

including Näıve Bayes and Support Vector Machine. These model’s architectures are

generated as the default model in sklearn5 library. Table 4.6 shows the performances of

5https://scikit-learn.org/
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Table 4.6: Results in accuracy and time consuming

Models Architectures Accuracy Time consuming

SVM Linear 84.02 8818

Näıve Bayes 83.66 8718

CNNs

(3,4,5) 88.45 11809

(7,8,9) 88.75 16797

(7,7,7,7) 88.72 17719

LSTMs

64 88.98 11850

128 89.06 15901

256 89.16 29999

GRUs

64 89.02 13632

128 89.01 19404

256 89.03 28153

BiLSTMs

64 89.03 15711

128 89.05 23849

256 89.18 49611

deep learning models for sentiment analysis using the new hospitality dataset, both in

accuracy and time consuming (model’s running time), compared with baseline models.

The first group in Table 4.6 includes the baseline models (Näıve Bayes and SVM),

while the rest includes the CNN, LSTM, GRU and BiLSTM models with different config-

urations. Although Näıve Bayes with default configuration performed the worst accuracy

with 83.66 percent on average, it only consumed 8,718 seconds (more than 2 hours) to

finish the task, compared with nearly 14 hours of BiLSTMs-256. Comparing the Näıve

Bayes with Linear SVM, SVM performed better than Näıve Bayes by 0.36%. However,

the result is not statistically significant by computing the Student’s t-test at 95% confi-

dence level. It means that the Linear SVM gives no difference to Naiv̈e Bayes in boosting

the performance of this task.

On the other hand, the deep learning models archived good performances for the sen-

timent analysis task in the new hospitality dataset. Comparing with the baseline models,

they averagely outperformed Näıve Bayes by 5.3 percent and SVM by 4.9 percent. The
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CNN models with different filter region sizes, including (3,4,5), (7,8,9), (7,7,7,7), aver-

agely archived 88.45%, 88.75%, and 88.72% respectively for the sentiment classification

task. LSTM models with 64, 128, and 256 hidden units, averagely archived 89.07 percent

(89.98%, 89.06%, 89.16% for each model) for the SA task. Furthermore, there is no obvi-

ous difference between the performances of GRU models (with 64, 128, 256 hidden units)

where the results had been records at around 89.02% on average. Finally, the BiLSTM

models averagely performed the best results with 89.09 percent, and the BiLSTM model

with 256 hidden units (totally 512 units for both forward and backward state per time

step) archived the highest averaged accuracy (89.18%), along with the longest running

time (49,611 seconds).

Unexpectedly, the CNN models that archived the state-of-the-art results for sentiment

analysis task on document-level were slightly worse than other deep learning models.

However, the difference between them is not statistically significant by the Student’s t-

test at 95% confidence level. That means their performances are comparable for the

sentiment analysis task in the new hospitality media dataset.

To deepen our understanding about the performance of the best BiLSTM model with

256 hidden nodes (hereinafter called BiLSTMs-256) for sentiment analysis task in hos-

pitality dataset, we use Tensorboard6 to visualize and summarize the values of accuracy

and loss during training and test phrase of BiLSTMs-256. For deep learning concepts,

Accuracy is the common metric for evaluating classification models. As introduced in

Equation 4.1, accuracy is the fraction of our model’s predictions over the actual sets of

labels given by our dataset. At each iteration, we calculate the accuracy of the model

at training phrase using training set, and after every 100 iterations, we compute the per-

formance of the model using test set. This is to evaluate how well deep learning model

capture the nature of training set, and its adaptation with a new unseen dataset. The

accuracy value is shown as numeric numbers between [0, 1] range, which represented for

the values between [0%, 100%].

Unlike the accuracy, loss values are not a percentage. The loss is calculated on training

and test phrases to interpret how well the model is performed for training set and test

set. It is clear that the lower of the loss values, the better of the model, unless the model

6https://www.tensorflow.org/guide/summaries and tensorboard
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fall into the over-fitting issue. In other words, loss value is a summation of the errors

made for each sample in training or test set. In case of our deep learning networks, the

loss function here is the mean squared error classification between the predicted values

and the actual values. The main objective in our deep learning models is to minimize

the loss value regarding to the model’s hyperparameters by changing the weight vector

values through Adam optimization method [46]. We also calculate the loss values during

each training phrase iteration and every 100 iterations of test phrase using training and

test set. Figure 4.3 illustrates the visualization of accuracy value of BiLSTMs-256 model

during training and test phrase, while the Figure 4.4 shows the values of loss function of

BiLSTMs-256 model during this same period.

During the first 4000 iterations, the accuracy at both training phrase and test phrase

steadily increased. This period also witnessed a steady decrease in the loss values at both

training and test phrase of BiLSTMs-256 model. The contradiction between those two

groups points out that the BiLSTMs-256 model can adapt (or fit) with the training and

test set using the Adam optimization method by changing the model’s hyperparameters

during first 4000 iterations. However, the results during the rest periods showed an op-

posite trend. The accuracy of model at training phrase gradually fluctuated somewhere

near 98 percent, even achieved 100 percent, and its loss values were close to zero. Mean-

while, the mean squared error (loss) values at test phrase significantly increased to 0.100,

that led to the fall to under 90 percent of the accuracy at test phrase. The wide gap

between accuracy and between loss values at the training and test phrase surely becomes

wider and wider if we increase the number of iterations. That means the BiLSTMs-256

model critically captured the nature of training set and too fit with the training data,

which negatively impacts the performance of BiLSTMs-256 model on the test data, that

led to the over-fitting issue. To overcome this situation, we could reduce the number of

iterations by cutting of the number of epochs to three, or taking other techniques into

consideration to prevent the over-fitting problem.
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Figure 4.3: Visualizing accuracy of BiLSTMs-256 model during training and test phrase.

Figure 4.4: Visualizing loss values of BiLSTMs-256 model during training and test phrase.
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Chapter 5

Conclusions

5.1 Summary

This thesis conducted a comprehensive survey about sentiment analysis (opinion mining)

and current work related to this task, especially using deep learning models to solve

the sentiment analysis in hospitality media. We first collected a new hospitality dataset

from TripAdvisor which contains all English reviews of 410 hotels in Ho Chi Minh City,

Vietnam, and then did some descriptive analyses to understand the nature of this dataset.

This fundamental statistical analysis confirmed that all hotel segments (1-to-5 star hotels)

highly responded to their customers, and the customer’s reviews are the reliable sources

for not only hotel managers but also potential customers.

We also examined the architecture of various deep learning models, including Recur-

rent neural network (RNN), Long-Short Term Memory (LSTM), Gated Recurrent Units

(GRU), Bidirectional Long-Short Term Memory (BiLSTM), and Convolutional Neural

Network (CNN). These algorithms had been applied and studied in many current stud-

ies, and had archived the state-of-the-art results in SA tasks. The major advantage of

these techniques is automatically capturing the latent structured representation (abstract

representation) of unstructured data in vector space without using any additional knowl-

edge, compared to lexicon-based methods or a feature-based methods. Furthermore, we

conducted the experiments using deep learning models for document-level SA in hospital-

ity media. The empirical results of four deep learning models with different architecture

settings showed that deep learning techniques could perform well on the new dataset
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with comparable results, that had been proved by the Student’s t-test at 95% confidence

level. These deep learning models overperformed some baseline models, including Sup-

port Vector Machine (SVM) and Naiv̈e Bayes, which were well-known in NLP. Finally,

the visualization of the best BiLSTMs model with 256 hidden nodes (calculated by the

averaged 10-fold cross-validation results) showed that BiLSTMs-256 had been somehow

over-fitted. We should take this problem into consideration to boost the performance of

deep learning models for sentiment analysis task.

5.2 Limitations

Some limitations of our work should be considered. First, this study only focused on

English reviews which might ultimately ignore the significant number of reviews from non-

English reviewers. Moreover, the size of this dataset was still limited with only more than

70,000 records. The labeling process must be reconsidered where the positive samples are

much larger than negative samples (unbalanced dataset). This feature leads the models

tending to predict positive sentiment opinions during the training process and easily leads

to the over-fitting problem. Finally, this thesis only focused on document-level sentiment

analysis and misunderstood the aspects/topics mentioned in the hotel reviews, which

might not include in the user ratings. This information can provide valuable insights

to both buy-side and sell-side in the hospitality market to measure the satisfaction of

customers and can help businesses improve their products or services. Those limitations

can be overcome by taking further research directions in Section 5.3.

5.3 Future Work

In further study, we should pay more attention to aspect-based sentiment analysis. This

kind of task is more sophisticated and requires a massive amount of knowledge to identify

the specific aspects mentioned in the reviews of a product or service that people were

discussing or talking about. Moreover, the further research should focus on the signifi-

cant number of reviews from non-English reviewers, who also traveled to Ho Chi Minh

City and gave the reviews by their mother languages, such as Chinese, French, German,

Japanese. . . . Such kind of reviews could also contribute worthy information to hotel man-
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agers to enhance their services and for other travelers who are not familiar with English.

Additionally, tracking sentiment over time should also take into consideration the sea-

sonal effects especially in the hospitality industry, so that our study could be extended to

monthly and seasonally, rather than annually, review sentiments.
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