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Rate-Distortion and Outage Probability Analyses for
Single Helper Assisted Lossy Communications

Wensheng Lin, Student Member, IEEE, Qiang Xue, Member, IEEE, Jiguang He, Student Member, IEEE,
Markku Juntti, Senior Member, IEEE, and Tad Matsumoto, Fellow, IEEE

Abstract—The primary objective of this paper is to investigate
the performance improvement provided by a helper, with the
aim of applications to a lossy communication system in wireless
sensor networks (WSNs) and/or Internet of Things (IoT). Initially,
we formulate the system model as a problem of multiterminal
source coding with a helper, and determine an inner bound
on the achievable rate-distortion region for binary sources.
Based on Shannon’s lossy source-channel separation theorem, we
further derive the outage probability of the system over block
Rayleigh fading channels. The numerical results indicate that a
helper can obviously expand the achievable rate-distortion region
and provide diversity gains which in turn decrease the outage
probability. Finally, we evaluate the practical performance of
outage probability through simulations with exclusive-or (XOR)
as an example of the helper structure. Both the simulation and
theoretical results show second order diversity by introducing a
helper, and lower outage probability by increasing the acceptable
distortions.

Index Terms—Wireless sensor network, Internet of Things,
rate-distortion, outage probability, Rayleigh fading.

I. INTRODUCTION

SensorSensor

Helper

Lossy

Lossless

Fig. 1. A scenario of lossy communications with a helper.

In smart society, sensors are widely deployed to detect and
monitor the objects, the information of which is exchanged

Copyright (c) 2015 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@ieee.org.

Corresponding author: Wensheng Lin.
This work is funded in part by China Scholarship Council (CSC) and in

part by JAIST Core-to-Core Program. This work has been also performed in
part under JSPS Kakenhi (B)15H04007, and in part by Academy of Finland
6Genesis Flagship (grant 318927).

W. Lin is with the School of Information Science, Japan Advanced
Institute of Science and Technology, Ishikawa 923-1292, Japan (email:
linwest@jaist.ac.jp).

Q. Xue, J. He and M. Juntti are with the Centre for Wireless Communica-
tions, University of Oulu, Oulu FI-90014, Finland (email: qiang.xue@oulu.fi;
jiguang.he@oulu.fi; markku.juntti@oulu.fi)

T. Matsumoto is with the School of Information Science, Japan Advanced
Institute of Science and Technology, Ishikawa 923-1292, Japan, and also with
the Centre for Wireless Communications, University of Oulu, Oulu FI-90014,
Finland (email: matumoto@jaist.ac.jp)

via Internet of Things (IoT) [1]. For instance, as illustrated in
Fig. 1, there are some sensors detecting objects on the road
to provide support information for driving control of vehicles.
Due to the diverse positions and detecting angles of sensors,
their observations contain correlated information which can
be utilized in joint decoding. In order to further improve the
system performance, the concept of helper has been introduced
into diverse communications systems to provide side informa-
tion [2]–[5]. Besides, the relay in practical systems could also
be regarded as a helper, which knows the source information
(either fully or partially) and generates its own information
to assist transmissions. For instance, Joda and Lahouti [6]
apply a broadcasting relay at orthogonal two-hop network and
design the network code at the relay; He et al. [7] adopt an
exclusive-OR (XOR) operation at the relay in non-orthogonal
multiple access relay channel (MARC). Likewise, a helper
is located in the wireless sensor network (WSN) as shown
in Fig. 1, to assist transmissions and make communications
more reliable1. It should be noted here that, in this paper, the
concept of “helper” represents a general device which collects
information only from the sensors, while the sensors do not
communicate with each other. For simplicity, we assume that
the helper can access the sensor observations through error-
free channels, while the transmissions to the vehicle suffer
from block Rayleigh fadings. The case where the helper can
only know the lossy version of the sensor observations is left
as the future work.

Due to the time varying nature of channel conditions in
vehicular networks resulted from fading, the final objective
of this paper is to derive the outage probability analytically.
In IoT, since the sensor observations are exploited to make
a final judgement other than achieve lossless reconstruction,
the received information sequences are still valuable if the
distortions are within a certain set of acceptable degrees.
Therefore, in this paper, the outage event is defined as that the
recovered observations cannot satisfy the specified distortion
requirements of both the sensor observations. Regarding the
calculation of theoretical outage probability, we can refer
to previous works presented in [8], [9], where the outage
probability is investigated for lossless communications with a
lossy-forwarding (LF) relay. The calculation of the theoretical
outage probability based on the achievable rate region and
Shannon’s source-channel separation theorem [10], [11]. First,

1Introducing a helper may make the joint decoder more complicated and
consume more power; however, this paper only focuses on the performance
improvement provided by a helper, while the trade-off between power con-
sumption and performance enhancement is out of the scope.
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given the channel capacity and the channel coding rate, the
source coding rate is determined. Then, the outage probability
is the integral with respect to the multiple links’ instantaneous
signal-to-noise ratios (SNRs) that cannot support the source
coding rates all falling inside the achievable rate region. Fol-
lowing the same logic, for the theoretical performance analysis
of the system depicted in Fig. 1, we can start from the rate-
distortion analysis of a multiterminal source coding problem.
Then, based on Shannon’s lossy source-channel separation
theorem for multiterminal communications [12], the results of
rate-distortion analysis can be further utilized in the derivation
of outage probability in block fading channels.

It should be noticed that, Shannon’s lossy source-channel
separation theorem states that the source sequence can be
compressed until a certain rate by lossy source coding, such
that the lossy-encoded codeword can be losslessly transmitted
through the channel, given an instantaneous SNR. Here, chan-
nel coding is regarded as a method for supporting reliable
transmission of the lossy-encoded codeword generated by
source coding, while the distortions occurring at the decoder
output is due to the use of lossy source coding. We can
then easily derive the mathematical relationship between the
channel capacity and the distortions. Actually, in a practical
system, the distortions is due to the use of lossy source coding
and/or the transmission through channel.

If sensors do not perform lossy source coding, distortions
can only be caused in the transmission through the channels.
Since the instantaneous channel capacity itself is random
variable due to fading, sensors do not know the instantaneous
channel capacity. Hence, they are not able to know whether the
lossy-encoded codeword can be transmitted losslessly over the
channel. This indicates that even though the error occurrence
process in the practical systems may be different from what
Shannon’s lossy source-channel separation theorem states, the
outage calculation described above can still be used, and the
analytically derived results can be used as reference.

Regarding the rate-distortion analysis, we are inspired by
previous researches belonging to the category of multiterminal
source coding. Slepian and Wolf first established the theo-
retical basis of distributed source coding in [13], where the
admissible rate region is determined for losslessly recovering
two discrete memoryless sources. Surprisingly, even though
the encoders with multiple sources do not communicate with
each other, the admissible rate region is still the same as in
the case where the encoders communicate with each other.
For the lossy case, Berger [14] and Tung [15] derived the
outer and inner bounds on the rate-distortion region for dis-
tributed lossy compression systems, where the recovered data
sequence deviates from the original sequence at a distortion
level specified by the rate-distortion region. When solving
the binary chief executive officer (CEO) problem, He et al.
[16] derived an outer bound of the rate-distortion region for
binary multiterminal source coding. Then, the outer bound was
extended to the case with arbitrary number of binary sources
in [17].

Moreover, the system investigated in this paper contains
a helper, providing compressed side information. Therefore,
we can also obtain hints from the research achievements

for efficient exploitation of side information or a helper. In
[18], Ahlswede and Korner determined the rate region of the
lossless source coding problem with a helper. Wyner and Ziv
[19] presented the result of their pioneering work on lossy
compression with side information. The Wyner-Ziv theorem
implies that the system with noncausal side information only
available at the decoder requires a lower transmission rate than
the system without side information, despite encoding without
noncausal side information. Sechelea et al. in [20] analyzed
the problem of lossy compression with binary sources and
correlated side information in depth. For the case with more
than one source, Wagner and Anantharam [21] studied a multi-
terminal source coding problem with one link of uncompressed
side information available. In [22], Jana and Blahut derived
the bonds for lossless and lossy multiterminal source coding
systems where lossless and lossy links are mixed. Timo et al.
[23] derived an upper bound on the rate-distortion function for
lossy source coding with various side information utilized in
many decoders.

So far, there are also a number of research works related
to outage probability analysis for communications with cor-
related information. Laneman et al. characterized the outage
probabilities of amplify-and-forward (AF) and decode-and-
forward (DF) relaying strategies for Rayleigh fading chan-
nels in [24], where the relay and source messages can be
regarded as correlated information. Zhou et al. [25] derived the
outage probability for the system with two correlated binary
sources communicating through orthogonal MARC over block
Rayleigh fadings. In [26], Lu et al. analyzed the outage
probability of the MARC system where two correlated sources
suffer from block Rayleigh fadings, and the estimate of source
in the relay may contain errors.

Nevertheless, the outage probability is still unknown for
lossy end-to-end multiterminal communications with a helper.
In order to conduct the outage probability analysis, it is
necessary to determine the achievable rate-distortion region
for multiterminal source coding with a helper. Notice that the
exact achievable rate-distortion region for lossy multiterminal
source coding is still an open problem. Thus, for the achiev-
able rate-distortion region used in the derivation of outage
probability, we only consider the inner bound, i.e., the lossy
recoveries must satisfy the distortion requirements if the link
rates are larger than the inner bound.

The contributions of this paper are summarized as follows:
• We derive an inner bound on the achievable rate-

distortion region of lossy multiterminal source coding
problem with two binary sources and a helper.

• Then, we calculate the outage probabilities base on the
derived inner bound and Shannon’s lossy source-channel
separation theorem.

• By utilizing the derived mathematical results, we conduct
an in-depth investigation of performance improvement by
introducing a helper. It is remarkable that a helper can not
only enlarge the achievable rate-distortion region, but also
provide diversity gains and reduce the outage probability.

• In addition, we verify the tendency of theoretical results
through simulations, in which a joint decoding algorithm
is designed for the helper sequence generated by XOR
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operation. The system can achieve second order diversity
by introducing a helper, and have lower outage proba-
bility for less strict distortion requirements, both in the
simulations and the theoretical analysis.

The remainder of this paper is organized as follows. Sec-
tion II states the mathematical details of multiterminal source
coding with a helper and the channel model. In Section III,
we analyze the trade-off between link rates and the distortions
remaining in the recoveries. Subsequently, Section IV derives
the outage probability by utilizing the inner bound on the
achievable rate-distortion region. We then conduct a series of
simulations to evaluate the practical system performance for
comparison with theoretical results in Section V. Finally, we
conclude this work in Section VI.

II. SYSTEM MODEL

Notations: The random variables and their realizations are
denoted by uppercase and lowercase letters, respectively. Cal-
ligraphic letters X ,Y,M and Q denote the finite alphabets of
a variable. For a random variable and its realization, we use
i to denote the time index, and the superscript to denote the
length of the vector. In particular, we use j ∈ {1, 2} and “H”
at the subscript to represent the link index for two sources and
the helper, respectively.

As stated above, the performance analysis of lossy commu-
nications with a helper follows two steps, i.e., the derivation
of the achievable rate-distortion region, and the calculation of
outage probability. In this section, we formulate the mathemat-
ical framework of multiterminal source coding with a helper,
and introduce the channel model to be used in the derivation
of outage probability.

A. Multiterminal Source Coding with a Helper

Encoder 1
X1

n M1

Joint

decoder

(X1
n
, D1)^

Encoder 2
X2

n
(X2

n
, D2)^

Y
n

Encoder H 

R1

M2

R2

MH

RH

Z
n

Fig. 2. The theoretical model of multiterminal source coding problem with
two sources and one helper providing compressed side information.

Since the sensor observations and the helper information are
transmitted in the form of binary packets, they can be regarded
as correlated binary sources. We consider the simplest case that
there are only two sensors in the system as illustrated in Fig. 2.
The sensor observations are assumed to be two independent
and identically distributed (i.i.d.) sequences xn1 = {x1(i)}ni=1

and xn2 = {x2(i)}ni=1, generated by two correlated discrete
memoryless sources X1 and X2, respectively. At i-th time
slot, xj(i) takes values from the binary alphabet Xj = {0, 1}
for j = 1, 2. Thus, X2 is equivalent to the output of a binary
symmetric channel (BSC) with input X1 and crossover proba-
bility ρ and vice versa, i.e., X2 = X1⊕Z with Z ∼ Bern(ρ).

In this paper, we consider the sources Xj ∼ Bern(0.5) for
j = 1, 2, with the joint probability mass function (PMF)
pX1,X2(x1, x2) = Pr{X1 = x1, X2 = x2} given by

pX1,X2
(x1, x2) =


1

2
ρ, if x1 6= x2,

1

2
(1− ρ), otherwise.

(1)

Notice that Xn
1 and Xn

2 are correlated sequences, and hence
the helper should accumulate the information to avoid too
much redundancy2. Since the helper sequence yn = {y(i)}ni=1

highly depends on the helper structure, we assume without loss
of generality that Y is a function f(·) of X1 and X2.

To begin with, three sequences xn1 , xn2 and yn are inde-
pendently encoded by encoder 1, encoder 2 and encoder H
at coding rates R1, R2 and RH, respectively. The encoding
process can be performed by assigning an index M to each
sequence according to the following mapping rules:

ϕj : Xnj 7→ Mj = {1, 2, · · · , 2nRj} for j = 1, 2, (2)

ϕH : Yn 7→ MH = {1, 2, · · · , 2nRH}, (3)

where the numbers of codewords are 2nRj for Xj and 2nRH for
Y . If we separately focus on only one link, Rj < H(Xj) and
RH < H(Y ) are lossy compression, while Rj ≥ H(Xj) and
RH ≥ H(Y ) are lossless compression. Generally, the source
coding rate is assumed to be no larger than 1; otherwise, it
does not make sense for source coding. Moreover, lossless
compression can be also regarded as a special case of lossy
compression with the coding rate no less than the source
entropy and the distortion equal to 0. Therefore, (2) and (3) can
represent both lossy and lossless cases, and lossy compression
will reduce to lossless compression by setting the coding rate
no less than the source entropy.

After encoding, the outputs ϕ1(xn1 ), ϕ2(xn2 ) and ϕH(yn)
are transmitted to a common receiver. In contrast to distributed
compressions in the encoders, the decoder can jointly construct
the estimates x̂n1 and x̂n2 from indices ϕ1(xn1 ) and ϕ2(xn2 )
by utilizing the compressed side information ϕH(yn). The
reconstruction process can be implemented by the mapping
as follows:

ψ :M1 ×M2 ×MH 7→ Xn1 ×Xn2 . (4)

Since the estimate x̂nj may occasionally deviate from the
observation xnj if the rates are not large enough, the Hamming
distortion measure dj : Xj×Xj 7→ {0, 1} is defined to describe
the distortion level between xj and x̂j as

dj(xj , x̂j) =

{
1, if xj 6= x̂j ,

0, if xj = x̂j ,
for j = 1, 2. (5)

Moreover, we define the average distortion between the se-
quences xnj and x̂nj as

dj(x
n
j , x̂

n
j ) =

1

n

n∑
i=1

dj(xj(i), x̂j(i)), j = 1, 2. (6)

2If the helper sequence is simply generated by concatenating all source
sequences together, the helper sequence will have longer sequence length.
However, in general, the resources allocated to the helper link are no more
than that of the original source link. Therefore, it is reasonable to assume that
the helper sequence has the length of n for feasibility and efficiency.
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For given distortion requirements (D1, D2), the rate-distortion
region R(D1, D2), consisting of all achievable rate triplets
(R1, R2, RH), is defined as

R(D1, D2)

=
{

(R1, R2, RH) : (R1, R2, RH) is admissible such that
lim
n→∞

E(dj(x
n
j , x̂

n
j )) ≤ Dj + ε,

for j = 1, 2, and any ε > 0
}
. (7)

B. Channel Model

Due to the independent block Rayleigh fading assumption
on each link, the complex channel gains in the link of X1,
X2 and Y are h1, h2 and hH, following the two dimensional
Gaussian distribution.

It should be emphasized that the step of multiterminal
source coding is only utilized to equivalently derive the theo-
retical performance limit, which can be achieved by the coding
scheme used for the achievability proof of Shannon’s lossy
source-channel separation theorem. However, in the practical
system depicted in Fig. 1, the sensor and helper sequences
are not actually encoded into the codeword M for lossy
compression. As explained above, this difference does not
violate the theorem, which provides a universal inner bound.
Therefore, in the derivation of outage probability, we use s and
s′ to denote the modulated symbols and the received signals,
respectively. The signals received at the i-th time index are
expressed as

s′j(i) =
√
Gjhjsj(i) + zj(i), for j = 1, 2, (8)

s′H(i) =
√
GHhHsH(i) + zH(i), (9)

where G is the geometric gain, and z represents the zero-mean
additive white Gaussian noise (AWGN).

Let Ej = E[|sj(i)|2] and EH = E[|sH(i)|2] be the trans-
mitting symbol energies, and the variance of all z be equal to
N0/2 per dimension. The average SNRs are given by

γj = Gj · E[|hj |2] · Ej
N0

, for j = 1, 2, (10)

γH = GH · E[|hH|2] · EH

N0
. (11)

Then, the instantaneous SNRs can be calculated by

γj = |hj |2 · γj , for j = 1, 2, (12)

γH = |hH|2 · γH. (13)

We can finally obtain the probability density functions (PDFs)
of instantaneous SNR as

p(γj) =
1

γj
exp(−γj

γj
), for j = 1, 2, (14)

p(γH) =
1

γH
exp(−γH

γH
). (15)

III. RATE-DISTORTION ANALYSIS

A. Achievable Rate-Distortion Region

First, from [27], the inner bound on the achievable rate-
distortion region with general sources is

R1 > I(X1;U1|U2, V,Q), (16)

R2 > I(X2;U2|U1, V,Q), (17)
R1 +R2 > I(X1, X2;U1, U2|V,Q), (18)

RH > I(Y ;V ), (19)

where Uj and V are auxiliary variables containing the com-
pressed information in Mj and MH for Xj and Y , respectively;
Q is an auxiliary variable resulting from time-sharing [28]
between the cases that one of the coding rates is large
enough to independently satisfy the corresponding distortion
requirement. Since Q is an auxiliary variable of time-sharing,
we calculate the inner bound with binary sources for |Q| = 1
for the first step. Then, we equivalently implement the time-
sharing scheme by using a dummy variable. Consider

R1 > I(X1;U1|U2, V )

= H(U1|U2, V )−H(U1|X1, U2, V )

= H(U1|U2, V )−H(U1|X1, X2, U2, V )

− I(U1;X2|X1, U2, V )

= H(U1|U2, V )−H(U1|X1, X2, U2)

− I(U1;X2|X1, U2, V ) (20)
= H(U1|U2, V )−H(U1|X1)

− I(U1;X2|X1, U2, V ) (21)
= H(U1|U2, V )−H(U1|X1)−H(X2|X1, U2, V )

+H(X2|X1, U1, U2, V )

= H(U1|U2, V )−H(U1|X1)−H(X2|X1, U2, V )

+H(X2|X1, U2, V ) (22)
= H(U1|U2, V )−H(U1|X1)

= H(U1|U2)− I(U1;V |U2)−H(U1|X1)

= H2(D1 ∗ ρ ∗D2)− I(U1;V |U2)−H2(D1), (23)

where H2(·) is the binary entropy function and the operation
∗ denotes the binary convolution process, i.e., a ∗ b = a(1 −
b) + b(1 − a). (20-22) follow since V → Y → (X1, X2) →
U1, U2 → X2 → X1 → U1 and U1 → X1 → X2 form
three Markov chains, respectively, with the first Markov chain
resulting from the fact that Y is a function of X1 and X2.
Symmetrically, we have

R2 > H2(D1 ∗ ρ ∗D2)−H2(D2)− I(U2;V |U1). (24)

Then, consider

R1 +R2 > I(X1, X2;U1, U2|V )

= H(U1, U2|V )−H(U1, U2|X1, X2, V )

= H(U1, U2|V )−H(U1, U2|X1, X2) (25)
= H(U1, U2)− I(U1, U2;V )−H(U1, U2|X1, X2)

= H(U1) +H(U2|U1)− I(U1, U2;V )

−H(U1|X1, X2)−H(U2|X1, X2, U1)

= H(U1) +H(U2|U1)− I(U1, U2;V )

−H(U1|X1)−H(U2|X2) (26)
= 1 +H2(D1 ∗ ρ ∗D2)− I(U1, U2;V )−H2(D1)

−H2(D2), (27)

where (25) follows since V → Y → (X1, X2) → (U1, U2)
form a Markov chain, and (26) follows since X2 → X1 → U1

and U1 → X1 → X2 → U2 form two Markov chains.
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Notice that in (23), (24) and (27), it is hard to calculate
I(U1;V |U2), I(U2;V |U1) and I(U1, U2;V ) without a specific
helper structure. We consider the theoretical optimal case in
which the helper sequence contains the mutual information of
sources as much as possible. From the Markov chain U1 →
(X1, X2)→ Y → V , we have

I(U1;V |U2) ≤ I(U1;V )

≤ I(Y ;V )

≤ [RH]−, (28)

where [RH]− = min{1, RH}, and hence

R1 > H2(D1 ∗ ρ ∗D2)−H2(D1)− [RH]−. (29)

Likewise, we have

R2 > H2(D1 ∗ ρ ∗D2)−H2(D2)− [RH]−. (30)

Form the Markov chain (U1, U2)→ (X1, X2)→ Y → V , we
have

I(U1, U2;V ) ≤ I(Y ;V ) (31)

≤ [RH]−, (32)

and

R1 +R2 > 1 +H2(D1 ∗ ρ ∗D2)−H2(D1)

−H2(D2)− [RH]−. (33)

To visually present the inner bound with the time-sharing
scheme, the rate-distortion region is divided into three parts,
as follows:
(a) for some 0 ≤ d̃ ≤ D2,{

R1 > H2(D1 ∗ ρ ∗ d̃)−H2(D1)− [RH]−,

R2 > 1−H2(d̃),
(34)

(b) for some 0 ≤ d̃ ≤ D1,{
R1 > 1−H2(d̃),

R2 > H2(d̃ ∗ ρ ∗D2)−H2(D2)− [RH]−,
(35)

(c) common case,

R1 +R2 > 1 +H2(D1 ∗ ρ ∗D2)−H2(D1)

−H2(D2)− [RH]−, (36)

where d̃ is a dummy variable. We calculate the rates R1, R2

and R1 + R2 with given D1 and D2, respectively. Then, we
plot the rate-distortion region by combining the three parts
shown above, which is equivalent to the time-sharing concept.

B. Performance Evaluation

An overall view of the inner bound on the achievable rate-
distortion region is provided in Fig. 3, where the correlation
parameter ρ is set at 0.15 and the desired distortion pair
(D1, D2) is set at (0.05, 0.05). Clearly, the helper can enhance
the robustness of transmissions by expanding the achievable
rate-distortion region as RH increases. However, the above part
of the region, i.e., RH ≥ 1, does not change even if the helper
rate increases.

0

0 0

0.5

1

0.5 0.5

1.5

1 1

1.51.5

Fig. 3. An overall view of the inner bound on the achievable rate-distortion
region, with ρ = 0.15 and D1 = D2 = 0.05.

In order to verify the results by classical theorems, i.e., the
Slepian-Wolf theorem and Berger-Tung inner bound, we plot
the achievable rate-distortion region for given values of RH as
in Fig. 4. Note that the Slepian-Wolf theorem is for lossless
multiterminal source coding, i.e., D1 = D2 = 0. Hence, the
inner bound is closer to the Slepian-Wolf region when the
required distortions are smaller, as shown in Fig. 4(c); con-
versely, the constraints on the coding rates become less strict
if more distortions are acceptable. Besides, the inner bound
derived in this paper perfectly coincides with the Berger-
Tung inner bound when RH = 0, in spite of the distortion
requirements and the correlation level between sources. This
phenomenon results from the fact that the system model shown
in Fig. 2 reduces to the model used in the Berger-Tung inner
bound, if the helper link is removed, i.e., equivalently RH = 0.
Consequently, the Berger-Tung inner bound can be utilized as
a baseline for comparison when analyzing the performance
improvement provided by the helper. It is noticeable that the
achievable rate-distortion region is obviously enlarged as the
helper rate increases, i.e., the communications become more
reliable after introducing a helper.

We can investigate the trade-off between the coding rates
and the desired distortions in depth from the curve of the rate-
distortion, by setting two source links as symmetric links, i.e.,
R1 = R2 and D1 = D2. As depicted in Fig. 5, the derived
inner bound with RH = 0 also precisely matches the Berger-
Tung inner bound in terms of the rate-distortion function. For
RH > 0, we can observe significant performance gain provided
by a helper. Another interesting observation is that there are
still some distortions when R1 = R2 = 0, even if RH ≥ 1. The
reason for the unavoidable distortion is that H(Xn

1 , X
n
2 ) =

H(Xn
1 ) + H(Xn

2 |Xn
1 ) = n + nH2(ρ) > n ≥ H(Y n) for

all ρ > 0. Hence, the decoder can losslessly reconstruct X1

and X2 only by the helper information Y , if and only if the



IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. XX, NO. XX, XXX 2019 6

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

(a) ρ = 0.3, D1 = D2 = 0.05.
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(b) ρ = 0.15, D1 = D2 = 0.05.
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(c) ρ = 0.15, D1 = D2 = 0.005.

Fig. 4. The achievable rate-distortion region for given RH.

sources are completely correlated. There is also no doubt that
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Fig. 5. The rate-distortion function for symmetric source links.

more correlated sources, i.e., ρ is smaller, require lower coding
rates for satisfying the same distortion requirements. However,
the gap between the curves with different ρ becomes narrower
as the distortion requirements go larger. Therefore, with the
increment of the desired distortions, the correlations between
sources have less effect on the coding rates.

IV. OUTAGE PROBABILITY ANALYSIS

A. Derivation of Outage Probability

From Shannon’s lossy source-channel separation theorem,
the distortion requirements (D1, D2) can be satisfied if the
following inequalities hold:

Rj(Dj) ≤ Θj(γj) =
C(γj)

rj
, for j = 1, 2, (37)

RH ≤ ΘH(γH) =
C(γH)

rH
, (38)

where C(·) is the Shannon capacity using Gaussian code-
book; rj and rH stand for the end-to-end coding rates.
Therefore, if the link rates (R1, R2, RH) supported by
(Θ1(γ1),Θ2(γ2),ΘH(γH)) fall outside the achievable rate-
distortion region, the distortion requirements (D1, D2) cannot
be satisfied, i.e., outage event occurs.

For a given value of RH and specified distortion require-
ments (D1, D2), the shape of achievable rate-distortion region
can be illustrated as Fig. 6. In order to calculate the outage
probability, we divide the area of outage into six subareas with
corresponding probabilities P1, P2, · · · , P6. Hence, the outage
probability is calculated as

Pout =

6∑
k=1

Pk. (39)
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Fig. 6. Achievable rate-distortion region for calculating outage probability.

With specified distortion requirements, the probabilities
P1, P2, · · · , P6 are directly determined by the multiple in-
tegral with respect to the link rates (R1, R2, RH) for each
subarea. Since the link rates are eventually supported by the
instantaneous SNRs, the probabilities P1, P2, · · · , P6 can be
finally calculated by the multiple integral of the joint PDF
with respect to the instantaneous SNRs.

First, consider

P1 = Pr{0 ≤ R1 ≤ H2(D1 ∗ ρ)−H2(D1)− [RH]−,

H(X2) ≤ R2, 0 ≤ RH}
= Pr{0 ≤ Θ1(γ1) ≤ λ1(0), H(X2) ≤ Θ2(γ2),

0 ≤ ΘH(γH)}
= Pr{Θ−1

1 (0) ≤ γ1 ≤ Θ−1
1 [λ1(0)],

Θ−1
2 [H(X2)] ≤ γ2,Θ

−1
H (0) ≤ γH}

=

∫ ∞
Θ−1

H (0)

dγH

∫ Θ−1
1 [λ1(0)]

Θ−1
1 (0)

dγ1

·
∫ ∞

Θ−1
2 [H(X2)]

p(γ2)p(γ1)p(γH)dγ2, (40)

where λj(d̃) = max{0, H2(Dj∗ρ∗d̃)−H2(Dj)−[ΘH(γH)]−}
for j = 1, 2. Notice that H2(Dj ∗ρ∗ d̃) ≤ 1 and H2(Dj) ≥ 0;
hence, λj(d̃) = 0 when ΘH(γH) = RH > 1. Therefore, P1 can
be further calculated as

P1 =

∫ Θ−1
H (1)

Θ−1
H (0)

dγH

∫ Θ−1
1 [λ1(0)]

Θ−1
1 (0)

dγ1

·
∫ ∞

Θ−1
2 [H(X2)]

p(γ2)p(γ1)p(γH)dγ2

+

∫ ∞
Θ−1

H (1)

dγH

∫ Θ−1
1 [0]

Θ−1
1 (0)

dγ1

·
∫ ∞

Θ−1
2 [H(X2)]

p(γ2)p(γ1)p(γH)dγ2

=

∫ Θ−1
H (1)

Θ−1
H (0)

dγH

∫ Θ−1
1 [λ1(0)]

Θ−1
1 (0)

dγ1

·
∫ ∞

Θ−1
2 [H(X2)]

p(γ2)p(γ1)p(γH)dγ2 + 0

=
1

γH
· exp

(
−Θ−1

2 [H(X2)]

γ2

)
·
∫ Θ−1

H (1)

Θ−1
H (0)

exp

(
−γH

γH

)
·
[
1− exp

(
−Θ−1

1 [λ1(0)]

γ1

)]
dγH. (41)

Next, consider

P2 = Pr{0 ≤ R1 ≤ H2(D1 ∗ ρ ∗ d̃2)−H2(D1)− [RH]−,

1−H2(D2) ≤ R2 < H(X2), 0 ≤ RH}
= Pr{Θ−1

1 (0) ≤ γ1 ≤ Θ−1
1 [λ1(d̃2)],

Θ−1
2 [1−H2(D2)] ≤ γ2 < Θ−1

2 [H(X2)],

Θ−1
H (0) ≤ γH}

=

∫ ∞
Θ−1

H (0)

dγH

∫ Θ−1
2 [H(X2)]

Θ−1
2 [1−H2(D2)]

dγ2

·
∫ Θ−1

1 [λ1(d̃2)]

Θ−1
1 (0)

p(γ1)p(γ2)p(γH)dγ1

=

∫ Θ−1
H (1)

Θ−1
H (0)

dγH

∫ Θ−1
2 [H(X2)]

Θ−1
2 [1−H2(D2)]

dγ2

·
∫ Θ−1

1 [λ1(d̃2)]

Θ−1
1 (0)

p(γ1)p(γ2)p(γH)dγ1

+

∫ ∞
Θ−1

H (1)

dγH

∫ Θ−1
2 [H(X2)]

Θ−1
2 [1−H2(D2)]

dγ2

·
∫ Θ−1

1 [0]

Θ−1
1 (0)

p(γ1)p(γ2)p(γH)dγ1

=

∫ Θ−1
H (1)

Θ−1
H (0)

dγH

∫ Θ−1
2 [H(X2)]

Θ−1
2 [1−H2(D2)]

dγ2

·
∫ Θ−1

1 [λ1(d̃2)]

Θ−1
1 (0)

p(γ1)p(γ2)p(γH)dγ1 + 0

=
1

γ2γH
·
∫ Θ−1

H (1)

Θ−1
H (0)

dγH

·
∫ Θ−1

2 [H(X2)]

Θ−1
2 [1−H2(D2)]

exp

(
−γ2

γ2

− γH

γH

)
·

[
1− exp

(
−Θ−1

1 [λ1(d̃2)]

γ1

)]
dγ2, (42)

where d̃j = H−1
2 (1− [Rj ]

−) for j = 1, 2.
For P3, consider

P3 = Pr{0 ≤ R1 < H2(D1 ∗ ρ ∗D2)−H2(D1)− [RH]−,

0 ≤ R2 < 1−H2(D2), 0 ≤ RH}
= Pr{Θ−1

1 (0) ≤ γ1 < Θ−1
1 [λ1(D2)],

Θ−1
2 (0) ≤ γ2 < Θ−1

2 [1−H2(D2)],

Θ−1
H (0) ≤ γH}

=

∫ ∞
Θ−1

H (0)

dγH

∫ Θ−1
2 [1−H2(D2)]

Θ−1
2 (0)

dγ2

·
∫ Θ−1

1 [λ1(D2)]

Θ−1
1 (0)

p(γ1)p(γ2)p(γH)dγ1
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=

∫ Θ−1
H (1)

Θ−1
H (0)

dγH

∫ Θ−1
2 [1−H2(D2)]

Θ−1
2 (0)

dγ2

·
∫ Θ−1

1 [λ1(D2)]

Θ−1
1 (0)

p(γ1)p(γ2)p(γH)dγ1

+

∫ ∞
Θ−1

H (1)

dγH

∫ Θ−1
2 [1−H2(D2)]

Θ−1
2 (0)

dγ2

·
∫ Θ−1

1 [0]

Θ−1
1 (0)

p(γ1)p(γ2)p(γH)dγ1

=

∫ Θ−1
H (1)

Θ−1
H (0)

dγH

∫ Θ−1
2 [1−H2(D2)]

Θ−1
2 (0)

dγ2

·
∫ Θ−1

1 [λ1(D2)]

Θ−1
1 (0)

p(γ1)p(γ2)p(γH)dγ1 + 0

=
1

γH
·
[
1− exp

(
−Θ−1

2 [1−H2(D2)]

γ2

)]
·
∫ Θ−1

H (1)

Θ−1
H (0)

exp

(
−γH

γH

)
·
[
1− exp

(
−Θ−1

1 [λ1(D2)]

γ1

)]
dγH. (43)

To calculate P4, consider

P4 = Pr{H2(D1 ∗ ρ ∗D2)−H2(D1)− [RH]−

≤ R1 < 1−H2(D1),

0 ≤ R2 ≤ 1 +H2(D1 ∗ ρ ∗D2)−H2(D1)

−H2(D2)− [RH]− − [R1]−,

0 ≤ RH}
= Pr{Θ−1

1 [λ1(D2)] ≤ γ1 ≤ Θ−1
1 [1−H2(D1)],

Θ−1
2 (0) ≤ γ2 ≤ Θ−1

2 (µ1),Θ−1
H (0) ≤ γH}

=

∫ ∞
Θ−1

H (0)

dγH

∫ Θ−1
1 [1−H2(D1)]

Θ−1
1 [λ1(D2)]

dγ1

·
∫ Θ−1

2 (µ1)

Θ−1
2 (0)

p(γ2)p(γ1)p(γH)dγ2

=

∫ Θ−1
H (1)

Θ−1
H (0)

dγH

∫ Θ−1
1 [1−H2(D1)]

Θ−1
1 [λ1(D2)]

dγ1

·
∫ Θ−1

2 (µ1)

Θ−1
2 (0)

p(γ2)p(γ1)p(γH)dγ2

+

∫ ∞
Θ−1

H (1)

dγH

∫ Θ−1
1 [1−H2(D1)]

Θ−1
1 [0]

dγ1

·
∫ Θ−1

2 (µ1)

Θ−1
2 (0)

p(γ2)p(γ1)p(γH)dγ2

=
1

γ1γH
·
∫ Θ−1

H (1)

Θ−1
H (0)

dγH

·
∫ Θ−1

1 [1−H2(D1)]

Θ−1
1 [λ1(D2)]

exp

(
−γ1

γ1

− γH

γH

)
·
[
1− exp

(
−Θ−1

2 (µ1)

γ2

)]
dγ1

+
1

γ1

· exp

(
−Θ−1

H (1)

γH

)
·
∫ Θ−1

1 [1−H2(D1)]

Θ−1
1 [0]

exp

(
−γ1

γ1

)
·
[
1− exp

(
−Θ−1

2 (µ′1)

γ2

)]
dγ1, (44)

where µj = max{0, 1+H2(D1∗ρ∗D2)−H2(D1)−H2(D2)−
[ΘH(γH)]−− [Θj(γj)]

−} and µ′j = max{0, H2(D1 ∗ρ∗D2)−
H2(D1)−H2(D2)− [Θj(γj)]

−} for j = 1, 2.
Similar to the calculation of P2 and P1, we have

P5 =
1

γ1γH
·
∫ Θ−1

H (1)

Θ−1
H (0)

dγH

·
∫ Θ−1

1 [H(X1)]

Θ−1
1 [1−H2(D1)]

exp

(
−γ1

γ1

− γH

γH

)
·

[
1− exp

(
−Θ−1

2 [λ2(d̃1)]

γ2

)]
dγ1, (45)

P6 =
1

γH
· exp

(
−Θ−1

1 [H(X1)]

γ1

)
·
∫ Θ−1

H (1)

Θ−1
H (0)

exp

(
−γH

γH

)
·
[
1− exp

(
−Θ−1

2 [λ2(0)]

γ2

)]
dγH. (46)

Remark: Following the same logic, we can extend the sys-
tem model to the case with more than two sensors, by applying
the achievable rate-distortion region with multiple sources.
However, the calculation of outage probability requires more
complicated multiple integral.

B. Numerical Results

The outage probability for lossy communications with a
helper is depicted in Fig. 7, where the channel coding rate
is set at 1

2 for all the sensors and the helper. For the purpose
of plotting the curves in a 2D plane, the average SNRs are
set at different values but change at the same speed for each
link, i.e., γ1 = γ2 + 2 = γH − 3. It should be explained
here that the curves for the case without a helper only show
first order diversity, due to the definition of outage event,
i.e., the recoveries of the both sources cannot satisfy the
distortion requirements. We can clearly observe from the decay
of the curves that with a helper, second order diversity can
be achieved. Obviously, the case with a helper providing the
side information achieves higher diversity order than the case
without a helper. It is found from Fig. 7(a) and Fig. 7(b)
that the smaller the correlation between the sources, i.e., ρ
is larger, the higher the outage probability, which is consistent
to our expected results. In addition, it is noticeable that the
system will have lower outage probability, if the distortion
requirements are less strict. Hence, identifying how to specify
the distortion requirements is valuable and interesting work in
the design of practical IoT systems.

Fig. 8 illustrates the outage probability for fixed average
SNR in the helper link, i.e., only γ1 = γ2 + 2. It is obvious
that the outage curves are shifted to left by increasing the
average SNR in the helper link. However, the gap between the
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(b) ρ = 0.4.

Fig. 7. Outage probability for the sources with different correlation levels.

outage curves becomes narrower when γH is relatively small.
Because the channel capacity of the helper link cannot support
lossless transmission of the helper information if γH < 0 dB,
while there is no loss of the helper information for γH ≥ 0 dB.
Besides, notice that the slope of curve in Fig. 8 is less steep
than that of the case with one helper in Fig. 7. The reason
for this observation is because the value of γH is fixed (does
not change along with γ1 and γ2) in Fig. 8, and the effect of
performance improvement provided by a helper appears in the
form of parallel shifting of outage curves. If we use a dashed
line to connect the points where γ1 = γ2 + 2 = γH − 3 like
in Fig. 7, we can observe second order diversity.
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Fig. 8. Outage probability for diverse average SNRs in the helper link, with
ρ = 0.2 and D1 = D2 = 0.1.

V. PRACTICAL PERFORMANCE EVALUATION

A. Simulation Design

Encoder 1
X1

n

Joint

decoder

Encoder 2
X2

n

Y
n

Encoder H

Modulator

Modulator

Modulator

X1
n^

X2
n^

DeM

DeM

DeM

∏1,1 ∏2,1

Fig. 9. Simulation system.

In this section, we start to evaluate the outage probability
over independent block Rayleigh fading channels for a prac-
tical communication system depicted in Fig. 9. Two sensors
independently encode two correlated sequences Xn

1 and Xn
2 ,

and then send them to a common receiver after modulation.
Meanwhile, a helper generates its information Y n from Xn

1

and Xn
2 by XOR3. Notice that if the helper directly perform

XOR as Y = X1 ⊕ X2 bit by bit, Y n will be almost 0 for
highly correlated sources and waste the helper rate. To make
the XOR helper more efficient, Xn

1 and Xn
2 are interleaved

by two interleavers Π1,1 and Π2,1 before XOR, respectively.
Subsequently, the helper sequence Y n is encoded, modulated
and finally sent to the receiver. At the common receiver,
the received signals are jointly decoded after demodulation
(DeM), and the joint decoder finally outputs the hard decisions
X̂n

1 and X̂n
2 .

The structure of encoders is illustrated in Fig. 10. Since two
sequences Xn

1 and Xn
2 are correlated, Xn

j is interleaved by

3Since the optimal helper structure is still an open problem and out of the
scope of this paper, we choose a frequently used structure, i.e., XOR, for the
practical performance evaluation.
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Fig. 10. The structure of encoders.

Πj,1 for the first step, so as to disperse noises into different
bits. Then, the interleaved version of Xn

j is successively
encoded by a convolutional code (CC) and an accumulator
(ACC) [29]. In order to exploit the principle of turbo codes
in iterative decoding, another interleaver Πj,2 is deployed
between CC and ACC. For the helper encoder, only one
interleaver ΠH is needed between CC and ACC.
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Fig. 11. The structure of joint decoder.

Fig. 11 shows the structure of corresponding joint decoder,
which separately decodes the received signals in local iteration
and exchanges mutual information in global iteration. In local
iteration, the bits encoded by ACC and CC are respectively
decoded by the corresponding decoders ACC−1 and CC−1,
which exchange log-likelihood ratio (LLR) via a deinterleaver
Π−1 and an interleaver Π. Then, the extrinsic LLR (LLRe)
utilized in global iteration is calculated by subtracting the
a priori LLR (LLRa) from the a posteriori LLR (LLRp).
Subsequently, the extrinsic information exchanger updates the
a priori LLRs based on the extrinsic LLRs yielded from
local iteration. The joint decoder performs local iteration and
global iteration in turn, until it cannot obtain obvious iteration
gains or exceeds the maximum iteration time. Finally, the hard
decision X̂n

j is made from the a posteriori LLR in the last
round of local iteration.

Fig. 12 illustrates the structure of extrinsic information
exchanger. Since the helper information is generated by XOR,
the extrinsic LLRs are exchanged among two sensors and

Check node

LLRH
a

LLRH
e

LLR1
e

∏1,1
-1

f (·)c

LLR2
t

LLR1
t

∏2,1

LLR2
a

LLR1
a

∏2,1
-1

f (·)c ∏1,1LLR2
e

Fig. 12. The structure of extrinsic information exchanger.

the helper, by the same principle of the check node in low-
density parity-check (LDPC) codes. The check node outputs
temporary results LLRtj for two sensors, and the a priori
LLRaH for the helper, by

LLRtj = −2 · arctanh(tanh
−LLRek

2
· tanh

−LLReH
2

)

+ LLRej , (47)

LLRaH = −2 · arctanh(
∏

j∈{1,2}

tanh
−LLRej

2
) + LLReH, (48)

where j ∈ {1, 2} and k = {1, 2} \ j. Meanwhile, Xn
1 and

Xn
2 also have correlations without the helper. For directly

exchanging the extrinsic information between two correlated
sources based on the correlation model [30], LLRej is pro-
cessed in the order of Π−1

j,1 → fc(·) → Πk,1, where fc(·) is
the LLR updating function for correlated sources [31]. Finally,
the LLRak for sensors is calculated by the sum of LLRtk and
the output from Πk,1.

B. Simulation Results

TABLE I
SIMULATION PARAMETERS

Parameter Value

Frame length 104 bits

Number of frames 5× 105

Source coding rate 1

Channel coding rate 1/2

Generator polynomial of CC G = ([3, 2]3)8

Type of interleaver random interleaver

Modulation method BPSK

Maximum iteration time 20

With the setting of parameters listed in Table I4, we can
obtain the simulation results of frame error rate (FER) with
specified distortion requirements as depicted in Fig. 13. For
simplicity, the average SNR is set at the same level for all
sensor links and the helper link. Clearly, although there is an
obvious gap between the simulation and theoretical results, the
simulation results show the same tendency as the theoretical
results, i.e., second order diversity, and the reduction of outage

4Due to the long frame length and large number of frames, the simulation
requires quite a long time. Moreover, the main purpose of simulations in this
paper is to verify the tendency of theoretical results, but not to achieve the
theoretical limit. Therefore, we choose relatively simple generator polynomial
of CC to accelerate simulations.
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Fig. 13. Simulation results with ρ = 0.1.

probability for less strict distortion requirements. The reason
for the obvious gap includes two aspects, i.e., the relatively
simple coding scheme, and incomplete utilization of joint
typicality [28] in sequence-wise. First, it is even not easy
to achieve Shannon limit for point-to-point communication.
In addition, the theoretical inner bound is achieved by joint
typicality coding scheme, which jointly reconstructs estimates
in sequence-wise. However, the joint decoder in simulation
exchanges the extrinsic information in bit-wise, which cannot
completely exploit the joint typicality among the source se-
quences and the helper sequence. This observation inspires the
necessity to develop a joint decoding algorithm for exchanging
extrinsic information in sequence-wise.

VI. CONCLUSION

In this work, we have analyzed the performance of lossy
communications with a helper in terms of rate-distortion and
outage probability over independent block Rayleigh fading
channels. Based on Shannon’s lossy source-channel separation
theorem, we start the performance analysis from multiterminal
source coding with a helper, and then take the channel condi-
tions into consideration in the derivation of outage probability.
For the rate-distortion analysis, we derive an inner bound on
the achievable rate-distortion region for multiterminal source
coding with two binary sources and one helper. The theoretical
results demonstrate that a helper can obviously enlarge the
achievable rate-distortion region; moreover, the inner bound
derived in this paper coincides with the Berger-Tung inner
bound when the helper rate decreases to 0, i.e., the helper link
is equivalently removed. Then, we apply the derived inner
bound into the outage probability analysis. In order to briefly
calculate the outage probability, the area outside the achiev-
able rate-distortion region is divided into several subareas.
Moreover, we investigate the performance improvement by

introducing a helper with respect to the outage probability.
The curves of outage probability indicate that a helper can
reduce the outage probability, and make the system achieve
higher order of diversity. Finally, we design a joint decoding
algorithm for the helper structure being XOR, and conduct a
series of simulations to evaluate the practical performance of
lossy communications with a helper. The simulation results
verify the second order diversity observed in the theoretical
analysis, and the reduction of outage probability by increasing
the acceptable distortions.
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