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Culturally aware Planning and Execution of Robot Actions

Ali Abdul Khaliq?, Uwe Köckemann?, Federico Pecora?, Alessandro Saffiotti?,
Barbara Bruno†, Carmine Tommaso Recchiuto†, Antonio Sgorbissa†,

Ha-Duong Bui‡ and Nak Young Chong‡

Abstract— The way in which humans behave, speak and
interact is deeply influenced by their culture. For example,
greeting is done differently in France, in Sweden or in Japan;
and the average interpersonal distance changes from one
cultural group to the other. In order to successfully coexist
with humans, robots should also adapt their behavior to the
culture, customs and manners of the persons they interact with.
In this paper, we deal with an important ingredient of cultural
adaptation: how to generate robot plans that respect given
cultural preferences, and how to execute them in a way that
is sensitive to those preferences. We present initial results in
this direction in the context of the CARESSES project, a joint
EU-Japan effort to build culturally competent assistive robots.

I. INTRODUCTION

Designers of personal companion robots are often faced
with questions such as: “How should the robot greet a per-
son?”, “What distance should the robot keep from a person?”,
“What non-verbal signs should the robot use, and with what
intensity?”, “Should the robot avoid or encourage physical
contact?”, “Is there any area of the house that it should
consider off-limits?”. Intuitively, the correct answer to all
those questions depends on the user’s values, beliefs, customs
and lifestyle. Of course, one may reasonably expect that
robot companions will learn such user preferences over time,
via interaction with the user and/or explicit configuration
mechanisms. In practice, however, many assumptions must
be made at design time in order to provide the robot with
an initial set of working skills. This calls into question the
process by which these initial assumptions are made. This
paper explores the possibility of using known cultural models
as the basis for this process. In particular, we propose a
method to make robot companions culturally competent.

One of the key technical challenges in building culturally
competent robots is the need to easily and automatically
reconfigure the behavior of the robot accordingly to different
cultural profiles. In this paper we take a plan-based approach
to robot control, where robot behaviors, the way actions are
sequenced, and their parameters, are encoded in an abstract
domain. The result is a culture-aware planner, in which the
domain implicitly encodes various sub-domains for a variety
of cultural contexts.
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† B. Bruno, C.T. Recchiuto and A. Sgorbissa are with DIBRIS, University
of Genova, Via Opera Pia 13, 16145 Genova, Italy.

‡ H-D. Bui and N.Y. Chong are with JAIST, Japan Advanced Institute of
Science and Technology, 1-1 Asahidai, Nomi, Ishikawa 923-1292, Japan.
Corresponding author’s email: ali.abdul.khaliq@oru.se

Our work is framed in the CARESSES project [1], a
joint EU-Japan effort to design culturally competent elder
care robots. These robots will be able to adapt how they
behave and speak to the culture, customs and manners of
the person they assist. A key tenet of CARESSES is the use
of a cultural knowledge base to maintain all the culture-
dependent information, and to use cultural knowledge to
alter how a robot behaves in the presence of users who are
known to be in a particular cultural group. The knowledge
base also specifies how further knowledge of the user’s
preferences should be elicited through verbal and non-verbal
interaction. The source of knowledge used by the robot to
regulate its behaviors thus shifts over time, from the “default”
culture-based model to a personalized user model reflecting
individual preferences, thus avoiding cultural stereotypes.

The next section provides an overview of related work,
while Section III describes the CARESSES project and its
general architecture for cultural awareness. Sections IV
and V detail our solutions to culturally aware planning and
execution, respectively. Section VI illustrates these solution
on three case studies, and Section VII draws some conclu-
sions and discusses future work.

II. RELATED WORK

Cultural competence is the capacity to take into con-
sideration people’s cultural beliefs, behaviours and needs
while interacting with them [2]. The importance of cultural
competence is well known in the fields of nursing [3] and
of business [4], and it has been recognized in the literature
on human factors [5] and human-computer interaction [6],
[7]. Cultural competence, however, has been almost totally
neglected by researchers and developers in the area of social
robotics. While it is increasingly possible to build robots
that reliably accomplish basic services, they only address
the problem of “what to do” in order to provide a service.
We argue that if service robots are to be accepted in the real
world by real people, they must take into account the cultural
identity of the persons whom they interact with in deciding
“how” to provide their services.

Several studies support the hypothesis that people from
different cultures not only have different preferences con-
cerning how the robot should be and behave [8], [9], but
they also tend to prefer robots better complying with the
social norms of their own culture [10], both in the verbal
and non-verbal behaviour.

In the context of verbal preferences, the effects of language
and cultural context on the credibility of robot speech has



been studied in [11]; work presented in [12] study the
effect of politeness on the acceptance of robots in different
cultures; the authors of [13] studied the effect of the cultural
background on decision making when recommendations are
provided by a robot collaborator.

The study of non-verbal preferences include the work
presented in [14], that explored the proxemics in HRI and
studied robot behavior when approaching humans in different
cultures. In a similar vein, the interpersonal distance when a
robot interacts which users of different cultural background
has been studied in [15]. The work presented in [16] shows
that users with different cultures interact more favorably with
agents that have a similar cultural profile. Some other non-
verbal studies compare the preference of different cultures for
the appearance, design factor, capability, likeability, safety of
the robot [17], [18], [19].

Despite these findings, very little work has been reported
on how to make robots adapt easily to a given cultural
identity. Notable exceptions include the works by Trovato et
al. [20] and by Lugrin et al. [21], who propose frameworks
for the selection of culturally appropriate greeting gestures
and words; and the work by Bruno et al. [22], who uses
fuzzy-logic to compute motion parameters depending on
the cultural profile of the person. While these are worthy
attempts, they are restricted to special cases and do no
address the general problem of how to endow a robot with
cultural competence.

III. THE CARESSES APPROACH

In cultural adaptation, one can use a bottom-up or a
top-down approach. In a bottom-up approach, such as [20]
above, one focuses on adaptation at a personal level and then
identifies cultural groups as clusters of people with similar
cultural profiles. In a top-down approach, one encodes cul-
tural information at national-level and then sees how this
information influences preferences in the robot behaviours.
Examples of the latter approach are [21] and [22] above,
that use Hofstede’s dimensions for the cultural categorization
of countries [23]. Bottom-up and top-down approaches have
complementary merits and drawbacks: the former makes cul-
tural adaptation a demanding process which requires either a
long time, or a large corpus of data to begin with; the latter
makes adaptation faster, but it has the risk of incurring in
prejudices and stereotypes.

Fig. 1. The CARESSES concept of a culturally competent robot [1].

The CARESSES approach to design culturally competent
robots combines the top-down and bottom-up approaches.
When a robot interacts with a person for the first time, it

uses a top-down approach to bootstrap its behaviour using a
cultural profile based on their cultural group; over the course
of time, the robot uses a bottom-up approach to refine this
cultural profile based on the individual preferences expressed
by that person. Figure 1 illustrates this concept. A culturally
competent robot: (i) knows general cultural characteristics
that are shared by a group of people; (ii) is aware that general
characteristics take different forms in different individuals,
thus avoiding stereotypes; and (iii) is sensitive to cultural
differences when perceiving, reasoning, and acting. More
specifically, Bruno et al. [24] have identified the following
key capabilities for a robot to exhibit a culturally competent
behaviour:

• cultural knowledge representation: the capability of
storing cultural knowledge and reasoning upon it, prop-
erly managing general and user-specific information.

• culturally-sensitive planning and execution: the capabil-
ity to produce plans and adapt such plans depending on
the cultural identity of the user.

• culture-aware multi-modal human-robot interaction: the
capability of adapting the interaction (in terms of ges-
tures, tone of voice, etc.) to the user’s cultural identity.

• culture-aware human emotion and action recognition:
the capability to interpret sensor data acquired by the
robot during interaction in light of cultural knowledge.

• assessment of cultural identity, habits and preferences:
the capability to adapt general cultural knowledge and
acquire new knowledge to better fit the individual profile
of the user.

Fig. 2. A coarse view of the CARESSES functional architecture.

The above capabilities are integrated in CARESSES
through the functional architecture sketched in Figure 2.
The Cultural Knowledge Base (CKB) encodes quantitative
and qualitative knowledge about different cultural groups,
as well as the specific cultural identity of the subjects
with whom the robot must interact. The Culturally-sensitive
Planning & Execution Module is responsible for generating
and executing robot’s actions. The Culture-aware Human-
Robot Interaction Module is responsible for implementing
the motion and interaction behaviors of the robot, and for
interfacing with a smart environment, if present. All the
components are integrated in universAAL [25], a software
platform for open distributed systems of systems. The in-



terface to the smart environment is provided by a bridge
between universAAL and ECHONET [26], the Japanese
standard for home automation. In this paper we focus on
culturally-sensitive planning and execution.

IV. CULTURAL SENSITIVITY IN ACTION PLANNING

We have integrated an online Constraint-based Planner
[27] into the CARESSES architecture and connected it to the
Cultural Knowledge Base (CKB). The core of the CKB is an
ontology that encodes all elements that may play a key role
in socially assistive robotic scenarios: goals, actions, cultural
norms, the environment, topics of conversation. The CKB
also includes information about how the cultural context
influences the operators available to the planner and the
parameters of actions that are executed by the robot. This
strategy decouples all cultural information from the planner
and the robot’s executive, thus avoiding redundancy across
different modules in the CARESSES architecture. When
launched, the planner requests operators and actions from
the CKB. During execution it listens for new goals, updates
on the execution status of actions, and messages about the
state of the environment and people in the environment.

The planner is modular and considers a variety of con-
straint types. It solves problems by searching a combined
flaw-resolution search space for each type. A set of con-
straints of a given type may lead to a flaw that can be
resolved in different ways by adding resolvers (i.e., sets
of constraints). Consider a reusable resource and several
statements that use it. If the temporal intervals of these
statements can overlap and together their usage exceeds the
resource capacity we have a resource flaw. This flaw must
be addressed by adding temporal constraints as a resolver to
make the overlap of statements impossible [28]. In a similar
way, an open goal is seen as a constraint that constitutes a
flaw that can be resolved by adding a set of operators (a
plan) that achieves that goal. This view on solving problems
is convenient because it allows to easily integrate a wide
variety of constraint types with minimal overhead (see [27]
for details on a broader selection of constraints).

We refer a collection constraints of different types as a
Constraint Database (CDB). In this paper we use several
constraint types. Domain constraints specify a variable’s
type and each type’s domains. Statements assign values to
state-variables over temporal intervals. They allow to model
events or states over periods of time. Thus, a single CDB
may contain information about the past, present, and future
values of a state variable. This allows, for instance, to easily
delay action dispatching in case a previous action is not
finished yet. These timing issues are expressed by temporal
constraints that specify how the intervals of statements relate
to each other. We express temporal constraints via quantified
Allen’s Interval Algebra [29], [30]. Goals are statements that
need to be achieved by operators.

Operators consists of a name, a set of preconditions and
effects (both statements), as well as a set of constraints (of
any type). Usually, an operator contains at least a set of
temporal constraints to relate itself to its preconditions and

effects. Often, we add further constraints to limit the scope
of situations in which the operator can be applied or to model
more complicated effects. Consider the following (abridged)
example of an operator used in this paper.

(:operator (approach-user ?R)
(:signature t_robot)
(:preconditions (?P approached-user false) )
(:effects (?E approached-user true))
(?A {?ID (type ApproachUser) (robot ?R) (

apar ?Distance)})
(:constraints
(:temporal
(before ?P ?THIS [1 inf])
(before ?THIS ?E [1 inf])
(equals ?THIS ?A)

The name of the operator is approach-user and it uses
a single variable ?R (indicated by the question mark) that
is of type t robot . Its precondition states that the robot has
not approached the person during the time interval ?P . Its
effects model that the robot has approached the person during
interval ?E , as well as an action ?A that will be sent to the
robot to achieve this effect. Note that we consider only one
person in this example (i.e., the person is not an argument of
the operator) and that the actions we execute are statements
and not operators directly. Thus we can model several actions
as part of the same operator. The first and second parameter
of the action are its own ID and the name of the robot
that will be used to execute it. The action has the robot
approach the user until a distance ?Distance is reached.
The variable ?THIS indicates the time interval associated
to the operator itself. The set of temporal constraints state
that the effect interval ?P ends before the interval ?THIS
starts, and the interval ?THIS ends before the interval ?E
starts. The distance between the respective end and start
times of intervals is flexible, and it may range between 1 and
∞. Finally, we consider that the operator is being executed
as long as the corresponding ApproachUser action is not
finished, expressed through the equals constraint.

The action parameters, like the approaching distance in
the previous example, are decided and provided by the
CKB depending on the current cultural context. Temporal
constraints model the fact that the robot should connect
the timing of preconditions and effects. The operator itself
(which is enacted during temporal interval ?THIS ) finishes
before the effect. The temporal constraints are kept as flexible
as possible to keep the temporal constraint network robust
towards delays during execution. The planner works online
and dispatches actions for execution when the earliest start
time of their intervals is reached. It also periodically tests for
new flaws, for instance, to compensate for failures or delays
in execution, or to satisfy new goals.

The planner itself does not employ any ad-hoc mecha-
nisms for cultural sensitivity. Instead, it dynamically assem-
bles and uses culture-specific planning domains based on
information provided by the CKB. This information includes
which operators are allowed in a cultural context, and the
parameters of actions that are sent to the executive. This is
in line with the design goal of CARESSES to keep all cultural



knowledge in the CKB.
We emphasize that the cultural context may affect not

only the choice of the execution parameters, but also of the
planning operators. For example, in many Asiatic cultures
it is considered rude to hand-over an object using only one
hand, so the corresponding hand-over planning operator uses
two hands. This knowledge must be encoded as an operator
rather than as an execution parameter, since the planner needs
to know that both hands are used in this cultural context: for
instance, it should not generate a plan where a hand-over
occurs while the robot carries another object.

Our planner can be easily expanded by incorporating
Interaction Constraints for human-aware planning [31] that
depend dynamically on the cultural context. Interaction con-
straints allow to hand-craft flaws and resolvers using any type
of constraint. This can be used to avoid or forbid complex
situations expressed via any combination of constraint types
available to the planner [31] or to dynamically infer context
and create new goals in specific situations [32]. We can
impose, for instance, that the robot does not vacuum in a
room in which a person is currently reading. If we observe
a person executing a task for which the robot has the
capability to assist, we can dynamically add new goals to
realize this assistance. In CARESSES, these rules may depend
on the cultural context and any personal preferences that
were gathered to expand on or overwrite that knowledge.
Conveniently, this can work exactly in the same way as
for operators and actions above: the relevant set is selected
and parametrized by the CKB which dynamically creates
problems for the planner to solve. This expansion is part
of our current work, but it has not been included in the
experiments reported below.

V. CULTURAL SENSITIVITY IN ACTION EXECUTION

The above planner dispatches the actions that are required
to be executed on the robot and receives status updates
from the robot. This communication is done through an
“executor” module, which acts as a front-end between the
planner and the robot’s sensing and actuation functionalities.
The executor consists of three main processes: (1) receiving
action execution requests; (2) executing actions; (3) sending
feedback. At start, the executor waits for incoming messages.
When it receives a message from the the planner that contains
an action with its parameters, it decides which low level
control commands should be sent to the robot to execute the
action request. The executor sends two feedback messages
to the planner about the state of action execution: one when
the action has started, and one when the action has finished
execution. Moreover, whenever the executor acquires infor-
mation about user’s preferences or habits, it sends a message
to the CKB for updating the knowledge base.

We use the universAAL middleware (uAAL, for short) for
communication. This middleware uses two busses (Context
Bus and Service Bus) to transmit and receive specific types
of messages. Figure 3 shows a simplified view of the
software architecture used in our implementation, including
the uAAL infrastructure, the planner, the executor, and the

robot. The planner uAAL component and the executor uAAL
component use the uAAL bus to publish and subscribe
different types of messages. The planner and the executor use
sockets to interact with the uAAL components. The planner
end of the interface has two modules: a dispatching agent,
and a situation awareness agent. The former looks at action
statements in the CDB and decides when it is time to dispatch
an action to the robot for execution using a so-called context
publisher. This is a software module that receives information
about the current state of the robot, users, and environment
using a context subscriber. The robot end of the interface
consists of robot control module that receives action requests
from the planner using the context subscriber and realizes
them by sending the appropriate command to the robot.

uAAL Bus (Context Bus)

Context 
Publisher

Context 
Subscriber

Context 
Publisher

Context 
Subscriber

Planner 
uAAL Component 

Execution module 
uAAL Component 

Socket
server

Socket
server

Planner Executor

Robot

TCP 

Fig. 3. Illustration of the software architecture, including the uAAL
infrastructure, the planner, the executor, a robot.

Just like in the case of the planner, cultural information is
not directly encoded in the executor. Instead, the culturally
sensitive parameters to be used for actions are sent from
the CKB to the planner, and the latter sends them to the
executor along with the planned actions. This design choice
increases modularity, since all cultural knowledge is created,
maintained and updated in one single place.

VI. DEMONSTRATION CASE STUDIES

In this section we look at three cases of culturally aware
planning and execution. These cases will be run for three
different users, John, Kabir, and Kenji, who belong to three
different cultural groups, respectively, English, Indian and
Japanese. The preferences of each group with respect to
the operators and actions that we consider in this paper are
based on the guidelines complied by experts in trans-cultural
nursing within the CARESSES project [33] starting from
existing guidelines for culturally competent nursing care.
Each case was executed on a Pepper robot [34]. Figure 6
shows examples of execution for the three individuals.1.

Figure 4 shows the overall flow of the examples demon-
strated in this section. It includes three main operators: (1)

1A video showing a real execution of these case studies is
available at http://caressesrobot.org/en/2018/03/20/
caresses-culturally-aware-planner-in-action/



GreetApproach

Waiting

Processrequest

Acceptrequest

User request receivedUser request satisfied

No more requests

Person detected

Fig. 4. Overall flow of the demonstrated case studies. Inside the gray box
are the three actions generated by the planner.

the Approach operator contains an action to approach the
user; (2) the Greet operator is used to greet the user; and
(3) the Accept request operator accepts the user requests
and processes them. Initially, the robot is in a waiting state.
Whenever the robot detects a user, it approaches them, greets
them, and starts receiving the user requests. This may involve
a dialogue to acquire details about what the user wants. The
robot goes back to the Accept request state after processing
the user request. If no more requests are made, the robot
goes to the waiting state.

The planner generates three actions using the above men-
tioned operators. These actions are sent to the executor for
execution on the robot. The action are depicted in Figure 5
together with their parameters, and should be executed
according to the preferences of each user. In this example,
these are the default preferences of each cultural group, as
the robot has never interacted with the users before. The
AcceptRequest has a “config file” as one of its parameters:
this makes the robot suggest possible requests according to
a given probability distribution. These are only suggestions
and do not limit the set of requests that the user can make.
Note that some parameters do not vary across the three
cultural groups, reflecting the fact these aspects of behavior
are not known to vary across cultures [33]. This is also an
indication that the robot should acquire knowledge about
user preferences regarding these parameters. Preferences are
encoded in the choice of operators and parameters provided
by the CKB, and thus do not increase the complexity of
planning. We now show see how these preferences influence
the behaviour of the robot in accordance to the relevant
cultural group.

A. John (English group)

The robot is provided with knowledge of John’s cultural
background — highlighed in green in Figure 5. First the
robot executes the ApproachUser action where the cultural
parameter, Distance, is the minimum proximity distance
between the robot and John. After the completion of this
action, the robot executes the Greet action. Since the cultural
background of John in known, this action is executed with
Wave. The robot waves at John and greets him while keeping
the cultural parameter Volume at default level. The Language

(?A {?ID (type AcceptRequest)(robot ?R)(apar ?Volume ?Speed ?Pitch ?WaitingTime)
(cpar ?Username ?Language ?AcceptRequestConfigFile)})

John Kabir Kenji
(?A {?ID (type ApproachUser)(robot ?R)(apar ?Distance)})

(?A {?ID (type ?Greet)(robot ?R)(apar ?Volume ?Speed ?Pitch ?UserName)(cpar ?Language)})
1.0m 1.0m 1.0m

Wave Namaste Bow English English English

5 - 10s

Default Default Default

5 - 10s 5 - 10s
English 
config

Indian 
config

Japanese 
config

Fig. 5. Actions generated by the planner. Gray: names of the culturally
specific parameters. Green: values of the culturally specific parameters for
John. Blue: values of the culturally specific parameters for Kabir. Red:
values of the culturally specific parameters for Kenji.

parameter is set to English.2 After the completion of the
Greet action, the robot executes the AcceptRequest action,
suggesting to the user possible requests in relation to the
content of the English config file: for example, it will
probably ask John if he wants to set a reminder for feeding
the cat. In relation to the user’s inputs, the robot will execute
his requests or it will engage John in a conversation using
probabilities on conversation topics coming from the CKB
for asking questions that are specific to John’s English back-
ground. For example, if John says something about breakfast,
the robot may ask the question “Do you usually have typical
English breakfast?”. The outcomes of this conversation may
in turn be used to update the cultural profile of John in the
CKB. The parameter WaitingTime regulates how long the
robot should wait to get an answer from John, and ends the
action if no reply is received: this parameter might, once
again, be culturally dependent.

B. Kabir (India group)

The robot is provided with knowledge related to Kabir’s
default cultural background, namely, the Indian group —
highlighed in blue in Figure 5. The robot executes the
ApproachUser action with parameter Distance. The Greet
action is executed by performing the Nameste gesture. The
parameter Volume is set to Default level and the Language
is set to English. The AcceptRequest is executed and, among
the options, the robot will probably suggest that Kabir sets
a reminder for visiting the temple. As before, conversation
topics and probabilities stored in the CKB allows the robot
to engage in a culturally-specific conversation. For example,
Kabir may say “I am waiting for the Diwali festival”. The
robot then continues talking about the Diwali festival. As
done for John, the robot waits before ending the action using
the WaitingTime parameter.

C. Kenji (Japanese group)

Similar to the above two cultural groups, the robot knows
that Kenji is Japanese, and hence uses that set of culture-
specific knowledge — highlighted in red in Figure 5. The

2For the sake of understandability, the Language parameter was set to
English for all cultural groups.



(a) (b) (c)
Fig. 6. Snapshots of the demonstrations. (a) person acting as John; (b) person acting as Kabir; (c) person action as Kenji.

robot executes the action ApproachUser with cultural pa-
rameter Distance, followed by the Greet action involving the
Bow gesture. The parameters Volume and Language are set to
Default and English respectively. The action AcceptRequest
is executed by the robot with the Japanese config file, having
suggestions such as watching the sumo wrestling match on
TV. Given the probabilities of conversation topics for the
Japanese culture, the robot will likely asks questions such
as “Do you usually have Japanese food for breakfast?” if
Kenji shows interest in chitchatting about breakfast. Finally,
the parameter WatitingTime is set to 5–10 seconds.

VII. DISCUSSION AND CONCLUSIONS

To the best of our knowledge, CARESSES is the first
attempt to systematically address the automatic adaptation
of robot systems to different cultures and preferences. We
believe that cultural competence is a necessary, although
so far understudied ingredient for any social, personal or
assistive robot.

In this paper, we have shown how we can achieve cultural
sensitivity in planning and execution by obtaining knowl-
edge about preferences from a cultural knowledge base.
The main advantage in this approach is that knowledge
about culture does not need to be directly encoded into
the planner or the execution layer. This approach decouples
the cultural information from the planner and the execution
layer, which avoids redundancy across different modules in
the CARESSES architecture. The planner receives cultural
dependent goals and the CKB suggest different parameters
depending on the cultural profile of the person. Beside in-
creasing modularity, this strategy allows the possibility to use
different, off-the-shelf planners with minimal modifications.

From a commercial perspective, cultural customization
is crucial in overcoming the barriers to marketing robots
across different countries. The parameters related to cultural
preferences in different countries can be loaded by the man-
ufacturer in the CKB, and can be later adapted in interaction
with the user to avoid stereotyped representations. As the
parameters are updated, they can also be used to change the
person-specific area of the CKB (but not the culture-specific:
what we learn from the interaction is not used to make
general inferences on a culture, only about the individual
person).

The cultural knowledge used in the cases we shown in
this paper reflects those differences between cultures that

are deemed sufficiently meaningful (e.g., greeting gestures),
while it purposefully ignores properties that are likely to be
more influenced by personal preference than culture. As part
of the CARESSES project, we will model more extensive
cultural knowledge and we will validate it with real elderly
users in a wide experimental campaign. It is important to note
that the provided cultural knowledge, although compiled by
experts, is only used to give an initial set of skills to the robot.
Moreover, the mechanism we have described is agnostic
with respect to the knowledge contained in the CKB. Our
contribution here is to show the technical solution underlying
cultural awareness, and not to validate the cultural models
themselves.

On the technical side, we plan to increase the sophisti-
cation of the planner by introducing culturally dependent
interaction constraints [31]. These can be used to encode
cultural norms to express, for instance, that in some cultures
it is not acceptable for the robot to interrupt an ongoing
conversation, while in others it might be tolerable for urgent
matters. Another future research direction involves enhancing
the monitoring of plan execution, i.e., enriching the feedback
related to the status of the action execution from the Executor
side as well as replanning on failures from the planner side.
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