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Abstract

Globe warming and weather anomalies, e.g., heatwaves, occur on this planet quite often in recent
years, which affects the lives. These result in morbidities and mortalities. The indoor environment
is, of course, affected in the viewpoint of safety. Moreover, people stay indoors for a large portion of
their time. Therefore, safety problems related to abnormal indoor climate change have great affection
for the indoor lives of occupants.

Conventionally, people take advantage of home appliances to adjust the indoor environment. With
the development of home automation, networking, the introduction of the so-called artificial intelli-
gence, and the smart grid, etc., the cyber world of smart homes becomes more and more complex.
So, the indoor environment is adjusted by the cyber world may fail either due to its inability or mal-
function. This cannot guarantee indoor environmental safety under the circumstance of weather
anomalies. Thus, it is necessary to observe the indoor environment to detect or predict undesired
safety events, based on which to design or select effective reactions to ensure the home environment
safe.

The aim of this research focuses on home safety problem detection and prediction. Home safety
problems in this work refer to indoor climate anomalies that will cause health problems to occupants.
Thus, supportive architecture and platforms are necessary. To this end, a home safety architecture
is proposed for supporting the observation of the indoor environment to detect and predict indoor
climate anomalies. The architecture is based on Cyber-Physical Systems (CPS) and the Service Inter-
mediary Model. For understanding the causality of home safety problem formation and identifying
the causes of the indoor climate anomalies in the cyber world, I proposed an accident model and a
hazard analysis technique, i.e., tailored STPA (System-Theoretic Process Analysis).

The proposed accident model is based on the STAMP (Systems-Theoretic Accident Model and
Process) model. The accident model illustrates to connect the behaviors of smart home systems and
the physical world to describe accident formation. To this end, I first proposed the concept of the Per-
formers System, based on which to define terms like Behavior. Then I define terms and their relations
to describe accident formation concerning the Performers System. I adopt indoor temperature data
and empirical experience for demonstrating the validity of the proposed accident model.

For the tailored STPA, it mainly aims to also identify ICAs (Inappropriate Control Actions) of con-
trollers. ICAs and UCAs (Unsafe Control Actions) are the causes of the occurrence of safety problems.
I also proposed a procedure to identify system-level hazards and an LGLD (Landscape Genealogical
Layout Documentation) approach for documenting the analytical results. The LGLD approach can
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clearly and straightforwardly represent the relations of the results. Some examples are used to demon-
strate the practical usefulness of our proposals. I also practiced applying an innominate approach for
hazard identification and analysis, which is based on the goal-based requirement engineering, guide
words, and item sketch.

Based on the above-discussed proposals, I proposed ways of safety problem detection and predic-
tion. I proposed a multiple-conformance approach to check the indoor temperature for detecting
thermal problems. Conformance testing is a formal approach to check the validity of an implemented
system against its specification. It is applied to check whether the indoor temperature conforms to the
requirements of no thermal problems. I model required changes in indoor temperature by hybrid au-
tomata. The practical usefulness and performance of the proposed multiple-conformance approach
that takes the hybrid-automata-modeled requirement as the specification are demonstrated through
experiments.

For the safety problem prediction, I take heat shock during the bath as an example. I adopt Bayesian
networks for the prediction. The structure of the Bayesian network is built by the proposed procedure
concerning surveyed knowledge of heat shock. The conditional probabilities are elicited by a proposed
procedure that takes advantage of the probability scale method with the proposed concept of degree
of influence. The results show that it is feasible to adopt Bayesian networks to predict heat shock based
on partially observed evidence.

Keywords: Home Safety; Smart Home Environment; Accident Model; Hazard Analysis; In-
door Climate Anomaly Detection; Heat Shock Prediction.
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1
Introduction

Most of the time, people stay indoors. The home environment is of an extraordinarily important in-
door environment to occupants. It is not only because it can provide a warm and comfortable place
for people to live in, but also its safety property to occupants. The home is becoming a more and
more intelligent place thanks to the development of the Internet of Things (IoT) in the home envi-
ronment. As a result, new lifestyles are coming forth in combination with the legacy ones. Also, the
home environment is an application area and a complex place for occupants. The working of smart
home systems in a safe manner thus becomes critical. Other than this, climate anomaly like heatwaves
occurs a lot in recent decades, which greatly affects indoor climate and in turn occupants’ health. All
these threaten indoor safety. So this research focuses on home safety related to the system safety of
smart home systems and the safety of indoor climate change.

1.1 Smart Home

A home is a place for people like individual or family members, etc. to live. It is the sum of the place
where people live permanently and the social unit – family [222]. Empirically, the place could be a
house, apartment, etc. to protect the family from unfavorable outdoor conditions like bad weather.
Occupants vary in age, gender and knowledge, etc. and explicitly have requirements, like eating, sleep-
ing. The dwelling provides the infrastructure to collaborate with occupants to achieve their require-
ments. For example, a kitchen for cooking, beds for sleeping.

According to [77], The concept of home has several connotations. First, the home is as security
and control. The control means occupants should have control over their houses. Second, the home
is a site of activity. All domestic activities, like eating, sleeping, etc., occur indoors. Third, the home is
a place for relationships and continuity. The home is a place to strengthen relationships with people,
e.g., families and friends one cares for. The continuity indicates that the home is a temporal process.
It relates to the question of the family in the way houses have been handed from one generation to
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another permanently. Fourth, the home is dealt with as identify and values. It has three meanings, i.e.,
a reflection of one’s ideas and values, an indicator of social status, and being a property to own.

1.1.1 Smart Home Systems

Definition

With the introduction of electricity, information, and communication technologies, great changes
have taken place in the home environment since the 20th-century [173]. One of the representations
of this change is the development of the concept of smart home since the 1990s [131]. The main goal
of smart homes is to increase the comfort of the occupants and make everyday life more convenient.
There are two ways to achieve the goal as pointed by [131]. The first is to increase the automation
of identified human activities. The second is to elevate comfort levels, security, energy management,
reduce environmental emissions, and energy-saving through state-of-the-art techniques.

Some definitions of the smart home and explanations of smart have appeared in the literature [34,
38, 77, 103, 139, 159, 173, 208, 227]. Some emphasize the networking capability [77, 103]. A smart
home should have a communication network that enables sensors, appliances, controls, and other
devices to connect for remote monitoring and control. Some consider the computing ability [159]
that residence should be equipped with technology to monitor the environment and provide advanced
services. To the author’s point of view, a smart home should have computing capability together with
information communication technologies that enable networking capability. Also, the smart home is
based on the definition of home, which means occupants and the house infrastructure are implicitly
part of the smart home. It may have the following characteristics [131, 208]:

• Adaptability: the ability to learn, predict and satisfy the requirements of occupants through
feedbacks, e.g., the sensor network, human inputs;

• Connectivity: the ability to allow interactions among appliances, devices and users is based on
the communication network infrastructure;

• Controllability: the ability to control devices, home networks, appliances automatically and/or
manually so that multiple functions can be performed to satisfy various needs;

• Computability: controllers, appliances, and devices should have computing ability;

• Safety: the ability to perform functions in a safe way.

The smart home is to promote occupants with comfort, convenience, security, and entertainment. It
should adapt to occupants and avoid unnecessary work of occupants. The smart home can increase
occupants’ free time to do other things like entertainment or to improve the quality of life, e.g., intel-
ligently adjust home environment by using an HVAC (Heating, Ventilation, and Air Conditioning)
system [167, 173], so an occupant can enjoy thermal comfort and do other things.
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Technologies

In this section, some smart home technologies will be briefly introduced. They include networking,
control, Interfaces, e.g., human-system, object tracking, and that related to the buzz-words of the
Internet of Things (IoT) and cloud computing.

The development of smart homes accompanies the development of automation, networking, and
computing technologies. In the very beginning, home appliances were working independently to ac-
complish a single dull work at a time. Independence means the home appliances cannot communi-
cate (neither receive commands nor feedback data like its working states) with others through a com-
munication network. The control of these home appliances depend on press buttons or turn on/off
switches manually. For example, to turn on the illumination, or to switch a washing machine to the
wash mode.

As the development of networking technologies, home appliances, controllers, etc., are capable to
be connected [12, 208]. Home network interconnection technologies are typically classified into two
categories, i.e., wired and wireless, as shown in Figure 1.1. They enable the interconnection among
controllers, appliances, sensors, devices, etc. inside the home. For the detail of these technologies,
please refer to the relevant documents.

Home Network Technologies

Wired Wireless

Ethernet

IEEE1394

USB(Universal Serial Bus)

HomePNA(existing phonelines)

HomePlug(existing powerlines)

IEEE802.11 and derivatives

HomeRF

Bluetooth

DECT(Digital Enhanced Cordless
Telecommunications)

X10

Insteon

ITU G.hn

Z-Wave

WiFi

ONE-NET

6LoWPAN

ZigBee

EnOcean

Figure 1.1: Classification of home network technologies.

Legacy home appliances cannot take advantage of these technologies since they do not have a net-
work card. Legacy home appliances like microwave ovens, toasters, and consumer electronics are not
intelligent and smart household devices. They have household functions to achieve for example cook-
ing, washing, and entertainment, etc. [191]. To the author’s viewpoint, the lack of intelligent and
smart capabilities is due to the appliances that do not have computing and networking ability. [191]
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figured out two characteristics of an appliance to be smart. First, an appliance can share its informa-
tion, and its functions can be accessed, and its status and settings can be monitored and controlled by
a user or an external device. Second, an appliance can automatically adjust and optimize its operation
based on the commands issued by a user or a smart home controller or both.

A pervasive solution to connecting legacy home appliances to the home network is to use the so-
called smart sockets or smart outlets. They are sockets or outlets that possess the following capabilities
[52, 191]:

1. Computing capability that can, for example, to measure power consumption;

2. Networking capability that can transfer information, such as power consumption to and/or
receive control commands from another device, e.g., smartphone.

Rely on the networking capability, controllers like smartphones can control (smart) home appli-
ances. There are much work have appeared in the literature. [92] discussed a system that remotely
controls electrical appliances in a house. The system employed Bluetooth and Java technology on a
mobile phone that managed to eliminate the need to have various remote controls at home. [147] pre-
sented a framework that uses traditional home electric appliances with infrared remote controls for
legacy home appliances. [52] discussed the integration of smart and legacy appliances into a generic
system architecture. Authors of [196] proposed a method of home network formation by using Blue-
tooth devices and a method to control and monitor networked home appliances. [163] presented
the design and implementation of SOAP-based (SOAP: Simple Object Access Protocol) residential
management for home appliance control. [114] proposed a wireless network protocol called VSNP
(Virtually Wired Sensor Network Protocol) and a control device, which makes it possible to control
legacy home appliances interactively. The VSNP provides a bidirectional communication channel be-
tween a gateway and control devices. The control device that connects the wireless network to control
a legacy home appliance on the request of a user. For managing the smart appliances, [182] proposed a
system for recognizing electric appliances in-home networks, which can measure the power consump-
tion of household appliances through a current sensing device. It transmits the current data back to
the energy management platform, and identifies each electric appliance, then determines whether it is
working normally according to its staged power consumption and various effects to avoid overloading
problems. [198] proposed an appliance recognition method using current signals for an information-
energy integrated network. The power-sensing data were measured by an intelligent outlet. [146] in-
troduced software architecture to build ubiquitous computing environments. It assumes that every
appliance, daily object, and even the occupant are equipped with pervasive services for communica-
tion. [191] integrated legacy appliances into the smart home through smart sockets.

There are two types of fundamental researches for the application of smart home systems. One is
the interface between humans and the system. Another is the object or occupant tracking. To pro-
mote the convenience of the smart home for occupants to interact with it, human-system interfaces
of the smart home are of particular importance. To our empirical experience, conventional interfaces
of appliances to occupants are like a button of a table lamp and a switch of a washing machine. In the
smart home environment, these become running short of ways in dealing with new situations. Newly
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developing/developed ways take advantage of gesture, voice, face, etc. [118] proposed a method of
the user-friendly interface that uses a natural language processing technique and an instant messaging
system to control information appliances in smart homes. Information appliances are to perform the
computation of predefined functions and to share information. To understand users’ original inten-
tion by voice commands to proximately select devices. The authors of [119] proposed a method to
select the most appropriate device among candidates by making use of complementary context feed-
ing with incomplete interface information. It increased the accuracy of the smart home system to
select the right device to perform the task of receiving a voice message command that may be incom-
plete to the system. [141] presented a system that extensively exploits uses’ eye gaze information for
operating services and appliances in-home network systems. A system called AXELLA (Adaptive and
eXtensible Environment for Legacy and Leading Appliances) was designed and implemented to cap-
ture users’ gaze, then invoke a service, and finally respond by voice. For the research of object tracking,
it locates an object inside a room and tracks its moving trajectories. For example, [33] proposed an
indoor tracking system based on common data mining techniques on radio frequency identification
(RFID) tags readings. It can track several objects dynamically in the smart home context.

With the advent of IoT and cloud computing, the development of smart home systems has entered
a new era. There are several definitions of IoT. For example, [95] defined it as a global infrastructure to
support the information society. It enabled advanced services by interconnecting physical and virtual
things based on existing and developing interoperable information and communication technologies.
Another definition from [222] is that the network of things that embedded with electronics, software,
sensors, and actuators, which enables these things to connect, collect, and exchange data, to integrate
the physical world into cyber systems. The concept of the IoT is a result of the convergence of three
visions [23], i.e., Things-oriented, Internet-oriented, and Semantic-oriented. Things have virtual per-
sonalities and identities operating in a smart environment connecting and communicating within the
user, social, and environmental context. The Internet promotes the connection and interconnection
among the ”Things”. The idea behind the semantic oriented IoT visions is that the number of things
to be connected to the Internet will be huge in the future. Therefore, issues like the way to represent,
search, store, interconnect, and organize information generated by the IoT becomes challenging.

The smart home is a promising application of the IoT. By integrating the IoT into the smart grid
will benefit all involved parties, including the smart home due to a new way of managing electricity
[188]. The IoT architectures, frameworks, and related technologies for applications bring great bene-
fits to the smart home [16]. Four categories of benefits of smart home applications based on the IoT
are identified in [16]. First, benefits related to smart home energy conservation. Second, reducing
the cost of requirements like security and safety. Third, benefits related to healthcare, e.g., medical
services, suitable living for the elderly, easy communication with health institutions, treatment alerts,
and monitoring of elderly patients. The last is the entertainment and comfort. For instance, it pro-
vides comfortableness, easy to use and control, and pay bills easily.

The IoT-based smart home has the following characteristics [45, 129]:

1. Compatibility with different communication technologies;

2. Ubiquitous services;
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3. Comprehensive perceptions;

4. Convenient controls.

There are many applications based on IoT. [22] proposed an IoT-based smart home system with sev-
eral subsystems, e.g., energy-saving and home security. The authors of [51] explored the potential
for exploiting information retrieved from two IoT devices that have limited storage capability. They
focused on smart home devices to collect compromising information. [34] presented an IoT based
smart home system for comfort, leisure, and security. [101] employed IoT technologies to propose
an architecture of the smart home system. It enabled to integrate many applications into the system.
Based on the Browse/Server module, [45] proposed a smart home system that enables remote control
of household devices conveniently. An expansion of the smart home is the smart city. [236] focuses
specifically on an urban IoT system. Urban IoTs are designed to support the smart city vision, which
aims at exploiting the most advanced communication technologies to support value-added services
for the administration of the city and the citizens.

[137] defined cloud computing as a model to enable network access to a shared pool of configurable
computing resources, e.g., networks that service provider interaction or minimal management effort.
It has three service models, i.e., software as a service (SaaS), platform as a service (PaaS), and Infras-
tructure as a service (IaaS). The application of cloud computing into a smart home can overcome the
following limitations of conventional smart home systems [42]. First, there is no business model. Sec-
ond, not smart. Third, security risks. Fourth, it cannot handle large amounts of data. To overcome
these limitations, [42] proposed a smart home architecture based on cloud computing.

Some other researches take advantage of both the IoT and could computing to build a smart home
system. [93] proposed an interoperable IoT platform for smart home systems by using cloud architec-
ture and Web-of-Objects. The cloud is a central service and database to store the data acquired from
the home and then for further analysis. [201] presented a multi-layer cloud architectural model that is
developed to enable effective and seamless interactions/interoperations on heterogeneous devices/ser-
vices provided by different vendors in the IoT-based smart home.

Architecture

In this section, a generic architecture of the smart home system will be introduced. It enables the
implementation of various services, e.g., home energy management, multimedia entertainment, se-
curity, healthcare, and ambient assisted living. I summarized a generic architecture of smart home
system from [15, 49, 64, 76, 103, 127, 148, 165, 187, 192, 214] that is shown in Figure 1.2.

The architecture consists of five parts, i.e., end items inside the home, home network connection,
boundary devices, outer network connection, and outside facilities. End items include various meters,
e.g., water meter and gas meter that measures the usages. Sensors are used to gather various indoor
information, e.g., indoor temperature, humidity, and air velocity. Home appliances include smart
appliances and legacy appliances that depend on the smart socket to connect to the home network.
Renewable energy refers to energy sources like solar panels and batteries. The home network connec-
tion represents the home network that relies on home network technologies shown in Figure 1.1 to
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Meters Sensors Smart Appliances
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Smart Socket
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Outer network
connection

Boundary
devices

Outside 
facilities

Figure 1.2: A generic architecture of samrt home system.

connect the end items. Boundary devices that joint the home network and the outside world. The
home gateway is a pervasive concept to deal with the heterogeneous network protocols, end items, etc.
Its fundamental function is to transform different network protocols between inside and outside the
home. The smart controller means controller devices like handheld devices and smartphones. It has a
friendly user interface that interacts with users. It can also connect to the Internet directly. The outer
network connection denotes the outside network that refers to either the wide-area network or the
grid network. Outside facilities roughly include two categories, i.e., the Internet and service providers
connecting to the Internet, and the smart grid and the various generators. A service provider may
take advantage of the smart grid to provide related services to the home environment. One possible
implementation of the smart home system can rely on the multi-agent system platform [214].

Applications

There are many applications based on the smart home system. In this section, the home energy man-
agement system, healthcare, security, indoor environment adjustment, and ambient assisted living are
going to be briefly introduced.

The smart home energy management system is defined as an optimal system that provides energy
management services to monitor and manage electricity generation, storage, and consumption in
smart homes [150, 238]. It monitors and arranges various home appliances dynamically to save elec-
tricity costs, and improves energy utilization efficiency. [130] surveyed and discussed five parts of the
smart home energy management system, i.e., measuring devices, sensing devices, enabling ICT (Infor-
mation and Communication Technology), smart appliances, and energy management systems. The
advantages of the smart home energy management system are as follows [131]:

• The increased savings for both users and utilities providers;
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• A reduced peak-to-average ratio and peak leads;

• They allows the household to be inserted in a systemic context, and allows it to be connected
to the outside world so as to create the smart grid;

• They allow for historical comparison of home energy usage.

There are some researches relate to the home energy management system by considering demand re-
sponse [181, 202]. Demand response can be defined as changes in the electric usage from normal
consumption patterns in response to changes in electricity cost or incentive payments designed to
induce low electricity usage during times of high wholesale market prices or suspected system relia-
bility. [108] dealt with a comprehensive approach of a mixed-integer quadratic-programming model
predictive control scheme based on the thermal building model and the building energy management
system. This work demonstrates the optimal management of appliances such as heating, battery stor-
age, a freezer, a dishwasher, a photo-voltaic system, and the opportunities to buy from and sell to the
smart grid. [20] presented an Energy Management Algorithm for the smart home that is equipped
with the fuel cell, battery, solar panel, and wind turbine. A fuzzy logic controller is designed for the en-
ergy management algorithm. To visualize the smart home energy management system, [63] proposed
a visualization program of smart home energy based on smartphone APP.

Another application area of the smart home system is home healthcare [144]. Health smart home
and healthcare monitoring systems are an integration of ubiquitous computing and communication
technologies. It relates to like sensor systems, activities monitoring, and health monitoring. [164] pre-
sented a cloud-based smart home environment for home healthcare services. It includes a wearable
unit, a private cloud, and a robot assistant in the smart home, which provides human contextual in-
formation and monitors the vital signs. One subset of this research area is the ambient assisted living.
[73] presented a presence-aware smart home system based on the presence of information provided
by all devices and objects in the home, which facilitates the daily living of private homes. [54] aimed
to analyze the digital output signal of passive infrared sensors used in a configuration of smart home
entrance called SmartGreeting. The system can be used to enable personalized services in an entire
smart home environment. [98] proposed a resource-aware management system with a hierarchical
smart home resource model by using the home context information. It accumulates home knowledge
by analyzing and mapping the relations among objects. [213] proposed to use a context-sensitive and
proactive fuzzy control system for controlling the home environment. A lighting control system was
implemented by using a fuzzy control system design.

The security issue relates to several aspects, i.e., privacy, unauthorized access to smart devices, se-
cure communication, misuse of information, system correctness, and existing malware attacks. Many
works have contributed to smart home system security. [28] proposed a secure IFTTT-based smart
home framework by incorporating a suitable captcha-based One Time Password (OTP) authentica-
tion scheme and Physical Unclonable Function (PUF). IFTTT (If This Then That) is an Internet ser-
vice that integrates heterogeneous smart home devices and allows the user to customize smart home
configurations via IFTTT recipes. The authors of [80] classified applicable threats according to a
novel taxonomy. It focuses not only on the attack vectors that can be used but also on the potential
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impact on the systems and ultimately on the occupants and their domestic life. An attack vector is
a path or means by which a hacker or cracker can gain access to a computer or network to deliver a
payload or malicious outcome. Attack vectors enable hackers to exploit system vulnerabilities as well
as human elements. They include, for example, viruses, email attachments, web pages, and instant
messages. [128] presented a system that provides secure hierarchical identity encryption for the smart
home to protect users’ security and privacy. [84] provided a two-tier home automation network that
provides a secure communication platform. For understanding the risks related to the use and mis-
use of information about homes and end-users, [96] examined 32 risks. [158] proposed an anomaly
management framework for smart homes. The anomaly information is represented by Semantic Web
ontologies. The framework can be used to detect anomalies related to hardware, software, network,
operator, and context. [55] presented an approach for validating the Java implementation of a home
network system to guarantee the correctness, safety, and the security of the system.

Other applications related to multimedia, e.g., [160] proposed a hybrid intelligent multimedia ser-
vice framework that is mixed with application technologies like intelligent home infrastructure and
multimedia protection/management through the ubiquitous sensor network-based technology to
provide a proper multimedia service suitable for the Next Generation Home network Environment.
[178] summarized current findings on the effect of measured environmental parameters on indoor air
quality, individual thermal comfort, and living behavior in smart homes for the temperature climate
zone.

The factors that affect the adoption and diffusion of smart homes are that compatibility, perceived
ease of use, and perceived usefulness. They have significant positive effects on the purchase intention
of a smart home system. Perceived usefulness was greater in the older and male groups, while compati-
bility was more important in the high education and female groups [30]. The authors of [183] found
that highly-educated students seem ready to adopt the smart home concept, and the results highlight
that smart home products could be targeted at this specific population.

1.1.2 Indoor Climate Changes

Due to global warming and weather anomalies around the world, bad weathers like heatwaves occur
frequently in recent years. For example, many places in Asia, Europe, and North America had ex-
perienced the intense heat in the summer of 2018. It is observed that Japan had broken the highest
temperature record in 2018 summer and the new record is 41.1◦C ∗. According to the record of this
year, i.e., July and August of 2018 by the Ministry of the Environment of Japan†, the number of fa-
talities among heatstroke patients that sent to hospitals of 6 big cities of Japan had reached 151, while
this number was just 42 in 2017. The statistical data by the National Meteorological Center of CMA‡

illustrates that China had experienced the hottest summer of 2018 since 1961. In northern Europe,

∗Japan Meteorological Agency [Visited 2018.10.03] http://www.jma.go.jp/jma/index.html
†A dedicated website for Heat Illness Prevention Information of the Ministry of the Environ-

ment. [Visited 2018.10.03] http://www.wbgt.env.go.jp/
‡National Meteorological Center of CMA, China [Visited 2018.10.03] http://www.nmc.cn/
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the 2018 heatwave had led to a record-breaking temperature and wildfire in many parts of Europe
during the summer §.

Climate changes like heatwaves and cold spells affect indoor climate [179]. [221] pointed out that
indoor exposure to heat can be predicted using outdoor temperature and characteristics of the housing
stock and surroundings. For example, indoor heat index can reach dangerous levels during heatwaves
[166], and the high indoor temperature is indicated as a key cause of death [67].

Climate change and rapid population aging are significant public health challenges. Climate
change causes mortality and morbidity due to heat and cold exposure. Heatwaves affect the elderly
markedly more than younger people [67, 218]. Unfortunately, as reported in the world population
aging report 2013¶, the age group 60 years and older is expected to comprise 21.1% of the population
by 2050. Heat exposure as identified to be associated with increased risk of cardiovascular, cerebrovas-
cular, and respiratory mortality [185, 239]. Even a 1◦C temperature rise will increase cardiovascular,
respiratory, diabetes mellitus, genitourinary, infectious disease, and heat-related morbidity [40]. Be-
sides the easy affection to the elderly group, females are more sensitive to temperature changes [106].
In cold weather, people’s chronic indoor thermal experience might be an important determinant of
thermal adaptation [112].

In combining with weather anomalies, factors like economic, social, and health make elderly pop-
ulations particularly vulnerable to exposure to temperature extremes and cause adverse consequences.
This may limit their ability to mitigate or seek shelter from health-threatening conditions. The elderly,
those in poor health, and the poor are especially at risk. Those populations experience temperature
extremes almost exclusively in indoor environments [234].

1.2 Home Safety

With the transformation of home to the smart home, new forms of home safety problems have ap-
peared. The time the home without the characteristics of automation, interconnection, smart, etc.,
the contents of home safety only focus on, for example, child neglect and abuse [203], accidents re-
lated to children [46, 143], and falls [102]. With the advent of the smart home system that was intro-
duced in Section 1.1.1, system safety should be introduced into the home environment. As systems
like cyber-physical systems interact with the physical environment, the hazard sources are the physical
environment, e.g., indoor climate anomaly and the cyber world like the inability of systems.

1.2.1 System Safety

Earlier safety researches related to industrial safety to protect workers against industrial hazards. Later,
it was applied to the engineering and operation of complex systems and called system safety [124]. Re-
searches on system safety roughly include three big parts. First, the way to understand safety problems,

§Wikipedia: 2018 European heatwave. [Visited 2018.10.03] https://en.wikipedia.org
¶World population aging report 2013, Population Division, Department of Economic and

Social Affairs, United Nations: [Visited 2018.10.04] http://www.un.org
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which is called the accident model. Second, the way to evaluate the risk, e.g., fault tree analysis (FTA),
event tree analysis (ETA), hazard and operability analysis (HAZOP), and system-theoretic process
analysis (STPA). Third, the process of managing safety, which including risk management and safety
case report.

For understanding why an accident could occur, a conventional way was the causality mechanism
[24, 97, 123, 126], which are concerning reliability or dependability. A cause of an event is composed
of a set of conditions, each of which is necessary and together are sufficient for the event to occur [123].
Given an event E, assume the sufficient set of conditions for E to occur is Z; the set of all necessary
conditions for E to occur is Z′ . Then Z′ is the superset of Z. To illustrate the problem of causation
and to investigate an event, a hierarchical approach to causality is shown in Figure 1.3 [126].

Layer 1

Layer 2

Layer 3

Mechanisms

Conditions

Constraints

Figure 1.3: A hierarchical approach to causality.

The mechanism in the level 1 denotes a sequence of events until the accident, i.e., chain of events.
The conditions in level 2 mean the satisfaction or lack of conditions that allowed the accident at the
first level to occur. The constraints or lack of constraints in level 3 that allowed the conditions at the
second level to cause the accident at the first level, or that allowed the conditions to exist at all. There
are four types of constraints as follows.

1. Technical and physical conditions;

2. Social dynamics and human actions;

3. Management system, organisational culture;

4. Governmental or socioeconomic policies and conditions.

Causality has been applied to investigate accidents and various accident models, e.g., event-based
models, chain-of-events models. Event-based models are also known as sequential accident models. It
starts from a root cause, followed by a sequence of subsequent events to finally cause the accident. The
root cause could be undesirable or expected event, e.g., a single unsafe act or condition. It works well
for losses caused by failures of physical components or human errors in relatively simple systems. The
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countermeasure to this accident causation is to identify and remove the single cause. Chain-of-events
Models are timed ordered, multiple sequences of events in the form of hierarchies, e.g., event trees
and networks. The events generally correspond to component failure, human error, or energy-related
events. The countermeasure to this type of accident causation is to change individual events in the
process.

Another chain-of-events model is from dependability. Dependability is defined as the trustworthi-
ness of a computer system such that reliance can justifiably be placed on the service it delivers [24, 97].
The impairments to dependability are faults, errors, and failures, which are undesired but not in prin-
ciple unexpected circumstances causing or resulting from the undependability. A fault is active when
it produces an error. An error may propagate to create another error. A failure occurs when an er-
ror reaches the system-user interface and affects service delivery. The failed component becomes fault
types for components interacting with it.

The selection of the initiating event may be the event immediately preceding the accident or a par-
ticular event or condition. It should be familiar and acceptable to explain the occurrence of accidents.
However, there are shortcomings for the above accident models. For event-based models, accidents
always have more than one contributing factor. For the chain-of-events models, the development and
analysis of such models are time-consuming and require significant analyst expertise.

With the rise of system safety, another type of model that is based on systems theory has been in-
troduced. In this way, an accident is viewed as the interaction among humans, machines, and the
environment. Models based on system theory usually related to one product of a set of hardware,
software, and organizational factors. Accidents are the violation of a set of safety constraints on the
behavior of system components. System models describe accidents in terms of dysfunctional interac-
tions, control theory, or deviations and determining factors.

Many tools can be used to evaluate accidents and risk [125]. But they are all 40 to 65 years old, which
some of them are shown in Figure 1.4. The FTA is a top-down and deductive failure analysis, in which
an undesired state of a system is analyzed using Boolean logic to combine a series of lower-level events.
FMEA stands for Failure Models and Effect Analysis that was developed by reliability engineers to
study problems that might arise from malfunctions of military systems. Event tree analysis (ETA) is a
forward, bottom-up, and logical modeling technique for both success and failure. It explores through
a single initiating event and then assesses the probabilities of outcomes. The HAZOP is a systematic
way to identify possible hazards and operabilities problems in a work process. The bow tie analysis is
a diagrammatic way of describing and analyzing the pathways of risk from hazards to outcomes and
reviewing controls. It is the combination of the logic of a fault tree analyzing the cause of an event
and an event tree analyzing the consequences. As with the advent of the introduction of computer
control, exponential increases in system complexity, the introduction of new technology, and changes
in human roles, conventional tools for evaluating methods may not apply to new systems. A new way
of understanding accident causation that based on system theory called Systems-Theoretic Accident
Model and Process (STAMP) and a new way of evaluating accident and risk called Systems-Theoretic
Process Analysis (STPA) have been proposed [125].

There are engineering activities related to system safety as shown in Figure 1.5. All employers have
the duty of caring for their employees, the general public, and the wider environment against occu-
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Figure 1.4: Chronology of tools of evaluating accidents.

pational diseases and accidents/incidents that result in injury/death or damage to the environmen-
t/equipment. Various safety standards like [2, 5, 6, 154, 155] establish many principles that need to
satisfied to ensure the safety of products, processes, and services.

Safety management system standards provide the blueprint, or a framework, to help enable effec-
tive, robust, and sustainable programs to manage safety-related problems. Safety management system
[11, 155] is the organizational structure, processes, procedures, and methodologies that enable the
direction and control of the activities necessary to meet safety requirements and safety policy objec-
tives. It provides a systematic way to control all processes relating to the management of safety for a
system or organization. It also provides the means of managing safety and defining the processes to
be followed to achieve the objective. Usually, the demonstration of safety is achieved via a Safety Case.
Other definitions of the terms depicted in Figure 1.5 can be found in the related standards.

The components and process of a Safety Management System include four parts [4], i.e., safety
policy and objectives, safety risk management, safety assurance, and safety promotion. The process of
a Safety Management Process [204] starts with identifying and analyzing hazards under the predeter-
mined scope, then evaluate the designed protective measures. If the desired safety level has achieved
and then maintain the level, or re-assess and redesign the protective measures.

Risk Management is a systematic application of management policies, procedures, and practices to
the tasks of hazard identification, hazard analysis, risk estimation, risk and ALARP evaluation, risk
reduction, and risk acceptance [155]. It is important as it can ensure safety by identifying and manag-
ing hazards and potential accidents, risk management. A generic process can be summarized [6, 154]
for managing risks is shown in Figure 1.6. The process for risk management is iterative.

Risk assessment is a series of logical steps to enable, in a systematic way, the analysis and evaluation
of the risks associated with machinery [2, 6]. It is the overall process of risk identification, risk analysis,
and risk evaluation. Risk assessment provides an understanding of risks, their causes, consequences,
and their probabilities. The process of risk assessment is more or less the same concerning the relevant
standards [2, 6]. The risk assessment is also an iterative process for evaluating risk.

Risk assessment is a part of risk management, which is a part of the safety management system. The
process of risk assessment is always accompanied with products, processes, services, activities, etc., to
understand the risk and as input for the selection of appropriate risk treatment.

1.2.2 Indoor Climate Safety

Globe warming and weather anomalies around the world have been discussed in Section 1.1.2. Ab-
normal weather affects indoor climate, which in turn causes health problems of occupants. People
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stay indoors most of the time [110]. The indoor environment is thus important to the health and pro-
ductivity [67, 68, 186]. In particular, indoor temperature anomalies can result in unfavorable thermal
sensations. For instance, it is possible to cause heat illnesses or even death to like older people as a re-
sult of heat exposure [219, 221]. It can also affect sleep and circadian rhythm and result in cardiac
autonomic response during sleep due to cold exposure [145, 156].

Previous work utilizes different indices to evaluate the indoor environment. These indices are so-
phisticated techniques to represent thermal sensations. They are calculated by concerning environ-
mental and personal factors. For example, the PMV-PPD index [19] is used to evaluate the condition
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of the mind that expresses satisfaction with the thermal environment and is assessed by subjective eval-
uation. A cold index is an indicator to express the cooling effect on the body, which the cooling effect
related to the cold stress. For example, a cold stress index called IREQ [1], which means the required
clothing insulation of preserving body heat at defined levels of physiological strain. The heat index
is widely used. It is an index that combines air temperature and relative humidity, in shaded areas,
to posit a human-perceived equivalent temperature, as to how hot it would feel if the humidity were
some other value in the shade. The widely used heat index is the wet bulb globe temperature (WBGT)
in ◦C [37].

Various systems are designed to adopt these indices for evaluating the indoor environment. But to
the best of my knowledge, they all focus on adjusting the indoor environment for thermal comfort. A
field study was conducted in [168] in naturally ventilated office buildings to evaluate thermal comfort.
The evaluation was based on the subjective judgments of occupants. Conventional on/off controllers
are used to adjust the indoor temperature to approach desired levels. [70] took advantage of PMV in-
dex [19] for accurately adjusting the indoor temperature. It collects physical and personal data which
are used to calculate the PMV-index to adjust the indoor temperature. We can understand this as
dynamic desired levels. Some other work also considered energy saving. For example, [136] adopted
fuzzy logic to represent different thermal sensations by linguistic variables to lead the air-conditioning
unit to adjust the indoor temperature. A working state of the air-conditioning unit is when the indoor
temperature belongs to a predefined interval that corresponds to a linguistic variable.

1.3 Problems and Contributions

Since the smart home system is getting more and more complex as discussed in Section 1.1.1, and the
influence on the home environment due to like global warming and other weather anomalies discussed
in Section 1.1.2. Home safety in this dissertation focuses on the indoor space, which reduces indoor
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climate safety levels to an acceptable level concerning the smart home system.
The aim of this research is home safety problem detection/prediction. Home safety problems re-

lated to physical process anomalies occurred in the indoor space between occupants and home appli-
ances. Physical process anomalies are due to the failed adjustment of indoor space, which causes haz-
ardous situations and result in health problems of occupants. So, possible hazardous situations need
to be identified, predicted, and detected to select appropriate precautionary or reaction measures to
retain a normal adjustment of indoor physical processes that provide an indoor environment for the
health of occupants.

Previous work only focuses on indoor temperature adjustment for thermal comfort as discussed in
Section 1.2.1. The situations of heat and cold exposure should also be considered to ensure the safety
of indoor space. To this end, an architecture is required, which supports the detection and prediction
of safety problems. It is also necessary to understand how behaviors of the smart home system could
cause hazardous situations. Furthermore, techniques for identifying the causes in the smart home sys-
tem that result in abnormal system behaviors and cause physical process anomalies are also necessary.
For hazard formation and cause identification, accident formation and hazard analysis techniques are
for safety-critical systems, while the smart home system is generally not safety-critical only when work-
ing in situations of adjusting the heat or cold environment that causes health problems.

Home environment safety will be discussed in Section 2.2.2 of Chapter 2, which is the safety of
indoor physical environment between occupants and home appliances. This research focuses on
home safety problems detection/prediction based on the proposed home safety architecture. The pro-
posed home safety architecture is based on Cyber-Physical Systems (CPS) and the Service Intermediary
Model (SIM). The proposed architecture supports an event-based approach for the detection/predic-
tion which has three levels of events to represent different semantic contexts. Safety problem refers
to thermal related problems. The detection/prediction is based on the conformance of real data and
its requirement by considering related thermal problems. The indoor environment is adjusted by
the smart home system that involves various home appliances, e.g., window and air-conditioner for
thermal comfort. Thus, an accident formation is required to consider physical processes and cyber
systems. Also, hazard analysis techniques are required to look for the causes in cyber systems that
result in physical process anomalies. The results of the analysis can further be taken as a theoretical
basis for implementing a safer service for indoor environment adjustment. A more detailed discussion
of problems will be at the beginning of each chapter of this dissertation. For the prediction, we will
study the prediction of heat shock during a bath in Japan, which employed the technology of Bayesian
networks.

The contributions of this research are briefly summarized as follows:

• For understanding accident formation of physical processes related to the smart home system,
an accident model is proposed with respect to related definitions of concepts.

• To look for the causes of accidents, two hazard analysis techniques are adopted. One is called
System-Theoretic Process Analysis (STPA) and will be tailored for this work. Another is an
innominate approach that is based on the goal-based requirement engineering, guide words,
and item sketch.
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• To detect physical process anomalies that result in health problems, a home safety architecture
is proposed that supports an event-based approach detection/prediction. Other activities like
safety problem reactions are also possible to be performed based on this architecture.

• To perform the detection, a multiple-conformance approach is proposed, in which the re-
quired changes of indoor temperature are moded by hybrid automata.

• Temperature data were collected from a testbed smart house to verify the effectiveness of the
multiple-conformance approach with respect to the hybrid-automata-modeled requirement.

• Bayesian network is adopted to predict heat shock during bath.

A detailed description of the contributions of this research is introduced in each chapter of this
dissertation.

1.4 Scope of this work

I outline the scope of this work by comparing it with IEC 63168-2, -3, and -4 standards [7, 8, 9].
There are several reasons. First, the comparison can position this work in a product/system lifecycle,
since the IEC 63168 series prescribe to cover all phases of a product/system lifecycle. Second, the IEC
63168 series can be taken as related work in the viewpoint of safety research activity‖. This is due to
the IEC 63168 series specifies Active Assisted Living (AAL) specific functional safety requirements
of electrical/electronic (E/E) safety-related systems for cooperative multiple systems that operated in a
connected home environment. Third, it can distinguish this work with others, because the overlapped
and unique considerations can be identified.

The comparison is at the abstract level because standards do not prescribe technique details. Table
1.1 outlines the comparison results. This work focuses on the concept and software design. The acci-
dent model and hazard analysis techniques adopted in this dissertation are state-of-the-art and based
on system theory. Risk evaluation is not explicitly covered in this dissertation. However, there are two
ways mentioned related to the evaluation of risk. First, I classify situations as normal, abnormal, and
unsafe. Second, I pick up unsafe cases like the occurrence of heat shock for detection and prediction.
This dissertation focuses on usage safety that related to the smart home system, so occupants are of
main concern. IEC 63168, on the other hand, focuses on activities of the lifecycle of a product/sys-
tem, so it concerns more on the professionals. The techniques mentioned in this dissertation aimed
at software design and development, while the IEC 63168 focuses on both software and hardware.

1.5 Reading Guide

Chapter 2 introduces the way how a safety problem related to physical processes can occur, and this
is represented by a proposed accident model. In Chapter 3, hazard analysis techniques are adopted to

‖Standards are typically aimed at supervising the activities related to a product/system in
the lifecycle, while the research work like in this dissertation focuses on specific techniques.
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Table 1.1: A comparison of this work with IEC 63168 to outline the scope of this work.

Phase of
lifecycle

hardware or
software level Accident model Hazard identify

or analysis Risk evaluation Human Techniques

This work Concept
and design Software STAMP-PP

(Ch. 2) Tailored STPA (Ch.3) Not covered Mainly
occupants

Softeware related
(Ch. 4, 5, and 6)

IEC 63168 All Hardware and
software Event based

Bottom-up methods
like FMEA;
Top-down methods
like FTA

H-SIL Mainly
professionals

Only mention the
work to be done;
Related to software
and hardware

analyze the causes of safety problems. Then, a home safety architecture is proposed in Chapter 4 for
thermal problem detection. Based on the proposed home safety architecture, an event-based approach
is proposed for detection. For the detection of thermal problems that occur in the physical world,
a multiple-conformance approach is proposed in Chapter 5, which takes the required temperature
change as the requirement. Chapter 6 introduces to employ Bayesian networks to predict heat shock
during bath. Finally, Chapter 7 concludes this dissertation and points out some future work.

The relationships between the chapters of this dissertation are shown in Figure 1.7. The accident
model introduced in Chapter 2 connects the physical world and the cyber world to understand the
safety problem formation. Then to identify the causes in the accident model, Chapter 3 discusses
to adopting hazard analysis techniques. Chapter 4 introduces a proposed architecture for physical
problem detection. Based on the architecture, Chapter 5 proposes an approach for detecting unde-
sired temperature change that causes health problems, and Chapter 6 introduces the way to build
the Bayesian network for predicting heat shock during bath. Finally, Chapter 7 summarizes all these
chapters and concludes this work.

Chapter 2

Chapter 4

Chapter 5

Chapter 3

Chapter 7

Chapter 1

Performers System
Accident Model

Adopting hazard 
analysis techniques to 
identify causes that 
result in accidents

Home safety architecture

A multiple-conformance 
approach for detecting 

thermal problems

Conclusions & Future work

Chapter 6

A Bayesian network 
approach for predicting 
heat shock during bath

Figure 1.7: Relationships between chapters.
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2
Safety Problem Formation

Home safety involves two parts, i.e., the safety of the cyber world (the safety of smart home systems)
and the safety of the physical world (physical environmental safety). Conventionally, these two parts
belong to two different research areas, i.e., system safety and meteorology. They are connected by the
behaviors of smart home systems. For comprehensively understanding the relationship between the
cyber and physical worlds, an accident model and its related terms are proposed in this chapter.

The contributions of this chapter are summarized as follows [228, 231]:

• The concept of Performers System that emphasizes the behaviors are performed by various
home appliances is proposed.

• The definitions of Service and its derivative terms with respect to the Performers System are
defined.

• I propose the accident model (denoted as STAMP-PP) for understanding accident formation,
that is, abnormal system behaviors result in abnormal changes in physical processes and cause
hazards.

• Validation of the accident model is by considering indoor temperature that was adjusted under
the scenario of injecting control errors.

2.1 Introduction

Accident models provide a conceptual representation of accident causation [212]. The state-of-the-
art development of them is on the phase of systemic models [85, 125, 212], i.e., accident models based
on system theory rather than reliability. They have been applied to understand accidents in many
areas, e.g., deepwater well control [138], railway [157], and aviation [17]. Some others relate to places
periled by poisonous or dangerous substances, e.g., oil transportation [75] and nuclear power plants
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[48]. The poisonous or dangerous substances are hazards in nature, which can directly cause harm
when leaked or released in workplaces. The workplace is a strictly managed environment for work.
Safety-critical systems are taken as preventative measures for leakage and release.

The home environment means the indoor space regarding physical processes, e.g., temperature
change, which is different from safety-critical environments in workplaces. The home environment
is not a hazardous place in general. However, it could be when the physical process transfers from a
normal state (e.g., temperature for thermal comfort), then go through some intermediate states (e.g.,
temperature for thermal discomfort), and finally reach a state of hazardous (e.g., temperature for heat-
stroke). The home environment is a place for everyday living and not strictly managed as that in
workplaces. Smart home systems are developed to maintain the home environment in desired states,
not only as preventative measures.

In systemic accident models [85, 125, 212], accidents are the result of the violation of a set of con-
straints on the behaviors of the system components, i.e., management, humans, and technology. If
directly applying a systemic accident model to the smart home system, the information of physical pro-
cesses is missing for understanding accident formation. For example, a smart home system violated
its constraint on adjusting the indoor temperature for thermal comfort, and result in high tempera-
ture for heatstroke. The physical process of temperature change from for thermal comfort to some
intermediate states for discomfort, then to a high-temperature state that can cause, e.g., heatstroke is
missing. This process is important due to not only the understanding of accident formation but also
reactions and precautionary measures need this information. Because when an intermediate state of
the physical process is detected, which indicates a possibility to transfer to a hazardous state. So, pre-
cautionary measures are needed to restore a normal state of physical processes. If a hazard is detected,
which indicates reaction measures are required to restore a safe state of physical processes. Therefore,
it is necessary to extend the systemic accident model by including the physical process.

A newly developing systemic accident model, i.e., Systems-Theoretic Accident Model and Process
which is abbreviated as STAMP [125] is considered. It is based on general system theory for under-
standing accident causality of socio-technical systems. A brief introduction of it will be conducted in
Section 2.3.1. I extend it by considering the following facets. First, the home environment is not inher-
ently hazardous. It provides a comfortable environment in some physical process states and results in
harm in some others. So I take the physical process into account in understanding accident formation.
Second, the indoor environment is greatly affected by the behaviors of smart home systems. This is
due to physical processes are the results of smart home systems and the outdoor climate. However,
in a limited period, e.g., days, the outdoor climate can be considered with no big changes. Third, the
role of people in the home environment. The characteristics of workers in workplaces and occupants
in the home environment are different.

In this chapter, I extend the STAMP model by considering Physical Processes (hereafter denoted by
STAMP-PP) to understand accident formation. Smart home systems interact with the home environ-
ment through its behaviors, e.g., warm-up; cool down. Thus, the STAMP-PP connects the physical
world through the behaviors of the systems. Under this consideration, accidents are the result of the
violation of a set of constraints on the behaviors of the systems to cause abnormal changes in physical
processes, and finally result in the harms of people. The extended STAMP-PP model demonstrates
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accident formation with respect to system behaviors and physical processes. The system behaviors can
be controlled either by the smart home system directly or by occupants indirectly.

2.2 Preliminaries

In this section, let us discuss the characteristics of the smart home based on the discussion in Section
1.1.1 and home environment safety before introducing the STAMP-PP model.

2.2.1 Smart Homes

A home∗ is a place for people like individual or family members, etc. to live. It is the place where the
social unit, i.e., family lives permanently. Since the 20th century, with the introduction of electricity,
informtion and communication technologies, great changes have been taken place in the home [173].
One representation of this change is the development of the concept of smart home since the 1990s
[131]. The primary objective of the smart home is to increase occupants’ comfort and make daily life
easier. The smart home has some characteristics [131, 212], e.g., adaptability, connectivity, controlla-
bility and computability. These are discussed in the viewpoint of technology. This section discusses
the characteristics of the smart home in the viewpoint of occupants.

• Partial Automation: Although the home lives have been automated a lot than ever due to the
development of electricity, electronics, and network technologies, there are still lifestyles left
unchanged in practice. For example, pots and pans are used for cooking with gas in everyday
meals. So, the home nowadays is with partially automated in practice as shwon in Figure 2.1.
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Figure 2.1: Lifestyles in a home.

∗Wikipedia, keyword: home. https://www.wikipedia.org
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• Application Area: The home is the place to live. Various off-the-shelf products are used to
improve the quality of life. They are manufactured by different manufacturers for different
purposes. Occupants are not professional in understanding their rationale, particularly that
of high-tech products. Occupants only learn to use them from product instructions or other
occupants.

• Complexity: The complexity of home owing to three aspects, i.e., varity of appliances and
products; occupants in ages, health conditions, knowledge, gender, etc.; and outdoor envi-
ronment. The off-the-shelf appliances and products indoors are with various purposes and
produced from different manufacturers. In smart homes, they are connected together by the
smart home network to enable a variety of services [131, 208]. Different from workers in work-
places which are rely on skills, rules, and knowledge for a specific work [169], occupants are
usually based on life experiences to lead their lives with respect to various indoor items. Out-
door climate, air quality, etc. can affect the indoor environment, which in turn impact the
working of indoor appliances or devices. All these make the smart home complexity.

2.2.2 Home Environment Safety

If you look up a dictionary, the definition of safety could be the condition of being protected from or
unlikely to cause harm, injury or loss. In system safety [125], safety is taken as an emergent property
of systems. It is defined as freedom from conditions that can cause death, injury, occupational illness,
damage to or loss of equipment or property, or damage to the environment [140]. However, it cannot
be freedom from the conditions in practice. Safety is, thus, the condition of risk that has been reduced
to an acceptable level, e.g., As Low As Reasonably Practicable [155]. Home environment safety could
be understood as that the risk of indoor climate has been reduced to a level of no harm to the health
of occupants.

As known to all that indoor climate is affected by outdoor climate. Bad weather like heatwaves
occurs frequently recently years due to global warming and weather anomalies around the world. For
example, many places globally had experienced intense heat last summer (2018). It is observed that
Japan had broken the highest temperature record and reached a new level of 41.1 ◦C†. Indoor climate
can thus be endangered by the outdoor climate anomalies.

The indoor climate is adjusted by dedicated home appliances, e.g., use air-conditioners to adjust
the indoor temperature. Integrated services [43, 149] are that provided by integrating various home
appliances through home networks. For instance, an indoor temperature adjustment service that can
possibly adopt a window, an air-conditioning unit, and a curtain for thermal comfort. Each involved
home appliance may have safety instructions. However, due to the complexity of the smart home, they
still could be used in scenarios that cause safety problems. For example, the heating mode of an air-
conditioner was used when it should not be. Since the smart home is an application area, appliances
inside it may be replaced from time to time. Once an appliance is introduced into the smart home, it
also brings about risk. For example, the predefined integrated service may not aware of the new item

†Japan Meteorological Agency [visited 2018.10.03] http://www.jma.go.jp/jma/index.html
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and cause safety problems when using it. Therefore, the home environment safety depends on the
proper use of the indoor climate adjustment service with respect to related home appliances, if they
were properly designed and manufactured.

To understand home environment safety, it also needs to discuss people relate to the smart home.
This is mostly because home appliances are produced and operated by people. One type of people be-
long to the professionals. They relate to the activities of design, manufacture, transport, installation,
and disposal of appliances. One distinguishing characteristic is that they have expertise in a certain
field. Another type is occupants who usually non-professionals. They are the customs that use vari-
ous home appliances. Both types of people can affect home environment safety in different ways. For
professionals, they are responsible for designing, manufacturing, etc. safe systems and home appli-
ances. Occupants care more about operational safety since they are more error-prone in operations.
Let us talk about occupants in this paper.

2.3 Accident Model

Due to the smart home is an application area, the STAMP-PP model is discussed concerning system
operations rather than system development. It aims to understand accident formation relates to sys-
tem behaviors in adjusting the home environment, i.e., how abnormal system behaviors cause indoor
climate anomalies. Concrete information about indoor climate anomalies can be used for indoor cli-
mate anomaly detection [230], and abnormal system behaviors under operation scenarios can further
be used in selecting reactions and precautionary measures when the corresponding indoor climate
anomaly is detected.

The STAMP-PP model starts with system behaviors to describe accident formation. The behaviors
can result in abnormal changes in physical processes which can cause uncomfortable or harm. The
connection between smart home systems and the home environment is the system behaviors. In this
section, let us first give a brief introduction of the STAMP model, then discuss in detail the proposed
STAMP-PP model.

2.3.1 STAMP

In systems theory, systems are taken as interrelated components which kept in a state of dynamic
equilibrium through feedback control loops. Figure 2.2 presents a standard control loop [125]. The
STAMP model is based on the system theory and not reliability that traditional accident models
ground on to understand accidents. Safety, in the STAMP model, is an emergent property of sys-
tems. Accidents are due to missing or inappropriate constraints of system design or operations. The
STAMP model consists of three building blocks, i.e., a hierarchical safety control structure, safety
constraints, and process models.

Safety constraints are basic building blocks in the STAMP model. Losses resulted from the unsuc-
cessful enforcement of safety constraints. Systems, in system theory, are considered as multiple-levels
of structures, where higher one prescribes constraints on the lower levels activities. Constraints are
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Figure 2.2: A standard control loop.

enforced by control actions of a higher-level system component (controller) to the lower level one
(controlled process).

The layered safety control structure presents all stakeholders with their internal structures within
the interested system, and control actions and feedbacks that connect the independent stakeholders
and their internal components [17]. Control processes occur when a higher level of system controls
lower-level processes. The feedbacks provide information about how effectively the control actions
to ensure the constraints. The higher-level uses the feedbacks to adapt future controls to more readily
achieve its goals. An accident occurs when control processes provide inadequate control that violates
safety constraints. Inadequate control comes from missing constraints, inappropriate safety control
commands, incorrect execution of commands, and inappropriate feedback about the effects of con-
straints.

Process models are utilized by controllers to choose appropriate control actions. It is up to the
type of controller. For an automated controller, the process model resides in control logics. For a
human controller, the process model is the mental model. In both situations, it contains essential
relationships among system variables, the current system state, and the ways to change states of the
process. There are four conditions to control a process, i.e., goal, action condition, observability con-
dition, and model condition. Accidents relate to component interactions are generally be explained
as an incorrect process model. The process model does not match the controlled process that results
in interaction accidents.

In the STAMP model, safety is achieved when the behaviors of components of a system appro-
priately ensured safety constraints. Accidents are due to flawed processes that cause disobeying the
system safety constraints. Flawed processes include interactions among societal and organizational
structures, physical system components, operations, and engineering activities. Accidents caused by
processes are characterized with respect to an adaptive feedback control loop that fails to retain safety
as the dynamic system performance to achieve an intricate set of goals and values.
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2.3.2 STAMP-PP

Since the STAMP-PP model focuses on the behavior of systems to affect physical processes, let us first
define the concept of systems that emphasize behaviors, i.e., Performers System. The reason to choose
the word ”performer” is to highlight the behaviors that are performed by the systems. Then let us
describe accident formation by considering physical processes based on the Performers System.

Performers System

Indoor environment adjustment services adjust the indoor environment with respect to various home
appliances. To differentiate the home appliances with other indoor items, e.g., router or furniture, let
us define the concept of Performer.

Definition 1 (Performer). A performer is a network-enabled home appliance that can
adjust the indoor environment independently.

There are two points to explain this definition. First, a Performer has the networking capability so
that it can be used by indoor environment adjustment services. Second, it has functions of adjusting
the indoor environment, e.g., to adjust the indoor temperature or dehumidification.

Let us classify two types of Performers concerning how to adjust the indoor environment. The first
is the direct adjustment, e.g., an air-conditioner cools or heats the indoor environment directly. Sec-
ond, indirect adjustments, e.g., an electric window introduces air flows or solar radiations of outdoors,
which indirectly adjust the indoor temperature. In the latter case, the outdoor climate is passively used
to adjust the indoor environment. Then let us define the Performers System based on the concept of
Performer.

Definition 2 (Performers System). It is the system of all installed Performers that are
connected through the same home network.

By connecting the Performers System to the same home network to ensure the utilization of the
same integrated service of indoor environment adjustment. The Performers System has a goal that
prescribed by the integrated service of indoor environment adjustment. The goal is achieved by taking
advantage of the functions of the Performers of the Performers System. Each Performer is regarded
as a component system of the Performers System. However, all related Performers may not work
simultaneously. Figure 2.3 illustrates an example of the Performers System. It consists of an electric
window, an air-conditioner, and an electric curtain. They are taken as Performers, which connect
to the same network and are the capability of adjusting the indoor temperature. When adjusting
the indoor temperature for thermal comfort (the goal), the integrated service of indoor temperature
adjustment could use any combination of the Performers, but not necessarily them all. The indoor
temperature adjustment service is embedded in the smart home system core. The Performers can, of
course, be operated by occupants who are also the beneficiaries of the adjustment.

The Performers System can adjust the physical processes of various climatic properties, e.g., tem-
perature and humidity, through functions provided by the Performers. These physical processes may
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Figure 2.3: An example of the Performers System.

have different forms. For example, increase or decrease the indoor temperature to the prescribed tem-
perature level for thermal comfort.

Service

In this section, let us discuss the behaviors of the Performers System, and when the behaviors can be
taken as Services.

Definition 3 (Behavior). The behavioral representations of the functions of Performers
System in adjusting the indoor environment.

The Behaviors are the representation of the functions of related Performers. For instance, the Per-
formers System in Figure 2.3 can cool the temperature down (behavior), which could be achieved by
setting a lower temperature level under the cool mode of air-conditioner (function). The representa-
tion of the Behaviors is the physical process, e.g., temperature change.

For the Behavior to adjust physical processes, e.g., changes in indoor temperature, humidity, and
wind speed, expected behaviors can be divided into two phases, i.e., approaching behavior and main-
tenance behavior. Approaching behavior means a physical process approaches the desired level. After
reaching the desired level, the physical process should be stable at the desired level. To maintain a stable
level is called maintenance behavior. Next, let us formally represent the Behaviors of the Performers
System with respect to indoor temperature, humidity, and wind speed.

For the indoor temperature (Temp) that is adjusted by a Performers System (Per), given a point
p in the useful space (US) that will be introduced in Section 2.3.2, the approaching behavior to ad-
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just the indoor temperature within the time interval [t1, t2] is represented in Formula 2.1 (→ denotes
approaching). E(p) denotes the effect of the adjustment, i.e., the approaching behavior at the point p.

US∪
p
E(Per,Temp)(p)|t2t1 → ±VTemp) (2.1)

After reaching the desired level, the Behavior of the Performers System became maintenance be-
havior. It maintains the temperature to stabilize at the desired level. The maintenance behavior is
represented by using the Formula 2.2 (≈means stable at).

US∪
p

(E(Per,Temp)(p)|t4t3 ≈ VTemp) (2.2)

Then let us consider the Behavior of the Performers System to adjust indoor humidity to the desired
level. Humidity is the degree of moisture in the air. One way to measure the humidity is the humidity
ratio, which is the radio of the mess of water vapor to the mess of dry air in a given volume [19]. The
representation is similar to that of the indoor temperature. However, the Performers System is used for
humidity adjustment, and it takes a different time interval to reach the desired level. The approaching
behavior is represented by using Formula 2.3.

US∪
p

(E(Per,Humid)(p)|t6t5 → ±VHumid) (2.3)

Maintenance behavior maintains indoor humidity by the Performers System is similar to that of
the maintenance of the indoor temperature. And it is represented by the Formula 2.4.

US∪
p

(E(Per,Humid)(p)|t8t7 ≈ VHumid) (2.4)

The last is for wind speed. It is the rate of air movement at a point in disregarding its direction.
Similarly, it is similar to that of the adjustment of the indoor temperature. However, the Performers
System is used for wind speed adjustment. The approaching behavior is represented by Formula 2.5,
and the maintenance behavior is shown in Formula 2.6.

US∪
p

(E(Per,Airspeed)(p)|t10
t9
→ ±VAirspeed) (2.5)

US∪
p

(E(Per,Airspeed)(p)|t12
t11
≈ VAirspeed) (2.6)

Choose the right Performers to work is important. There are some criteria on how to choose the
appropriate Performers. Choose the ones near the useful space, especially the anchor point, i.e., either
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occupant location or a designated indoor location. The concept anchor point will be introduced in
Section 2.3.2. From the viewpoint of energy saving, choose the minimum Performers (at least one) to
work.

Definition 4 (Service). The Behaviors of Performers System that can satisfy comfort
requirements of occupants.

One example of the Service can be the Performers System in Figure 2.3 increases the indoor tem-
perature to 22 ◦C for thermal comfort. Comfort is that the state of the indoor environment satisfies
physical and psychological perceptions, e.g., thermal comfort. Let us use it to evaluate Behaviors that
can be taken as Services, and thus implicitly constraint on the Behaviors. The comfort has different
contents for different goals of the Performers System, e.g., thermal comfort and comfort to the hu-
midity.

There are two ways to evaluate comfort. Let us take thermal comfort as an example. The first is
based on the perception of occupants. If occupants feel uncomfortable, one can manually set a de-
sired temperature level to the Performers System. This way is easy to be implemented but is limited
in some situations. For instance, a baby or elderly person may not sensitive to temperature change
due to the nervous system is not well developed or is degenerated. The second way is to automatically
evaluated by algorithms embedded in smart home systems. This depends on various indices [18, 19]
for evaluating the physical environment for thermal comfort. For example, the PMV-PPD index [19]
is used to evaluate thermal comfort by considering environmental factors and personal factors. PMV
and PPD means predicted mean vote and predicted percentage of dissatisfied, respectively, and are
calculated based on Formulas 2.7 and 2.8, where TS means thermal sensation transfer coefficient and
depends upon the metabolic rate, MV represents the internal heat production in human body and is
calculated concerning external work and metabolic rate, and HL1, HL2, HL3, HL4, HL5, and HL6
represent heat losses through skin, sweating, latent respiration, dry respiration, radiation, and convec-
tion, respectively. Then combine with the ASHRAE thermal sensation scale as shown in Table 2.1 to
determine the comfortableness. The details refer to [19].

PMV = TS× (WM−HL1−HL2−
HL3−HL4−HL5−HL6)

(2.7)

PPD = 100− 95× e−0.03353×PMV4−0.2179×PMV2 (2.8)

Data on environmental factors, e.g., humidity are collected by (e.g., humidity) sensors. Data related
to personal factors, e.g., metabolic rate, one can evaluate based on occupant’s activities. Another way
is to make full use of wearable devices to gather personal data and evaluate the comfortableness at
places like smart home systems. However, to the best of author’s knowledge, wearable devices are
unable to collect data of cloth insulation. One can only manually evaluate various clothes. Then to
scenarios like in hot summer, one can evaluate the wearing clothes by looking up their corresponding
insulation values and add them together.
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Table 2.1: ASHRAE thermal sensation scale.

hot warm slightly warm neutral slightly cool cool cold
+3 +2 +1 0 -1 -2 -3

A Service can be to satisfy occupants’ other requirements. Even though these requirements are
not the main concern of this dissertation, it is worth discussing here. The requirements could be
providing occupants a theater circumstance, room cleaning, ventilation, etc. Occupants are also the
beneficiaries of the Services, which therefore promoting living qualities. There are many Services in
the home environment. Empirically, different rooms have different functionality and are deploying
specific home appliances that can be used in that room. For example, an example of the room layout
is depicted in Figure 2.4. The room has an entrance hall, a kitchen, a living room, a bedroom, a toilet,
a washroom, and a bathroom. Each room is used for a different purpose and thus equipped with
different home appliances with various functions.

Kitchen
Washroom

BathroomBedroom

Entrance Hall
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Toilet

Figure 2.4: An example of layout of a room.

Possible functions of home appliances for each room is shown in Figure 2.5. For example, the living
room requires security, entertainment, lighting. I surveyed the home appliances from Amazon‡, and
listed the functions of each home appliances, then summarized the services based on these functions

‡Amazon is an American electronic commerce and cloud computing company based in Seattle,
Washington, that was founded by Jeff Bezos on July 5, 1994, .https://www.amazon.com/
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that are required by each room§. Finally, I classified the services into different categories as shown in
Table 2.2.

Kitchen

Entrance Hall

Toilet
Washroom

Living Room Bedroom Bathroom

Security

Lighting

Entertainment

Ventilation

Lighting

Cleaning

Storage

Ingredient 
Processing

Heating

Cleaning

Ventilation

Ventilation
Laundry

Lighting

Ventilation

Heating

Figure 2.5: An example of home appliance categories w.r.t. the functions.

Definition 5 (Service Manner). The Service is delivered in a particular condition.

The condition can be personal or environmental. For a Service, e.g., adjust the indoor temperature
for thermal comfort by an air-conditioner, changes in conditions result in different Service content.
For example, compare a sweating person in hot weather with a sedentary person in winter. Conditions
about the sweating person are high outdoor temperature, high metabolic rate, and requires cool the
temperature down. For the sedentary person, the conditions can be low outdoor temperature and
metabolic rate and require warm the temperature up.

Indoor activities are performed under various conditions, thus require different contents of Ser-
vices. Indoor activities are to satisfy either physiological needs, e.g., sleep or that related to occupants’
living habits, e.g., cleaning the floor. One classification of human activities is conducted by NHK¶

in their time use research. They are necessary activities, e.g., eating and sleeping, restriction activities,
e.g., social event participation, go to school, and work, and free movement activities, e.g., conversation
with people and take a rest. This classification concerns not only indoor activities but also outdoors’.
In this work, indoor activities are of main concern. By considering indoor activities and the services
been classified, some activities may not affect the service delivery, e.g., sleep, some activities may have
an affection for the service delivery, e.g., cooking. Therefore, the services can be classified into pas-
sive activities and active activities. Passive activities are that when performing an activity the service

§Please refer to the Appendix A.1 and A.4 for the details of the functions of home appliances
and their services.

¶It is the Japan Broadcasting Corporation, which is a publicly owned corporation funded by
viewers’ payments of a television license fee. https://www.nhk.or.jp
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Table 2.2: Classification of home appliance services.

L1 Service Classification L2 Service Classification Service Details

Ambient Regulation

Volume Control
Volume up
Volume down
Maintains a volume level

Luminance Adjustment
Increases brightness
Decreases brightness
Maintains a certain brightness

Air Purification

Removes airborne pollutants
Reduces odors
Absorbs volatile airborne pollutants
Kills microorganisms that cause disease
Eliminates musty odor
Exhausts heat, steam, odors, fumes, etc.
Filtrates airborne grease, smoke, combustion products

Humidity Regulation Reduces humidity level
Increases humidity level

Temperature Control
Cool down
Warm up
Maintains a certain temperature

Ventilation
Increases airflow rate
Decreases airflow rate
Change airflow direction

Housekeeping Housekeeping

Heat up for cook
Clean dust and dirt
Washing-up
Shreds food waste into pieces
Make coffee
Wash clothes
Spin-dry
Authenticates the ”keys”
Open the door
Close the door

Entertainment and Telehealth Entertainment and Telehealth
Image display
Volume up
Volume down

delivery will be of little or no affection. Active activities are that when performing an activity the ser-
vice delivery will be affected. Service delivery is the process of delivering a service while performing a
specific activity. There are three ways to deliver a service by the Performers System. Based on this, I
classified indoor activities into three categories as shown in Figure 2.6.

Definition 6 (Critical Service Manner). In a specific time, the Service Manner is
required to deliver.

This definition is given in the viewpoint of people who need the Service. It considers the timeli-
ness property of Services. In the example when explaining the Definition 5, the adjustment of indoor
temperature to achieve the cool effect for thermal comfort is the Critical Service Manner to the sweat-
ing man; the adjustment of indoor temperature to achieve the warm effect for thermal comfort is the
Critical Service Manner to the sedentary man.
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Figure 2.6: The classification of indoor activities.

Figure 2.7 illustrates the abstract structure of a Performers System for service delivery. Figure 2.8
shows examples of the corresponding concepts introduced in this section. The relationships among
the concepts of Behavior, Service, and Service Manner are depicted in Figure 2.12.

User Interface

Smart Home System Core

Sensors Appliances

Electricity, Gas, 
Telecommunication, Water, etc.

Services

Data Flow

Command Flow

Energy Flow

Service Flow

Natural System

Figure 2.7: An abstract structure of the Performers System for service delivery.

Useful Space

Usually, due to the contact area, heat conduction, and the effects of working on home appliances,
the Critical Service Manner has varied effects in different locations of a room. Space is the indoor
physical space between occupants and home appliances. By considering energy saving, the ability to
adjust physical processes, and occupant’s will, it is better to divide the space into different subspaces
for better understanding the effects on them.
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Figure 2.8: Examples of these concepts.

The Area of Effect (AoE) [133] of a home appliance is the physical space, over which the considered
physical process can be adjusted by the home appliance. The intensity of a climatic property at a certain
point in the space is the intensity of the desired effect. The intensity of an AoE of a home appliance
should be within a certain threshold interval. The measurement unit of the intensity differs up to
the measured climatic property. Unfortunately, [133] did not define other related subspaces. In this
section, I will define other spaces based on the AoE.

The first term is Ineffective Space. It is an indoor space that the adjustment of a home appliance in
this space beyond its desired effect. The desired effect can be understood in the occupants’ viewpoint.
It is a beneficiary centered requirement on a Critical Service Manner of a specific physical property.
The beneficiary includes occupants and an indoor place that is designated by an occupant. For exam-
ple, a warm bathroom is required before taking the bath in winter. Then a new concept comes, i.e.,
Demand Space (DS), which is the space where a required service is designated by an occupant. The
DS has some characteristics. First, it is the requirement of occupants. Second, the required Critical
Service Manner is achieved in the DS by the Performers System. Third, space may be a part of a room
or the whole room that depends on the occupants’ will. In contrast, no matter the required Critical
Service Manner is achieved or not, the complement space of the DS is the Undesired Space.

Part or all of the AoE of a home appliance of the Performers System that a required service is des-
ignated by an occupant is called the Useful Space (US). It is the intersection of the AoE and the DS.
The complementary space of the US is Blind Space (BS). It is a DS, but the required Critical Service
Manner is hard to be achieved due to the ability of the Performers System. For example, the indoor
temperature in the BS cannot be adjusted to a prescribed level.

Figure 2.9 is used for better understanding these concepts and their relationships. The home ap-
pliance is part of the Performers System. The DS is the place where an indoor activity is performing.
Otherwise, it is the undesired space. The US is the space where the demand is designated, and the Per-
formers System can adjust to the desired level. The DS is where the Performers System cannot adjust
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is the BS. The Ineffective Spaces are adjacent to the AoE. So, the designated Critical Service Manner
can be achieved in the US. The situation is not desired when the DS does not in conjunction with the
AoE. If the AoE and the DS are partially in conjunction with each other (the conjunction part is the
US), it is a degraded form. The perfect situations are that the AoE and the DS are conjugated, and the
conjugated space is the superset of the US.
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Figure 2.9: The relationships among the terms related to space.

Another situation is that when the AoE intersects with multiple DSs. The intersection space is the
union of each DS intersects with the AoE. Assume that a set of AoE is

AoE = AoE1,AoE2, ...,AoEn, n ∈ N,

and the set of DS is that dS = dS1, dS2, ..., dSm,m ∈ N. The intersection spaces becomes (dS1 ∩
(AoE1 ∪AoE2 ∪ ...∪AoEn))∪ (dS2 ∩ (AoE1 ∪AoE2 ∪ ...∪AoEn))∪ ...∪ (dSm ∩ (AoE1 ∪AoE2 ∪
... ∪ AoEn)). That is to say the US becomes the following fomula (Fomula 2.9).

US =
m∪
i=1

(dSi ∩ (
n∪
j=1

AoEj)) (2.9)

The spaces can be calculated. The space calculation is the way to compute or designate the size and
location of a space. Based on the introduction of these definitions above, not all space needs to be
calculated. Only the US is needed to be calculated. [133] used anchor points combine with distance
specifiers to designate the size and location of the AoE. Any object can be placed somewhere indoor,
which is taken as an anchor point. It can be a static or moving physical objects or even an abstract
point in the space. However, the distance specifier was not given in [133].

The distance specifier can be designated by the capability of the Performers System to adjust the
corresponding physical property. The Performers System can adjust a limited space with respect to
its capability as introduced earlier in this section. Before introducing how to determine the distance
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specifier, let us discuss the concept of the effect of home appliances (of the Performers System) at a
given point in the space [133]. For a physical property Phy and a home applianceHA to adjust it. The
effect E of HA at a given point p in the space is EHA,Phy(p). Assume the capability of HA to adjust Phy
is [low, up], the distance specifier can be determined by using the algorithm described in Algorithm 1.

Algorithm 1: The determination of the distance specifier.
Input: points in the space and p ∈ Space
Output: the value of distance specifier and denoted by dSpecifier

1 d = 0
/* the maximum distance between a point in the space and the HA

that is initialized by 0 */
2 Llow = 0
/* the distance between a point in the space and the HA when it

works in its low capability */
3 pause(t)
/* wait until the physical property is adjust to the desired

level */
4 while p do
5 EHA,Phy(p) = low
6 d = distance(p,HA)
7 if d > Llow then
8 Llow = d
9 end

10 end
11 Lup = 0

/* the distance between a point in the space and the HA when it
works in its best capability */

12 pause(t)
13 while p do
14 EHA,Phy(p) = up
15 d = distance(p,HA)
16 if d > Lup then
17 Lup = d
18 end
19 end
20 dSpecifier = (Llow + Lup)/2

The calculation of the AoE can be applied to a single home appliance or multiple home appliances

35



of the Performers System. In the case of a single home appliance, it can either directly adjust a physical
process or indirectly take advantage of the natural system for the adjustment. In the case of multiple
home appliances, [133] described AoE as the effect of a service, which it defines service is an executable
file designated to control multiple home appliances to adjust a specific physical property. It is the union
of all the AoEes of the considered home appliances to adjust the same physical property, e.g., indoor
temperature.

Next is to determine how to calculate the DS. The DS is defined based on the occupants’ will. The
anchor point of it can be determined by either the location of a beneficiary, i.e., the location of an
occupant in the room, or manually specify a point in the space. There are two cases of the distance
specifier of the demand space. For an occupant, it is the occupant centered, enough for a static activity.
E.g., 1m around a sedentary occupant. For a designated space, it can be manually specified for an
activity area. E.g., in winter, it requires a warm bathroom before taking a bath.

Figure 2.10 is used to illustrate the concepts of the anchor point and the distance specifier both in
the cases of an occupant as an anchor point and a designated point as an anchor point.

Demand Space
Distance 
Specifier

Anchor Point

Living Room

Demand
Space

Bath Room

Anchor Point

Distance 
Specifier

Figure 2.10: Terms related to anchor point and distance specifier.

Assume the Performers System includes a set of home appliances HA1,HA2, ...,HAn that adjusts
the same physical processPhy, e.g., indoor temperature variation. The AoEes of these home appliances
are denoted by AoE1,AoE2, ...,AoEn. The DS is represented by DS. Then the US can be calculated
by Formula 2.10. The shape of the US may be an irregular space.

US = DM ∩ (
n∪
i=1

AoEi) (2.10)

It may become meaningless in the case of a degraded form of the intersection, i.e., an occupant is
out of the US. This may be due to the distance specifier of the demand space is too long. And this
meaningless case should be avoided.

The US is not a fixed space. Rather, it dynamically changes due to the dynamic of the AoE or the
DS or both. The dynamic of the AoE is due to like a portable home appliance moves from one location
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to another, or the anchor point moves. But the distance specifier may not be changed. The dynamic
of the DS may be because of a movable beneficiary especially an occupant that means the anchor point
can move. Also, distance specifier does not change. In the case of both the home appliance and the
occupant move, the US must be recalculated when these conditions changed. The relationship of the
terms can be found in Appendix B.1.

2.3.3 Accident Formation

Accidents can be understood as the resilience [223] of the Performers System, i.e., to adjust indoor
environment anomalies to maintain a normal performance, has failed and resulted in undesired con-
sequences. A Service may fail and result in uncomfortableness, then further evolve into hazards and
cause harm to occupants. The accident formation is to describe how Services may fail and further
evolve into a hazard to cause accidents. The causes on the system part, i.e., the Performers System, can
be understood by the STAMP model. The relation between the Behaviors of the Performers System
and the physical processes in accident formation is discussed in this section.

There are some considerations about physical processes from the viewpoint of engineering. Before
a hazard is detected, the physical process anomalies should be detected as early as possible to trigger
precautionary measures. The information about hazards is also important for triggering reaction mea-
sures. All in all, the accident formation that is shown in Figure 2.11 focuses on the physical process
anomalies resulted from abnormal Behaviors.
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Figure 2.11: The accident causality model.

Next, let us discuss the terms and related rationales of the accident causality model in Figure 2.11.

Definition 7 (Defect). Direct causes that reside in the Performers System to give rise
to a Mutation.

A Mutation (Definition 8) relates to abnormal Behaviors of the Performers System. The abnormal
Behaviors are due to unexpected control actions of the Performers System. Thus, Defects are inap-
propriate control actions (ICAs) and unsafe control actions (UCAs) of the Performers System to the
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abnormal Behaviors in adjusting the home environment. ICAs are that when Mutations resulted in
Service Failures (Definition 9), and UCAs are that when Service Failures evolved into Hazards (Def-
inition 10). For example, an ICA can be mistakenly set the heat mode of an air-conditioner in hot
summer, which will cause thermal discomfort. To differentiate from causes that introduced in the
STAMP model, Defects refer to more superficial reasons. This is due to that the home environment
is an application area, the deeper causes for system development defects are not considered here. When
physical process anomalies are detected, it is expected to react to that immediately concerning Defects.
Therefore, the Defects are the direct causes and should be controllable, e.g., through reconfiguration.

As discussed in Section 2.1, the STAMP-PP model relates to system operations. The occurrence
of Defects is under the scenarios of system operations. The operations can be categorized into three
types. One is operations by occupants. Another is by some controllers, e.g., Performers. The other is
a mixture of by occupants and the controller. For reacting to a physical process anomaly efficiently, it
is necessary to know the Defect with its corresponding operation scenario. To identify Defects with
respect to the scenarios, let us apply the hazard analysis technique STPA [122, 125] in Chapter 3.

Definition 8 (Mutation). Abnormally Behaviors that cannot be taken as Services.

Abnormal changes in physical processes are the representation of abnormal Behaviors. So, the con-
straint of the Behavior is the prescription of variations in physical processes that satisfy the comfort
purpose. Thus, the Mutation is the change of physical processes under adjustment unacceptably de-
viated from the prescribed curve(s), which results in uncomfortableness. For example, the amplitude
of temperature fluctuation cannot greater than a threshold value for thermal comfort [230]. The Mu-
tation in such circumstances is the undesired amplitude of temperature fluctuation.

The Mutation is a state of physical processes, which between the state that brings about comfort
and the state that results in a hazard. This concept is important due to not only the understanding
of accident formation but also the information that can trigger precautionary measures. First, a Mu-
tation indicates the current indoor environment adjustment is inefficient. Second, by combining the
Mutation with Defects under certain operation scenarios, one can select appropriate precautionary
measures to restore the state of physical processes that bring about comfort.

Definition 9 (Service Failure). The Behaviors of Performers System failed to fulfill
occupants’ comfort requirement.

The concept Mutation related to physical processes, while Service Failure refers to both physical
processes and the perception of occupants. The occurrence of Service Failure is when occupants per-
ceived the uncomfortableness the Mutation brought about.

There are two ways to determine whether a Service has failed. One is directly determined by the
perception of occupants. Another one resorts to various indices [18, 19], by which smart home sys-
tems can conclude whether the home environment satisfies the comfort requirement with occupants
on the scene.

Definition 10 (Hazard). A state of indoor environment which will cause harm of
occupants.

38



A Hazard will harm the health condition of occupants who are on the scene. One or more Ser-
vice Failures will form or further evolve into a hazardous situation. For example, a Service Failure
for thermal discomfort evolved into a hazard due to the indoor temperature reached a level, which if
occupants on the scene will cause heatstroke.

Take thermal related hazards for example, the evaluation of a hazard depends on cold stress indices
[37] and heat stress indices [1]. They are proved techniques to evaluate different thermal sensations to
hot and cold conditions. Heat stress [37] is defined as the net heat load to which a person is exposed
to the combined contributions of environmental ingredients, metabolic heat, and clothing that cause
an increase in body heat storage. Cold stress [1] is the climatic condition, under which the body heat
exchange is just equal to or too large for heat balance at the expense of significant and sometimes heat
debt. Similarly, the PMV-PPD index also has an intricate relation with environmental and personal
ingredients, which can be measured in practice.

Definition 11 (Accident). An unintentional event which a Hazard resulted in the harm
of occupants.

It involves both the home environment and occupants. The Hazard has harmed occupants. The
Accident can be detected by evaluating the Hazard and the health condition of occupants. The latter
can be measured by taking advantage of wearable devices.

Definition 12 (Harm). Damage to the health of occupants, physical injury, or even
death.

It is the consequence of the Accident. It varies with respect to Hazards and health conditions of
occupants. For example, it can result in heat illnesses or death to old people due to heat exposure [219];
it can also affect sleep and circadian rhythm that result in cardiac autonomic response during sleep as
a result of cold exposure [156].

In summary, Figure 2.12 illustrates the relationships among the terms introduced in this chapter.
the reasons why an accident model is required was discussed first. Then, to propose the accident
model, I proposed the concept of the Performers System. The discussion of the accident model is
ground on the Performers System. During the introduction, various terms have been defined and
explained. Based on the accident model, the causation of how system Behaviors affect physical pro-
cess anomalies can be comprehensively understood. Furthermore, the accident model connects the
physical world and the cyber world.

2.4 Experiment

This section describes the experiment that validates the proposed accident model by acquiring real
data of temperature from an experimental smart house. The testbed smart house that is located at the
Nomi city of Ishikawa prefecture, Japan is for smart home services. It is named by iHouse. Tempera-
ture data were acquired from the western style room 1 of the iHouse.
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Figure 2.12: Terms related to service delivery and the risk model.

The Performers System includes an air-conditioner, a curtain, and a controller, which controlled
remotely from our lab. The scenario is as follows to acquire real data. The weather was sunny and the
indoor temperature was high (between 27◦C and 28◦C). I used the cool mode of the air-conditioner
to cool the room from 12:08. Then the indoor temperature dropped. Next, the curtain was opened
from 12:46. Unfortunately, after opening the curtain the indoor temperature increased due to more
radiant heat was introduced.

The real data acquired from iHouse is shown in Figure 2.13. In the beginning, the air-conditioner
(AC) was turned on. The Behavior of AC is to cool down the indoor temperature. The Service is
thus to cool down indoor temperature that satisfies thermal comfort. Under the sunny hot weather
to use the cool mode of the AC to cool down the indoor temperature to satisfy thermal comfort is
the Service Manner. As it is required at that time, it is also the Critical Service Manner. Since the
curtain was opened, the temperature increased again. From this, the open curtain can be identified as
the Defect. Since 12:46 indoor temperature unexpectedly increased and this process can be taken as
the Mutation. If to somebody, temperature over 24◦C would cause heat stroke to them, a hazardous
situation has been caused by this circumstance. If this type of person happens in the room and caused
heatstroke, that is an Accident that has happened. The consequence is a health problem for this type
of people and thus harm occurred. In the real data shown in Figure 2.13, the curve finally dropped.
This is because the outside climate changed that less radiant heat was introduced to the room. Also,
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the cool mode of the AC affects the room.
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Figure 2.13: Temperature data that gathered from iHouse.

2.5 Discussion

As one of our everyday living experiences, physical processes could be in hazardous states that cause
harm to occupants [156, 219]. The occurrence of hazardous states can be transferred from a normal
state of physical process that brings about comfortableness, through some intermediate states for un-
comfortableness. The normal state is maintained by the smart home system, which takes advantage
of home appliances or the outdoor climate. When the behaviors of the smart home system deviated
from expectations, the above transformation will occur. Thus, this living experience and the results
from the experiment in Section 2.4 validate the proposed STAMP-PP model.

For validating the terms defined in the STAMP-PP model, let us consider the eight abnormal in-
door temperature situations that were discussed in our previous work [230]. Mutations can be unde-
sired fluctuation, constantly cooler/warmer than expectation, undesired duration of the temperature
that results in discomfort. And Service Failures when combining the Mutations with the feeling of
occupants on the scene. Hazards can be unbearable hot/cold and undesired duration in hot/cold
situations.

Mutations and Hazards provide detectable evidence of physical process anomalies. Based on the
information of Service Failure combines with ICAs under related operation scenarios, one can predict
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whether Hazards would happen before providing precautionary measures. Because Service Failures
and ICAs under related operation scenarios can be the context, in which a Hazard could occur if
time goes on. This context information can be acquired from various sensors, e.g., temperature sen-
sors. For example, it can be known whether the temperature is increasing to approach 25 ◦C through
temperature sensors. Then precautionary measures can be selected under the direction of reliability
requirements. If unfortunately, a Hazard is detected, reaction measures have to be selected based on
the operation scenarios and the Hazard, which are guided by safety requirements.

The purpose of precautionary measures is to retain Service delivery. It is achieved by reconfigura-
tion of the Performers System. The reconfiguration includes two forms. One is to reset the working
Performer(s). Another is to reconfigure standby Performers. The purpose of reactions is to retain a
safe home environment state, which could be a Service Failure (that need further interference) or the
process of normal Service delivery. It is also achieved by reconfiguring the Performers System, which
has the same contents as introduced for precautionary measures. The reactions should have other con-
tent that precautionary measures do not have, i.e., a warning system. The warning system is activated
when a Hazard is detected that implies precautionary measures have failed. In the very beginning, the
warning signals will be sent to occupants who could leave the scene or do something else to ensure safe.
If the reconfiguration in the reaction stage cannot restore to a safe situation, the warning mechanism
will inform an emergency, e.g., a hospital, through networks.

Accident models can be roughly classified into three categories [125, 212], i.e., sequential models,
epidemiological models, and systemic models. The sequential models describe accidents as the result
of time-ordered sequences of discrete events. Epidemiological models view accidents as a combina-
tion of latent and active failures within a system, which analogous to the spreading of disease. Latent
conditions, e.g., management practices or organizational culture, can lie dormant within a system for
a long time, which can finally create conditions at a local level to result in active failures. The STAMP
model is grounded on general system theory, and so does the STAMP-PP model. It describes the
physical process anomalies that cause uncomfortableness and health problems as a result of abnormal
Behaviors of the Performers System. Furthermore, to better understand the causal relationship be-
tween the Performers System and physical processes, and better represent the time order of physical
process evolvement, the terms in the STAMP-PP model can be taken as events.

2.6 Related Work

The systems approach is considered as the dominant paradigm in safety research [174]. It views ac-
cidents as unexpected interactions among system components, i.e., technical, social, and human el-
ements. Among various systemic models, there are three most cited models [211], that is, STAMP
[125], Functional Resonance Analysis Method (FRAM) [85], and Accimap [170, 195].

STAMP has been briefly discussed in Section 2.3.1. According to [211], over half of the reviewed
papers were about the STAMP related, which indicates a pervasive acknowledgment of its underly-
ing rationale. The application of it has attracted researchers from a broad field. [17] adopted it to
investigate aircraft rapid decompression events. [138] applied it for the analysis of deepwater well con-
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trol safety. In the field of railway, [157] investigated a railway accident, and an accident spreading by
taking the China Jiaoji railway accident as an example. It has also been applied to the field related to
poisonous or dangerous substances. [75] adopted it in analyzing the China Donghuang oil transporta-
tion pipeline leakage and explosion accident. [48] applied it to Fukushima Daiichi nuclear disaster and
to promote the safety of nuclear power plants. Smart home systems are generally not considered as
safety-critical systems. However, as weather anomalies, e.g., heatwaves, occur regularly due to global
warming, smart home systems for indoor environment adjustment, in this context, can be taken as
safety-critical. Thus, the STAMP model can be adopted for understanding accident formation in the
home environment.

FRAM was developed to act as both an accident analysis and a risk assessment tool [211]. The
FRAM model graphically describes systems as interrelated subsystems and functions that will exhibit
varying degrees of performance variation. The accident results from that emergent variation produced
from the performance variability of any system component to ”resonate” with that the rest elements
is too high to control. It has been discussed that the FRAM and STAMP approaches focus better
on qualitative modeling and description of systemic behavior and accidents [35]. The FRAM also
has applications in different fields, e.g., [31] applied it to the railway traffic supervision to investigate
interdisciplinary safety analysis of complex socio-technological systems. [205] extended the FRAM by
including a framework with steps to support hazard analysis. Some efforts have been tried to quantify
it, e.g., [161] developed a semi-quantitative FRAM based on Monte Carlo Simulation.

The Accimap method is a graphical representation of a particular accident scenario that relates to
system-wide failures, decisions and actions [85, 170]. Accimap is a generic approach and does not use
taxonomies (that is different from that of the STPA [122, 125]) of failures across the different levels of
considered [175]. The Accimap produces less reliable accident analysis results by comparing it with
the STAMP [66].

The selection of accident analysis techniques depends on the system characteristics, i.e., manage-
ability and coupling [212]. The systemic approaches are usually adopted by systems with low manage-
ability and tight coupling. Systemic approaches relate to complex socio-technical systems have their
strengths. For one such system, it is better to adopt multiple approaches for supplementary to each
other, even though the STAMP is considered much more effective and reliable in understanding acci-
dents and hazard analysis [66, 175, 211].

2.7 Conclusion

I extended the accident model STAMP by considering physical processes in the home environment.
Due to the home environment is adjusted by behaviors of the smart home system, I first proposed the
notion of the Performers System that emphasizes the behaviors that are performed by various home
appliances. Then based on the Behavior of the Performers System, the accident formation concerning
physical processes from the normal state to some intermediate states that result in uncomfortableness,
and finally to states that cause harm. The accident model is validated by experimental results and
empirical experience.
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3
Operational Safety of Smart Home Systems

An accident model, i.e., STAMP-PP has been proposed in Chapter 2, which provides a conceptual
representation of how abnormal system behaviors result in physical process anomalies. In this chapter,
let us discuss how to identify the causes, i.e., Defects that resides in the Performers System. To this end,
two hazard analysis techniques are employed. One is called System-Theoretic Process Analysis (STPA)
that will be tailored and applied to a smart home system that is for indoor temperature adjustment.
Another one is an innominate approach proposed in the literature, which is based on the goal-based
requirement engineering, guide words, and item sketch. Finally, a comparison of these two approaches
is going to be made.

I summarized the contributions of this chapter [231]:

• A procedure to identify system level hazards is proposed.

• I applied the innominate approach for safety problem analysis.

• I proposed a tailored STPA approach for hazard analysis.

• A Landscape Genealogical Layout Documentation (LGLD) is proposed for documenting the
analytical results of the tailored STPA.

• A comparison of the above two approaches.

3.1 Introduction

Besides the information related to physical processes is important, the abnormal behaviors of systems
under specific operation scenarios are also necessary to be known for selecting appropriate reactions
and precautionary measures. To this end, hazard analysis techniques [60, 122] that can assist in an-
alyzing potential causes of accidents are required. I adopt hazard analysis techniques to identify the
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causes of abnormal system behaviors under related operation scenarios. Abnormal system behaviors
can result in abnormal changes in physical processes. A pervasive approach to hazard analysis named
System-Theoretic Process Analysis (STPA) [122, 125] that based on the STAMP model is tailored and
applied to the smart home system [227] that for is adjusting the indoor temperature, to demonstrate
the way to identify causes to abnormal system behaviors that result in physical process anomalies. The
STPA can be used to identify unsafe control actions of a controller and also the reasons why unsafe
control actions can happen under specific scenarios. Since abnormal behaviors of smart home systems
that result in intermediate states of physical processes are also considered, the STPA is then tailored
also for identifying causes of these abnormal behaviors. A Landscape Genealogical Layout Documen-
tation (that is denoted as LGLD) is proposed for documenting the analytical results, in which the
relations among the results are clearly and straightforwardly represented by comparing with conven-
tional ways of documentation, i.e., tables and lists. I compared the results with that of applying the
original STPA, which demonstrates the effectiveness of the tailored STPA in identifying causes of
abnormal system behaviors and the LGLD documentation in representing the relations among the
results.

For comparison, I also adopt an innominate approach [94] that based on goal-based requirement
engineering, guide words, and item sketch. First, let us explore the feasibility to adopt it for identify-
ing the causes of abnormal system behaviors. Second, it is to learn more knowledge in requirement
engineering due to system safety techniques that may have a connection with it.

3.2 System Safety

System safety is part of system engineering that supports risk management. It calls for a risk manage-
ment strategy based on the application of engineering and management principles, criteria and tech-
niques to optimize safety through a system-based approach. The goal of system safety is to improve
safety by identifying risks, then eliminating and controlling them by design and/or procedures based
on system safety precedences. This is different from conventional safety tactics that rely on control of
conditions and causes of an accident based on either epidemiological analysis or investigations of indi-
vidual past accidents. System safety encompasses safety in system development and system operation
[125], which this chapter focuses on the latter.

In this section, basic concepts relate to risk assessment and risk analysis will be introduced. These
are mainly referenced from [2, 5, 6, 62, 153, 154, 155, 204].

3.2.1 Risk Assessment

Risk assessment is the systematic approach of finding and recognizing reasonably foreseeable hazards,
hazardous situations, and/or events. This supports to understand risks, their causes, consequences,
and the probabilities of occurrence. The purpose of risk assessment is to identify events or situations
that affect to achieve the objectives of safety, to provide evidence-based information and analysis to
make decisions on how to select options to those risks.

Risk assessment consists of five parts:

45



1. The scope

2. Hazard identification in risk analysis

3. Hazard analysis in risk analysis

4. Risk estimation in risk analysis

5. Risk evaluation

Step 1 prescribes the reason and scope of the assessment and other related issues about the assessment.
The others include the research background, the context, risk criteria, and the subject of risk assess-
ment. The context of the risk assessment includes the goal, the extent including depth and breadth
of the risk assessment activities, methodologies of risk assessment, and ways of evaluating the perfor-
mance/effectiveness. Risk criteria are defined as references to quantitatively or qualitatively evaluate
the significance of risk, e.g., unacceptable, tolerable, or broadly acceptable. The subjects are the body
of the risk assessment. It is necessary to make it clear what subjects should be included in the assess-
ment, for example, a process, an activity, or a service.

The aim of step 2 is to identify a set of accidents and related hazards. Comprehensive identification
using a well-structured systematic process is important. This is due to a hazard will not be further
analyzed if it was not identified at this stage. Unidentified hazards may have potential dangers. There
are questions may need to be answered, i.e., what can happen, where and when, and why and how it
can happen.

Step 3 provides the process of investigating contributing factors to the identified hazards and ac-
cidents. Hazard analysis involves the identification of causes of hazard, the consequences, and the
likelihood of that consequences. It is also necessary to identify factors that affect consequences and
likelihood.

Step 4 systematically uses available information from hazard analysis to estimate risk by evaluating
the level of risk concerning the severity, range, and likelihood of the consequences. The way to rep-
resent consequences and likelihood can determine the level of risk. If sufficiently accurate, suitable
and complete data is available, a quantitative methodology may be adopted, otherwise, a qualitative
methodology is used.

The risk evaluation in step 5 systematically determines whether a risk is broadly acceptable, tolera-
ble, or unacceptable based on tolerability criteria and if it is necessary to reduce the risk. Risk evalua-
tion encompasses comparing estimated levels of risk with risk criteria when the context was established
to determine the significance of the level and type. Finally, it can be determined if the risk reduction
or treatment is required or not. The purpose of this step is to make decisions about if treatment and
treatment priorities are needed to risks based on the outcomes of risk analysis.

3.3 System Level Hazard Identification

In this section, a procedure for identifying the system-level hazard is proposed. The first step in safety
engineering usually is to determine the interested accident. It is up to various many reasons. As [122]
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pointed:

The determination of what is to be considered as a loss or accident in a particular system
has to be made by those assigned such responsibility because it involves the allocation of
resources and effort, and these things are never unlimited. For some types of extremely
dangerous systems, such as nuclear weapons, the government usually makes this de-
termination. In some industries where safety is critical to the survival of the industry,
such as commercial aviation, often the decision is made by national or international as-
sociations. Alternatively, the decision may simply be local to a particular company, it
may be a requirement imposed by insurance companies, or it may result from liability
concerns.

After the accident is determined, the next step is to derive appropriate and holistic system-level haz-
ards that can further be analyzed to identify the corresponding causes. Unfortunately, there seem no
tools for identifying system-level hazards [125]. As quoted above, it depends on domain expertise and
subjective evaluation. A set of hazards should be avoided by system stakeholders. Some government
agencies have mandated the hazards for the systems they regulated or certified. For most systems, the
hazards to be considered are up to the developers and their customers. This section proposes a proce-
dure that as guidance for system-level hazard identification regarding domain expertise.

The accident is defined in the STAMP model [125] as an unexpected or hit-or-miss event that re-
sults in a loss, including death or injury, property damage, environmental pollution, mission loss, etc.
The event is the occurrence or change of a particular set of circumstances [79]. Hazard is a combina-
tion of system state or set of conditions with a particular set of worst-case environmental conditions,
which will cause an accident. So, an accident is an unexpected or planless occurrence or change of a
particular set of circumstances that result in a loss. The undesired or unplanned occurrence or change
of a particular set of circumstances is due to a hazard. Because system-level hazards are derived from
the accident, the procedure is thus proposed as follows.

There are five steps of the proposed procedure, as shown in Figure 3.1. In step 4, if there exist
unidentified undesired, unplanned occurrence, change, or the identified system-level hazards seem not
to comprehend and holistic, it will go to step 0 to go through the procedure again for the identification.

To demonstrate this procedure, two examples are used that referenced from [122] as shown in Table
3.1. The n/a denotes the corresponding condition is irrelevant in contributing to the occurrence or
change. One is the chemical plant. Another is the train door controller. In step 0, it is required to
identify the undesired or unplanned occurrence or change. Based on the given accident to identify
what has occurred or changed by comparing with the situation where the accident has not occurred.
The occurrence or change should relate to the system or the relationship between the system and its
environment (or other systems).

The purpose of step 1 is to find out the relative factors to the occurrence or change identified in
step 0. They should be at the system level, not related to the component of the system. The results of
this step can provide informative and comprehensive knowledge for system-level hazard identification
in the next step. The factors include possible system states and conditions when the occurrence or
change is happening. The system states are that may prior to the occurrence or change. The conditions
encompass the following two types:
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Step 0: Identify the undesired or 
unplanned occurrence or change

Step 1: Identify the factors related 
to the occurrence or change

Step 2: System level hazard 
identification

Step 3: Identify worst-case 
environmental conditions

Step 4: Expert scrutiny

Final system level 
hazards

Figure 3.1: A procedure for identifying high level hazards.

A. The relationship between the system and other system(s) or its working environment;

B. The adverse environmental factors the system is supposed to control.

Step 2 is to identify system-level hazard identification. A hazard should be controllable and within
the system boundaries [122] by considering the results from step 1. For example, a hazard for an
airplane is not bad weather because the designer of the airplane or the air traffic control system cannot
control the weather. On the contrary, the hazard could be the airplane being in an area of bad weather.
This definition gives potential ways to avert the hazard when designing the system. Synthesize the
results from conditions A and B of step 1 to generate hazards. Then rephrase the statement of the
hazard by eliminating the state(s) information if only the condition A or B appears the hazard still
holds. Multiple hazards can be identified when the identified conditions belong to a different context.

Then, it is required to identify worst-case environmental conditions in step 3 to verify the identified
hazard(s) in step 2 are hazard(s). This is due to a set of worst-case conditions in the environment that
will cause losses [122, 125]. For example, the pilots of two airplanes may see each other when they
violate the minimum distance and avoid a collision. However, there exist worst-case conditions so
that the accident may not be avoided, for example, low visibility.

The last step is expert scrutiny that examines whether the identified hazards would cause the iden-
tified accident under the worst-case environmental conditions. Also, it is necessary to check whether
the identified hazards within the system boundary over which can be controlled. Moreover, to check
whether hazards are holistically identified. Other questions may be added if they are relevant and nec-
essary. If there exits conditions that need to be considered or other hazards are thought to be missing,
then go to step 0 to check again, else to generate the final system-level hazards.

To validate the proposed procedure, three example cases are employed to apply the procedure for
identifying system-level hazards. The first is the Yong-Tain-Wen railway train rear-end accident that
happened in China [193]. The detailed description of the accident can be found in [193]. The acci-
dent is used by applying the procedure to elicit system-level hazards.
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Table 3.1: Examples of applying the procedure.

System Accident
Step 0 Step 1

Step 2 Step 3If No
Accident

Occurrence
or Change

System
State

Conditions
A B

Chemical
Plant

People die or are
injured due to
exposure to chemicals

People are not
exposed to chemicals

Chemical density
or its appearance

At work;
shutdown;
unknown

n/a Chemicals in air;
chemicals in ground

Chemicals in air
or ground after
release from the plant

People in
the vicinity

Train Door
Controller

Passenger falls
out of train

Passengers are not fall
out of train through
the doorway

Door status Open;
close

Train starts; train
is moving; someone
in the door way

n/a

Door is open when train
starts; door is opened
when train is moving;
door closing on someone
in the doorway

Passengers near
the doorway

The accident happened when the fast-moving train D301 rear-ends the D3115 with a speed of 99
km/h. Thus, the accident is described as The D301 crashed into the D3115 at the same section of TC-
5829. After applying the proposed procedure, the results were derived and shown in Table 3.2. From
[193], the hazard was identified as Two trains on the same section of track traveling at different speeds.
Therefore, it can be concluded that the identified hazard by using the procedure is equivalent to the
hazard in [193].

Table 3.2: Apply the procedure to the example of the train accident.

System Accident
Step 0 Step 1

Step 2 Step 3If No
Accident

Occurrence
or Change

System
State

Conditions
A B

D301

The D301 crashed
into the D3115 at
the same section
of TC-5829

D301 and D3115
maintain a certain
distance in the
same section

The distance
between the
D301 and D3115

Running at the
speed of 99 km/h

The D301 is running in the
same section with D3115;
The D301 is running faster
than the D3115 behind it

n/a
The D301 were running
faster than the D3115
in the same section

The driver of D301
did not see the D3115
in front of it

The second example is the cruise control of a vehicle [87]. An Adaptive Cruise Control (ACC) is a
driver assistance system that can help to improve driving safety. It senses the presence of a leader vehicle
and adjusts the vehicle’s speed to keep a safe distance with the leading vehicle. The accident identified
in [87] is that vehicle occupants are injured while ACC is engaged. Then, the proposed procedure is
applied to identify system-level hazards, which is shown in Table 3.3. Finally, two hazards are identified
by using the proposed procedure. The first is that the ACC failed to maintain a safe distance that may
cause a collision. It is equivalent to the one provided by [87] that the ACC did not maintain a safe
distance from the object in the front and lead to the collision. The second is the ACC caused a sudden
slow down of the vehicle, which may cause a rear-end collision. It is equivalent to the one provided
by [87] that the ACC slows down the vehicle suddenly, and the vehicle is rear-ended.

Table 3.3: Apply the procedure to the example of the ACC.

System Accident
Step 0 Step 1

Step 2 Step 3If No
Accident

Occurrence
or Change

System
State

Conditions
A B

ACC
Vehicle occupants
are injured while
ACC is engaged

Vehicle occupants
are not injured while
ACC is engaged

The distance between
the vehicle and the
one in front

The ACC failed to
maintain a safe distance;
The ACC caused a
sudden slow down
of the vehicle

The vehicle is
equipped with
the ACC

n/a

The ACC failed to maintain
a safe distance that may
cause a collision; The ACC
caused a sudden slow down
of the vehicle which may
cause a rear-end collision

The driver did not have
an in time interfere to
apply the brake; A vehicle
in back drives at a high speed

The final example is a Lane Keeping Assist (LKA) system that detects lane departure, i.e., deviate
from the driving lane, and steers the car back into the lane when necessary (corrective action may
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be taken by a driver) [132]. The accident is given as a collision is occurred when the LKA system is
engaged. Table 3.4 shows the identification results by using the proposed procedure. A comparison
with the hazards provided in [132] is shown in the Table 3.5. An inconsistency has appeared between
H2 and h4. By using the procedure, h4has not been identified, and one more hazardH2was identified.
The reason for this can be that the author is not an expert of the LKA system. He only identified by
using the procedure based on his experience. Therefore, there may be a discrepancy between expert
examination.

Table 3.4: Apply the procedure to the example of LKA system.

System Accident
Step 0 Step 1

Step 2 Step 3If No
Accident

Occurrence
or Change

System
State

Conditions
A B

LKA

A collision is
occurred when
LKA system
is engaged

A collision is
occurred when
LKA system is
not engaged

The distance between
the vehicle and an
object (that can be
another vehicle or
immobile items)

LKA enabled

Lack of warning information;
wrong warning information;
failed to steer vehicle back
into lane; corrective action is
provided when no need to do
so

n/a

Lack of warning information;
wrong warning information;
failed to steer vehicle back
into lane; corrective action is
provided when no need to do
so

Driver did not see the
warning signal; driver
did not provide
corrective action

Table 3.5: A comparison the results hazards with the provided ones.

Identified Hazards Hazards [132]
H1: lack of warning information h1: absence of warning when vehicle moves out of lane
H2: wrong warning information h2: no corrective action provided by the system when the car moves out of lane
H3: failed to steer vehicle back into lane h3: corrective action provided when it isn’t required
H4: corrective action is provided when no need to do so h4: corrective action (torque to the steering) provided in the wrong direction

For a given accident, the proposed procedure guides in identifying system-level hazard(s). The
statement of the interested accident should strictly follow the definition of an accident. If an accident
is defined as a consequence like serious injury or fatality to personnel, it will be very difficult to know
what has happened. The identification process requires domain expertise, especially in step 1 of the
procedure. In case 3, inconsistency occurred due to a lack of expertise. The more concrete the context
in which the accident occurs, the easier the hazard(s) can be identified.

Application

This section introduces the application of the procedure to identify system-level hazards relate to
indoor temperature adjustment by the Performers System. As discussed in Section 1.1.2, weather
anomalies affect indoor environment. So let us consider the example of the high-temperature results
in heat stroke [74, 120]. Heatstroke is defined as a severe elevation in body temperature (a core body
temperature of 40◦Cor higher) accompany with the occurrence of central nervous system dysfunction
under the condition of environmental heat exposure or vigorous physical exertion. It can be classified
into nonexertional (classic) heatstroke and exertional heatstroke. The former occurs to very young
or older people, or those with chronic illness when the environmental temperature is high. The latter
happens to young fit people that involve prolonged excessive activities like sports. This section focuses
on the former case.
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Heatstroke can be assessed by heat stress indices, among which the most widely accepted and used
one is the wet bulb globe temperature (WBGT) [39]. The Ministry of the Environment of Japan∗ has
recommended criteria for thermal conditions based on the WBGT, as shown in Table 3.6.

Table 3.6: Recommended criteria for thermal conditions.

WBGT (◦C) Threat Level
∼21 Almost Safe

21 ∼25 Caution
25 ∼28 Warning
28 ∼31 Severe Warning
31 ∼ Danger

The accident is defined as physical harm of occupants due to heatstroke when the Performers System
is engaged. According to the results shown in Table 3.7 after applying the procedure, the system level
hazard became that the room WBGT temperature is over 28◦C.

Table 3.7: Applying the procedure to identify hazards related to heat stroke.

System Accident
Step 0 Step 1

Step 2 Step 3If No
Accident

Occurrence
or Change

System
State

Conditions
A B

Performers
System

Physical harm of occupants
due to heat stroke when
the Performers System engaged

Heat stroke of occupants
due to heat exposure is
not occurred when the
Performers System engaged

Room heat
accumulation

turn off;
heating; fan;
dehumidification

n/a Heatwave;
hot weather

Room WBGT
temperature is
over 30◦C

Very young children
or old people with
chronic illness in
the room

3.4 Safety Problem Analysis

This section will introduce the innominate approach [94] to identify low-level hazards based on a
goal-based approach [217], item sketch, and guide words [50]. And an approach called STPA [125]
for hazard analysis is tailored applied to the Performers System. The latter is based on a basic system
theory to understand accidents. The aim to apply them is to identify Defects that cause abnormal
system behaviors. Finally, a comparison is made from the viewpoint of hazard identification.

3.4.1 Hazard Identification by Using the Innominate Approach

Four steps are used for hazard identification [94]. The first is to build item sketches, which is to clarify
the structure of a system, behavior, and the boundary of an item. Then, build a goal model of items,
meanwhile, detail item sketches. Third, apply the guide words [50] to each goal description statements
to generate the possibilities. Finally, let us identify hazards by using the item sketches.

∗Ministry of the Environment, Japan: http://www.wbgt.env.go.jp/en/
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Goal-oriented Requirements Engineering

The goal-based approach in the requirements engineering field is used to elicit requirements of various
kinds, e.g., system requirements. This section will introduce the basics of the goal-oriented approach.
A goal prescribes the intent of a system, which is satisfied by the collaboration of its agents. An agent
is an active system component playing a specific role in goal satisfaction. There are many kinds of
agents, e.g., human agents, devices such as sensors and actuators, existing software components, and
new software components.

The goals have granularities. At a higher level, coarser-grained goals stating strategic objectives. At
a lower level, finer-grained goals stating technical objectives. The coarser-grained goals can be refined
into finer-grained goals. The finer-grained goals are the abstracts towards the coarser-grained goals.
Goals are classified along two dimensions. A goal of one type when it prescribes intended system be-
haviors or preferences among alternative behaviors. A goal belongs to one category when it prescribes
a functionality or a quality constraint. There are two types of goals, i.e., behavioral goal and soft goal.

Behavioral goals implicitly define a maximal set of admissible system behaviors. The system behav-
iors related to the state variables and a sequence of state transitions of items. A behavior goal can be
defined in a clear-cut sense. Achieve goals prescribe expected behaviors, where a target condition must
sooner or later hold whenever some other condition holds in the current system state. The specifica-
tion has the following informal temporal pattern:

Achieve[TargetCondition]: [If CurrentCondition Then] sooner-or-later TargetCon-
dition

For example, Achieve[BookRequestSatisfied]: if a book is requested then sooner-or-later a copy of
the book is borrowed by the requesting patron.

Maintain goals prescribe intended behaviors when a good condition must always hold. Its specifi-
cation takes the following informal temporal pattern:

Maintain[GoodCondition]: [if CurrentCondition Then] always GoodCondition, in
particular: always (if someCondition then Good Condition)

For example, Maintain[DoorsClosedWhileMoving]: always (if a train is moving then its doors are
closed).

Soft goals prescribe preferences among alternative system behaviors. It cannot be provided in a
clear-cut sense. Prefix a soft goal name by a keyword indicating a corresponding pattern. For example,
Improve[TargetCondition]; Increase[TargetQuantity]; Reduce[TargetQuantity]; Maximize [Objec-
tiveFunction]; Minimize[ObjectiveFunction].

Goals are categorized into function goals and non-functional goals. A functional goal states the
intent underpinning a system service, e.g., satisfaction, information, and stimulus-response. A non-
functional goal states a quality or constraint on service provision or development, e.g., quality of ser-
vice, compliance, architecture, and development.

A goal model shows how the system’s functional and non-functional goals contribute to each other
through refinement links down to software requirements and environment assumptions. Each goal
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in a goal model annotated by a number of features to characterize the goal individually. A goal has two
mandatory features, i.e., name and specification. The name uniquely identifies the goal throughout
all views of the entire system model. The specification precisely defines, in natural language, what the
goal prescribes in terms of phenomena that are monitorable and controllable in the system. There are
other optional features like type, category, source, and priority.

Each goal in a goal model is graphically represented by a parallelogram. An example of this graphical
representation is shown in Figure 3.2. The goal is represented in a parallelogram that attached with
an annotation that provides feature information of the goal.

Maintain[WorstCase
StoppingDistance]

Name: Worst Case Stopping Distance

Def: A train shall never get so close to a train in 
front that if the latter stops suddenly the following 
train would hit it

Type: Maintain

Category: Safety

Source: BART preliminary study report p.27

Priority: Highest

FormalSpec: ∀ tr1, tr2: train

          Follow(tr2,tr1)⇒Dist(tr2,tr1)>WCS-Dist(tr2)
Goal

annotation

feature

Figure 3.2: An example of the graphical representation of a goal.

There are two types of goal refinements, i.e., AND-refinement and alternative refinement. ADN-
refinement connects a goal with a set of sub-goals. The parent goal is satisfied by satisfying all sub-
goals in the refinement. The refinement should be consistent, complete, and minimal. Leaf nodes in
refinement trees are node that need not be refined further. The graphical representation of the AND-
refinement is illustrated in Figure 3.3. The solid circle denotes arguably complete refinement, and the
hollow circle may need further argument. The black frame parallelogram means leaf goals.

G

G1 G2

G3 G4 G5 G6

arguably complete refinement

refinement
leaf goal

Figure 3.3: Graphical representation of AND refinement.

Alternative goal refinements focus on sets of sub-goals that each of them AND-refines the parent
goal. The parent goal is achieved by achieving all sub-goals from any of the alternative refinements.
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G

G1 G2 G3 G4

alternative refinements

Figure 3.4: Graphical representation of alternative refinement.

Each alternative results in different system designs that will produce different versions of the system.
Figure 3.4 presents a graphical representation of the alternative refinements.

The way to build goal models can either by heuristic rules or reusable patterns. For heuristic rules,
several heuristics are available for eliciting individual goals to start with. For example, analyze the
current objectives and problems, and search for goal-related keywords in elicitation material. There
are some reusable patterns, e.g., the milestone-driven refinement pattern, case-driven refinement pat-
tern that includes decomposition-by-case pattern and guard-introduction pattern, and the divide-and-
conquer pattern.

Guide Words

Guide words are a part of the HAZOP (Hazard And Operability Study) [50]. The HAZOP is a highly
disciplined procedure intend to identify how a process may depart from its design intent. Guide words
are words or phrases which express and define a particular type of departure from the design intent of
an element. An element is a component of a part to identify the essential features of the part. Examples
of features like involved material, e.g., data, software, the activity being carried out, and employed
equipment.

The role of guide words is to stimulate imaginative thinking and enable a comprehensive hazard
identification. They can be classified into temporal and spatial and should be devised adequately cor-
responding to the system. An example of guide words can found in Table 3.8.

Then apply guide words to the goals to identify hazards. This process is to examine all possible
deviations of goals, which is a prerequisite for hazard identification. Goals and guide words can be
regarded as a matrix, as shown in Figure 3.5. Each cell represents a possible deviation of a goal.

Goal 1 Goal 2

Guide word 1

Guide word 2

Figure 3.5: The guide word/goal matrix.
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Table 3.8: Example of guide words.

Guide Word Meaning Type
NO or NOT Complete negation of the design intent

Spatial

MORE Quantitative increase
LESS Quantitative decrease
AS WELL AS Qualitative modification/increase
PART OF Qualitative modification/decrease
REVERSE Logical opposite of the design intent
OTHER THAN Complete substitution
EARLY Relative to the clock time

TemporalLATE Relative to the clock time
BEFORE Relative to order or sequence
AFTER Relative to order or sequence

There are two possible sequences to examine the cells of the matrix, i.e., column by column, e.g.,
element first, and row by row, e.g., guide word first.

Item Sketch

An item [58, 94] is an abstract representation of a system, which uses functional and non-functional
requirements to define its boundaries. The item sketch is to clarify the structure, behavior, and the
boundary of the item. The representation of item sketch can be a static representation or dynamic
representation. The static representation is given by like UML class diagram, while the dynamic rep-
resentation is given by a finite state machine. They show two facets of the same object.

Accompany with goal refinement, there two ways of combing item sketches, i.e., refinement and
composition. For refinement, high-level goal uses AND-refinement to get multiple sub-goals, accom-
pany this process to describe item sketches that are attached to each level of goals. In the goal refine-
ment, their corresponding static representation of item sketches have the same basic structure. The
composition combines goals that do not have a direct refinement relationship. It usually considers
the meaning of combination to describe a more detailed scenario. Dynamic representations will be
combined in this case.

The item sketches and the goal model have some relationships. Each goal in the goal model has its
corresponding item sketches. The corresponding relationship between goal and item sketch is main-
tained by using the goal statement. The goal and its corresponding item sketches have the same level
granularity. The goal model takes charge of the functional and nonfunctional requirements of items.
Item sketches can be used to represent the achievement of the corresponding goal.
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Hazard Identification

Hazard identification includes four parts. The basic idea is to operate on item sketches to interpret
the goal description that applied guide words. Thinking about the change in descriptions or values of
items to see what is going to happen. The goal of hazard identification is to produce a set of hazards,
accidents, and their possible sources. In this case, the inputs to the hazard identification are item
sketches and goal description statements that applied guide words.

Indoor temperature adjustment by the Performers System for thermal comfort without causing
heat exposure or cold exposure. So, this section introduces hazard identification about indoor tem-
perature adjustment by the Performers System that will cause heat exposure and result in health prob-
lems.

Heat transfer depicts thermal energy exchange between physical systems in regarding temperature
and pressure [222]. It tries to reach a state of thermal equilibrium. Two mechanisms of heat transfer
affect indoor temperature, i.e., convection and radiation. The convection means heat transfer from
one place to another by fluid movements (liquids or gases). It is used to refer to the sum of the advective
and diffusive transfer. Thermal radiation refers to electromagnetic radiation produced by the thermal
motion of charged particles in matter. All matters with a temperature greater than absolute zero emit
thermal radiation.

Indoor temperature is affected by multiple mechanisms of heat transfer while being dominated
by one. For example, variations of indoor temperature through air exchange between outdoor and
indoor. If there is a temperature difference between indoor and outdoor, the indoor temperature
would be changed by diffusion and radiation. The indoor temperature would be changed by advection
due to the bulk air movement.

Normally, in naturally ventilated spaces, it takes a long time for the outdoor climate to change the
indoor temperature a lot, e.g., season changes. Some other physical processes take a shorter time for
the indoor temperature to change a lot, for example, indoor heat sources and opening windows when
indoor and outdoor temperature difference is big. So, when a physical process takes a long time to
change the indoor temperature a lot, say days. In a short time during that long time, assume this
physical process has a constant affection for indoor temperature.

Then to identify the items. An identified item should affect a physical process to change the indoor
temperature in one or more mechanisms of heat transfer. The indoor space should be naturally be
conditioned. It is primarily regulated by occupants through the opening and closing of the window.
And indoor heat sources are not related to HVAC systems nor other electric devices. So items that
affects indoor temperature are as follows:

1. Indoor items

• windows
• curtains
• heat sources

2. Outdoor items
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• sunlight

• exterior construction

3. occuapnts (can also be taken as heat sources)

Goals are elicited from heat transfer, e.g., maintain thermal radiation, and empirical, e.g., maintain
air exchange through the window. Ways of top-down fashion, divide and conquer patter, and heuristic
rules from [217] can be used to build the goal model.

Next is to build the goal model. The goal model is used to analyze how does an indoor temperature
adjustment service can be supported by a bunch of sub-goals. Then assigning each leaf goal with a cor-
responding identified item that takes the responsibility to achieve the goal. The root goal is that the
indoor temperature is adjusted by the Performers System for thermal comfort without causing heat-
stroke. But, thermal comfort is determined by not just the indoor temperature, others like metabolic
rate, clothing insulation, etc. also affect it. However, the usual way to satisfy thermal comfort is to
adjust the indoor temperature. If in a certain condition like a sedentary in the summer season, other
factors are taken as the constant condition and to only focus on indoor temperature adjustment. So,
the root goal is denoted as maintain[IndoorThermalComfort].

To satisfy the root goal, two situations should be taken into consideration under naturally condi-
tioned indoor space, i.e., the indoor temperature is greater than the outdoor temperature and is smaller
than the outdoor temperature. When the indoor and outdoor are thermally equilibrium, the time the
root goal lasts in each scenario should be as long as occupants stay indoor.

As discussed that heat transfer includes radiation and convection that includes diffusion and advec-
tion. Radiation includes solar radiation and man-made radiation. Solar radiation refers to sunlight
that affects the indoor temperature through a window with a curtain opening and the walls. The cur-
tain is just a representative, others like similar functionality are also taken into account. Man-made
radiation means indoor heat sources to keep warm, e.g., fireplace. The diffusion of heat takes place in
exterior construction to affect indoor temperature. The requirement of this is that the temperature
difference between interior and exterior construction exists. Once the above condition satisfied, it can
happen all year round. Advection happens when the air carries heat from the outdoor to the indoor.
Wind speed is not zero and there exists an air temperature difference between indoor and outdoor.
The goal models are built and shown in Figures 3.6 and 3.7. The goal annotations in the goal models
refer to Appendix C.

Verification of the Goal Model

The goal model is taken as a precondition and base for the following hazard identification. All sce-
narios considered in building the goal model are reasonable and comprehensive based on the physical
processes of heat transfer. The building of the goal model should be correct. For one thing, the goal
model is built strictly follows the goal refinement patterns introduced in [217]. For another, the for-
mal approach is used to verify goal refinements. A set of goals G1,G2, ...,Gn correctly refines a goal G
in a domain theory Dom, if and only if:
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Figure 3.6: The goal model when the indoor temperature is smaller than the outdoor temperature.

Maintain[IndoorThermalComfort]

Avoid[ThermalConvectionDe
stroySM]

Avoid!ThermalRadiationDe
stroySM]

Avoid[ThermalDiffusionDe
stroySM]

Avoid[ThermalAdvectionDe
stroySM]

Maintain[Appropria
teOutdoorTempera

ture]

Maintain[LimitedSolar
Radiation]

Interior 
construction

Windows

Curtains
Maintain[AirExchange] Maintain[AirExchange

Requested]

Occupants

Maintain[Insulation
Requested]

Maintain[Appropriate
Insulation]

Occupants

Avoid[ExteriorC
onstructionHigh

Temperature]

Maintain[LimitedHea
tIntroductionRateTD]

Maintain[Limited
WindSpeed]

Avoid[IndoorManMade
ThermalRadiation]

Indoor 
heat 

sources

Indoor temperature < Outdoor temperature

Exterior 
construction

Outdoor
Air

Figure 3.7: The goal model when the indoor temperature is greater than the outdoor temperature.

Maintain[NoThermalAdv
ection]

Zero
WindSpeed

Avoid[Air
ExchangeR
equested]

Avoid[ThermalDiffusionDe
stroySM]

Interior 
construction

Avoid[Exterior
ConstructionLo
wTemperature]

Maintain[Limited
HeatDissipationR
ateTD]

Occupants

Maintain[IndoorManMade
ThermalRadiation]

Indoor 
heat 

sources

Maintain[SolarRadiation
Affected]

Curtains

Maintain[Insulation
Request]

Avoid[Insulation]

Occupants

Maintain[IndoorThermalComfort]

Avoid[ThermalConvectionDe
stroySM]

Avoid!ThermalRadiationDe
stroySM]

Indoor temperature > Outdoor temperature

Exterior 
construction

• G1,G2, ...,Gn,Dom |= G completeness

• G1,G2, ...,Gn,Dom ⊭ false consistency

• {∧j 6=i,Gj,Dom} ⊭ G for any i ∈ [1, ..., n] minimality

where S |= A means the statement A is satisfied in any circumstance where all statements in S are
satisfied. In other words, no subgoal is missing for the parent goal to be satisfied. There are sev-
eral ways for formal verification, e.g., formal refinement patterns, theorem prover, and bounded SAT
solver. Formal refinement patterns are used here for some nodes (from top to bottom, the first node
adjacent to the goal of Maintain[Indoor ThermalComfort] and the second node bellow the goal
Avoid[ThermalConvectionDestroySM], both in Figures 3.6 and 3.7), because they are easy to use
and more efficient. [217] has introduced a set of common refinement patterns. Each of them has
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been proved formally correct and completed once for all. For example, the divide-and-conquer pat-
tern as shown in Figure 3.8. For the rest nodes, the bounded SAT solver is used.

C⇒◇(T1∧T2)

C⇒◇T1 C⇒◇T2

Figure 3.8: The divide-and-conquer pattern.

SAT Solvers are efficient tools for determining whether a given propositional assertion is satisfiable.
Bounded SAT Solvers allow some user-defined upper bound to be imposed on the length of satisfying
histories. Because the goals and their refinement are formally described in linear temporal logic (LTL),
a tool used to verify LTL formulas is required.

NuSMV is a symbolic model checker that can be used to verify LTL formulas. It stands for New
Symbolic Model Verifier†. It is an open-source product and can be used for model checking. The
NuSMV provides a language for describing a model and the LTL specifications. The way to use it is
depicted in Figure 3.9.

NuSMV Description Language 
Program

Informal Description 
of a System

Formal Model

LTL Specification

FSM Representation

satisfaction
Satisfied?

True

A Trace to 
Show Why

Output

Y

N

Figure 3.9: UseNuSMV to formally check the goal refinement.

The model of the indoor temperature adjustment by the Performers System is described by Finite
State Machine (FSM). The LTL specifications describe the relationship between a parent goal with its
sub-goals to see whether the FSM represented model satisfies these LTL specifications. If yes, print
true, else print a trace to show why it was failed.

The grammer is the NuSMV program is follows:

Program :: module_list
module_list :: module | module_list module

†NuSMV: a new symbolic model checker. http://nusmv.fbk.eu/
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The program has one module named main with no formal parameters.
The grammer of the LTL specifications is as follows:

ltl_specification :: LTLSPEC ltl_expr [;]
LTLSPEC NAME name := ltl_expr [;]

The detailed introduction of the grammer can refer to the website of the NuSMV.
In this case, a model for how the indoor temperature is affected should be setup. Heat sources,

no matter from natural or man-made, affect the object, including occupants through transmission
media. Heat sources include the indoor space may from exterior construction, outdoor air, solar, and
home appliances for heating. The transmission media encompasses interior construction and airflow,
in which the transfer mechanisms include thermal convection (thermal diffusion and advection) and
thermal radiation.

The FSM represents the model of indoor temperature change. The inputs are various heat sources
and the output is the indoor temperature. The FSM should be levels of FSMs to represent how heat
is transferred to affect indoor temperature. The model of levels of FSMs is shown in Figure 3.10.

Indoor 
Temperature

Thermal 
Convection

Thermal 
Radiation

Thermal 
Diffusion

Thermal 
Advection

Solar 
Radiation

Wind 
Speed

Exterior Construction Temperature

Heat Exchange Rate

Outdoor Air Temperature

Air Exchange

Air Exchange
Request

Indoor Man-made Thermal Radiation

Insulation

Insulation Request

: FSM

Figure 3.10: Model of indoor temperature adjustment by levels of FSMs.

Based on the levels of FSMs, the modules and their relationships are listed bellow and are repre-
sented in class diagrams, as illustrated in Figure 3.11. The NuSMV program code (includes the levels
of FSMs and LTL specifications) can be found in Appendix D.

To achieve the verification of the correctness of goal refinements, let us reformulate the problem by
applying refutation principle in logic. Consider the refinement of a goalG into subgoalsG1,G2, ...,Gn
in a domain theory Dom. The problem is to determine whether Formula 3.1 is satisfiable or not. If
yes, the refinement is not complete. The proof of this principle is shown below. The consistency and
minimality conditions for refinement correctness are used as additional constraints in this process.

G1 ∧ G2 ∧ ... ∧ Gn ∧Dom ∧ ¬G (3.1)
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Proof. G1 ∧ G2 ∧ ... ∧ Gn ∧ ¬G
⇔ G1 ∧ G2 ∧ ... ∧ Gn ∧ ¬(G1 ∧ G2 ∧ ... ∧ Gn)
⇔ G1 ∧ G2 ∧ ... ∧ Gn ∧ (¬G1 ∨ ¬G2 ∨ ... ∨ ¬Gn)
⇔ [(G1∧G2∧ ...∧Gn)∧¬G1]∨ [(G1∧G2∧ ...∧Gn)∧¬G2]∨ ...∨ [(G1∧G2∧ ...∧Gn)∧¬Gn]
⇔ [(G1∧¬G1)∧G2∧ ...∧Gn]∨ [(G1∧ (G2∧¬G2)∧ ...∧Gn)]∨ ...∨ [G1∧G2∧ ...∧ (Gn∧¬Gn)]
⇔ F ∧ F ∧ ... ∧ F
⇔ F

indoor_temperature

thermal_convection thermal_radiation

thermal_diffusion thermal_advection

outdoor_air_temperature

wind_speed

windowair_exchange_request
exterior_construction

interior_convection

man_made_radiation solar_radiation

curtaininsulation_request

Figure 3.11: The class diagram of theMuSMV program.

Two forms of formal goal specification are employed. They are the goals of Maintain and Avoid as
illustrated as:

Maintain[GoodCondition]: CurrentCondition ⇒ GoodCondition W NewCondi-
tion
Avoid[BadCondition]: CurrentCondition⇒¬BadCondition W NewCondition

Then, translate each goal into the NuSMV readable format, next to apply refutation principle,
finally, run the NuSMV program to verify the LTL specifications. Part of the verification result and
the annotations are illustrated in Figure 3.12. The results show that all the refinements shown in
Figures 3.6 and 3.7 are correct and reasonable.

Defect Elicitation

This section tries to explain how to elicit Defects from hazards. To this end, first, to apply the guide
words to leaf goals, which generate a series of goal variations. Then, based on expertise to examine the
result to generate hazards. Finally, for the corresponding item sketch to see how control actions can
result in an identified hazard.
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Run the program to 
verify the LTL formulas 
in batch mode 

Target LTL formula for 
verification

The result of 
the verificationA trace counterexample 

to show why the LTL 
formula is false

Figure 3.12: Part of the running results of the NuSMV program to verify the LTL specificatioins.

Goal variations can be generated by take advantage of that in Figure 3.5. For example, by applying
the guide word MORE to the goal Maintain[AirExchange] to generate:

MORE outdoor air has been introduced which undesirable heat is accumulated in the
room.

A hazard here is an obstacle to the corresponding goal. It results from inappropriate or unsafe
control actions of item sketches. The control actions are elicited from the way to achieve the corre-
sponding goal with respect to item sketches. Then let us define appropriate guide words, by which to
examine control actions to check whether a control action can cause a hazardous situation.

3.4.2 Application of STPA

To identify Defects under operation scenarios, the hazard analysis technique STPA [125] is adopted.
In this section, let us first introduce the STPA steps, then discuss the way to tailor it and a new way of
documenting the analytical results, and finally illustrate the application results and compare that with
the application of the original STPA.

System-Theoretic Process Analysis

The STPA (Systems-Theoretic Process Analysis) is a novel hazard analysis technique to identify sce-
narios that cause identified hazards and then to losses. Therefore, one can eliminate or control them.
There are several reasons to develop STPA. First, the new causal factors identified based on the STAMP
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model that are not handled by the conventional techniques should be included. Second, it is expected
to guide users in getting good results. It can also be used before a design has been created and to
provide necessary information related to the process of safe design.

The STPA has three steps as shown in Figure 3.13, in which the latter two are taken as the main
steps.

Step 0: Establish the system 
engineering foundation

⁃ Define accidents, system 
hazards

⁃ Safety requirements and 
constraints

⁃ Control structure

Step 1: Identify potentially 
unsafe control actions

Step 2: Determine 
how each potentially 
hazardous control 
action could occur

Main Steps

Figure 3.13: The STPA process.

The first step is to establish the system engineering foundation. [125] gave general definitions of
accidents and hazards. They should be more specific, e.g., the definitions in Section 2.3.3. If multiple
accidents are defined for analysis, it is better to prioritize or assign a level of severity to the identified
losses. In the system level, given an accident, how to derive the corresponding system level hazard can
be found in Section 3.3.

The system-level safety requirements and design constraints need to be specified to prevent the
hazards from happening. Then, the constraints are refined and assigned to every component during
the system engineering decomposition.

The safety control structure takes high-level safety requirements and constraints as input. It pro-
vides appropriate documentation and a graphical illustration of system functional design. It starts
from a simple, high-level model, and further refine the model in steps. For example, only a controller
and a controlled process, or a couple of levels of the controller, e.g., human and automated. [122, 125]
give detailed and illustrative examples to demonstrate how to construct safety control structures.

Step 1 is to identify possible unsafe control actions (UCA) of the system that could cause a haz-
ardous state. Every controller usually has one or more control actions. Hazardous states are due to
inappropriate control or enforcement of the safety constraints, which can result from the following
four taxonomies:

1. No provision or follow of a safe control action;

2. An unsafe cotnrol action is provided;

3. Provision of a safe control action at the wrong timing or in the sequence of unexpected;
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4. Stop of a safe control action too soon, or apply of it is too long.

Then, let us translate the identified UCAs into safety constraints and requirements on system com-
ponent behaviors. Generally, the right side of the loop of Figure 3.14 represents the causes of unsafe
control action, while the left side of it illustrates the cause of not (or properly) executing a control
action.

4. Inadequate 
operation

3. Inadequate 
operation

4. Component failures
Changes over time

Delayed 
operation

Incorrect or no 
information provided

Measurement 
inaccuracies

Feedback delays

Process input 
missing or wrong

Process output 
contributes to 
system hazardUnidentified or 

out-of-range 
disturbance

1. Control input or external 
information wrong or missing

2. Inadequate Control 
Algorithm (Flaws in creation, 
process changes, incorrect 
modification or adaptation)

3. Process Model 
inconsistent, 

incomplete, or 
incorrect

Controller

Inappropriate, 
ineffective or missing 

control action

Actuator

Controlled Process

Controller 2
Conflicting 

control actions

Inadequate or 
missing feedback

Feedback delays

Figure 3.14: A classification of control flaws leading to system hazards [125].

Step 2 looks for the reasons for the possible occurrence of the identified hazardous control actions
in step 1. Let us check every piece of the control loop, as shown in Figure 3.14 to see if every identified
unsafe control action could occur. Then try to control and mitigates them by designing measures or
evaluating measures that already exist. For multiple controllers of the same controlled process, identify
potential coordination problems and conflicts.

Another problem is to think about the degradation of designed controls over time, and how to
design protections. This may include the management of planned changes, performance audits, and
analysis of accidents and incidents. The first is to ensure safety constraints are enforced dynamically.
Performance audits ascertain unplanned changes that violation of the safety constraints can be de-
tected. The last is to trace anomalies relate to hazards and system design. Once the causal analysis
is completed. Check if they are properly tackled in design, or design features added to control the
developed design.

There are several ways to document the results of the analysis, e.g., a control loop with the results
in each part, tables, and lists.
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Tailor

The understanding of accident formation within the indoor environment has extended the STAMP
model, i.e., the STAMP-PP model, with considering physical processes. As discussed in Section 2.3.2
of Chapter 2, abnormal Behaviors result in Service Failures, and the abnormal Behaviors are due to
inappropriate control actions of the Performers System. Thus, it is expected to know what are the
inappropriate control actions. Therefore, the STPA needs to be tailored for this main purpose.

In the step of establishing the system engineering foundation of STPA, Besides the definition of
accident, system hazard, and safety requirement, the information about the Service Failure and re-
quirements of no failure, i.e., the reliability of the Performers System to deliver Services should also be
provided. Design constraints are not required due to this work is not for implementing a safe system.

When a Service Failure occurred which means the corresponding control action is inappropriate,
then precautionary measure(s) should be provided. Thus, in the first step of STPA, ICAs should be
identified concerning the taxonomies provided in step one of STPA. Namely, given a state of physical
processes to consider that under specific operation scenarios whether a control action concerning the
taxonomies will cause a Service Failure. Precautionary measures are determined by considering the
context information which consists of the ICAs, operation scenarios, and the Service Failure. The
process of the determination heavily depends on the expertise of concerned areas, which is directed by
the reliability requirements. The precautionary measures are also controlling actions. Ineffective pre-
cautionary measures will result in the occurrence of a Hazard (then, reaction measures are required).
For each precautionary measure, UCAs are identified by considering the taxonomies provided in step
two of STPA under the conditions of operation scenarios and a state of physical processes. Safety
requirements for the UCAs also need to be identified for guiding the selection of reaction measures.

The second step of STPA is not necessary. This is due to the analysis in our case is to identify Defects
under operation scenarios, which can be utilized in selecting appropriate precautionary and reaction
measures, but not in designing and manufacturing a system.

STPA adopted tables and lists for documenting analytical results [122, 125]. After applying the
tailored STPA, the results, i.e., control actions, ICAs with their related reliability requirements, oper-
ation scenarios for ICAs, precautionary measures, UCAs with their related safety requirements, and
operation scenarios for UCAs, could be documented by that used by the STPA. However, the rela-
tions among them are not represented. In this paper, I propose a Landscape Genealogical Layout
Documentation (that denoted as LGLD) for documenting the results, which is illustrated in Figure
3.15. The ancestor is a control action. The first generation illustrates ICAs and their related reliabil-
ity requirements and operation scenarios. The second generation represents precautionary measures.
The third generation represents UCAs and their related safety requirements and operation scenarios.
These results can be numbered for better reference, e.g., ICA-m for an ICA, which means the inap-
propriate control action m. This way of documentation also implies the analysis direction, i.e., from
control actions to ICAs, then to precautionary measures, and finally to UCAs.

For each control action, by considering the taxonomies provided in step two of STPA to list the
ICAs. Every ICA is attached with the reliability requirements and operation scenarios. Then, connect-
ing each ICA with a precautionary measure. The precautionary measure is to prevent its connected
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Figure 3.15: Documenting the analytical results by the LGLD approach.

ICA from changing the home environment from a Service Failure to a Hazard. For each precautionary
measure to list the UCAs that attached to safety requirements and operation scenarios.

Results

In this section, the STPA is adopted to analyze the hazard identified in Section 3.3. To apply STPA,
there are assisting tools to exist to guide the analysis. For example, a tool called XSTAMPP‡. Another
tool is called STAMP Workbench§ is adopted for the analysis. The STAMP Workbench is claimed
to have features of concentrate on thinking, help analysis and not just an editing tool, guide analysis
procedure, but not limit operation, and intuitive operation. Analytical results can be exported into
Excel files and images.

In the first step of STPA, let us prepare some concepts for further analysis as shown in Table 3.9.
For demonstration, the Service Failure is defined when the indoor WBGT temperature is adjusted
within [25,28]◦C, and the Hazard is when the indoor WBGT temperature is adjusted over 28◦C. The
reliability requirement corresponds to the Service Failure, which represents the requirement to ensure

‡XSTAMPP (eXtensible STAMP Platform) is a software tool developed to serve the
widespread adoption and use of STAMP methodologies in different domains. [visited 2018.10]
https://sourceforge.net/projects/stampp/

§The STAMP Workbench is an open-source, free, easy to use tool for people who are inter-
ested in system safety analysis by using the STAMP/STPA. It is developed by the IT Knowl-
edge Center of Information-Technology Promotion Agency, Japan. https://www.ipa.go.jp/
english/sec/complex_systems/stamp.html
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a Service will not fail.

Table 3.9: Preparation for the tailored STPA analysis.

Accident Physical harm of occupants due to heat stroke
Service Failure Indoor WBGT temperature is within [25,28]◦C
Reliability Requirement Indoor WBGT temperature should be adjusted bellow 25◦C
Hazard Indoor WBGT temperature is over 28◦C
Safety Requirement Indoor WBGT temperature should be adjusted bellow 28◦C

The Performers System adjusts the indoor temperature for thermal comfort. The levels of controls
for the adjustment is as illustrated in Figure 3.16. The controlled processes and the responsibilities of
these controllers are shown in Table 3.10. The control structure is shown in Figure 3.17. The detailed
explanation will be discussed when introducing the home safety architecture in the next chapter.

Service Provider

Service 
Intermediary

Home Gateway

Indoor 
Environment

Service Publication Service Status

Service Delivery Service Subscription

Service Execution Physical Properties

Figure 3.16: Levels of controllers of the Performers System.

Table 3.10: Controllers and their responsibilities.

Controller Controlled Process Responsibilities
Home Gateway Service Execution Adjust indoor temperature; Subscribe services
Service Intermediary Service Delivery Service distribution; Service management
Service Provider Service Publication Service design; Service publish; Service revoke

Due to system operation for indoor temperature adjustment is of the main focus in this dissertation,
let us discuss the safety control structure of the Home Gateway to adjust the indoor temperature as
shown in Figure 3.18. The Home Gateway is the controller, which is responsible for executing the in-
door temperature adjustment service. The controlled process is the Home Environment. Performers
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Figure 3.17: The control structure of the Performers System for indoor temperature adjustment.

are taken as actuators. Let us consider an air-conditioner and a window here as Performers. Empir-
ically, for energy saving, these two can not work at the same time. The control actions are listed on
the arrow from the Home Gateway to the Performers. The control action set to X ◦C means to set
Performers to adjust the indoor temperature to X ◦C. The feedback to the Home Gateway is the in-
door temperature. Indoor temperature can be adjusted by the indoor temperature adjustment service
that is executed in the Home Gateway or by occupants to issue commands, i.e., control inputs to the
Home Gateway.

Next, based on the results of the first step, let us identify ICAs, UCAs, and elicit their related re-
quirements and operation scenarios. Part of the results are shown in Figures 3.19 and 3.20 that are for
the control actions of ”set OFF” and ”set to X ◦C”. ”N/A” denotes the taxonomy is not applicable to
the corresponding control action. In Figure 3.19, the second ”set OFF” can be considered as a recon-
figuration compared with the first one. The precautionary measure ”set Cool mode” can be deployed
for the two ICAs that relate to the ”set OFF”. One reason could be that a different configuration has
a higher possibility to restore the physical process to a comfortable state, as the ”set OFF” has caused
the ICA. For the second operation scenario of the not providing caused ICA, this is due to people are
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Figure 3.18: The safety control structure of home gateway for indoor temperature adjustment.

not sensitive to temperature change, and thus did not issue the ”set OFF” command manually.
For the results as shown in Figure 3.20, X satisfies X < 25◦C. There are two reasons for the not-

providing ICA and UCA to say that the Performers System is working in the Fan mode. The first
is that if it works in the Warm mode, which in this case is inappropriate or hazardous, and one can-
not make a solemn vow to conclude that not providing ”set to X ◦C” is inappropriate or hazardous.
Second, the other working modes, i.e., Dry and Cool have a cooling effect based on our experience,
it may not be an ICA or UCA even ”set to X ◦C” is not provided. One more thing that needs to be
explained is that providing ”set to X ◦C” at ”wrong time” is not inappropriate nor hazardous. If it
is not provided in time, the home environment would experience Service Failure or Hazard for some
time. But providing ”set to X ◦C” at a different time should not be inappropriate nor hazardous. Con-
versely, since ”set to X ◦C” is provided, the home environment could be restored to a safe level, even
though later than expected. In this case, providing ”set to X ◦C” can be thought of as a precautionary
or reaction measure, rather than an inappropriate or hazardous control action.

Comparsion of Results

Originally, the STPA is the only hazard analysis technique based on the STAMP model [125]. Thus,
in this section, let us compare the results presented in Section 3.4.2 with that by adopting the original
STPA. Since the second step of STPA did not take into account, the comparison only considers the
results derived from the step of establishing the engineering foundation and the first step of STPA.
For comparability, the temperature issue discussed in Section 3.3 is still focused on when adopting
the original STPA.

As discussed that the goal of STPA is to identify causes that lead to hazards and result in losses, so
they can be eliminated or controlled. The causes to be identified are UCAs, and flaws in the control
loop, as shown in Figure 3.14 under some scenarios which are different from our case. The elimina-
tion or control usually resorts to design and implement a safe system, while in our case is to select
appropriate precautionary and reaction measures that can restore a safe Service delivery.
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Figure 3.19: The analysis results for the control action ”set OFF”.
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Figure 3.20: The analysis results for the control action ”set to X ◦C”.

70



The system engineering foundation is given first. The prepared definitions are illustrated in Table
3.11. The design constraint is a system-level constraint and is expected to further decompose into
constraints that can be assigned to system components as the analysis evolves. Compare with that of
Table 3.9, Service Failures and reliability requirements to the system are gone, which indicates ICAs
will not be identified afterward. This is because ICAs are supposed to result in Service Failure, and
the reliability requirements of ICAs can be taken as the decomposition of the system-level reliability
requirement. The safety control structure as shown in Figure 3.18 can also be used here.

Table 3.11: Preparation for the STPA analysis.

Accident Physical harm of occupants due to heat stroke
Hazard Indoor WBGT temperature is over 28◦C
Safety Requirement Indoor WBGT temperature should be adjusted bellow 28◦C

Design constraint The Performers System is capable of adjusting the indoor
WBGT temperature bellow 28◦C

Next, the UCAs identified in step two of STPA are shown in Tables 3.12 and 3.13 for control
actions ”set OFF” and ”set to X◦C” respectively. Then for each UCA, safety requirements and design
constraints can be derived. For example, the safety requirement for UCA-1 in Table 3.12 could be:

• ”set OFF” should be provided when the indoor temperature belongs to [25,28]◦C and the
Performers System is working in the Warm mode.

The design constraints for UCA-1 could be:

• The Performers System should accurately aware of the indoor temperature change.

• ”set OFF” should be provided when needed.

Table 3.12: UCAs for the control action ”set OFF”.

Hazard: Indoor WBGT temperature is over 28◦C

Control Action Not Providing Providing Wrong Timing or Order Stopped Too Soon
or Applied Too Long

set OFF

UCA-1: ”set OFF” not provided when
the indoor temperature belongs to
[25,28]◦C and the Performers System
is working in the Warm mode

UCA-2: ”set OFF” provided when the
Performers System is working
in the Cool mode and the indoor
temperature belongs to [25,28]◦C

UCA-3: ”set OFF” provided after the
Performers System has been
working in the Warm mode for some
time when the indoor temperature
belongs to [25,28]◦C

N/A

There are some differences by comparing with the results derived in step two of STPA. The ICAs,
operation scenarios for ICAs, reliability requirements, precautionary measures, and operation scenar-
ios for UCAs can not be obtained by adopting the original STPA. However, the design constraints
can be derived. The UCAs identified by adopting the original STPA is equivalent to that identified
by the tailored STPA.
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Table 3.13: UCAs for the control action ”set to X◦C”.

Hazard: Indoor WBGT temperature is over 28◦C

Control Action Not Providing Providing Wrong Timing
or Order

Stopped Too Soon
or Applied Too Long

set to X◦C
UCA-4: ”set to X◦C” not provided when the
indoor temperature belongs to [25,28]◦C and
the Performers System is working in the Fan mode

Not hazardous Not hazardous N/A

3.5 Discussion

The discussion includes two parts. The first is a comparison of the two hazard analysis techniques,
i.e., the tailored STPA and the innominate approach. The second part of this section discusses the
effectiveness of the tailored STPA due to the tailored STPA has better performance in identifying
Defects.

3.5.1 A Comparison

In this section, let us compare the two techniques, i.e., STPA [125] and the innominate approach
[94] in identifying Defects. Defects include ICAs and UCAs. The comparison is based on several
criteria. The first and important one is that whether Defects can be identified. Second is the effort in
the identification, that is, the work to prepare for the identification and the complexity of steps in the
identification. A brief comparison of the two techniques is shown in Table 3.14.

The STPA approach adopts a top-down fashion, i.e., from accident to causes to identify Defects.
The innominate approach starts from deviations, i.e., deviate from goals (obstacle goal) to two direc-
tions. The upper direction is to analyze the accident or loss the deviation brings about. The lower
direction is to identify the causes that result in the deviation. The innominate approach is similar to
HAZOP [50].

There are similarities in preparations. The safety control structure is equivalent to item sketches,
and safety requirements are similar to the goal model. However, the way to build the safety control
structure and item sketches are different. The goal model is structured and layered, while safety re-
quirements have decomposition relations. The STPA provides four taxonomies to look for UCAs,
while in the innominate approach one has to design guide words and are used to look for obstacle
goals.

The tailored STPA has one main step that encompasses two sub-steps to identify Defects and their
related requirements and scenarios. THe innominate approach three steps in the identification. More-
over, it need two sets of guide words. one set is to elicit goal variations, and another set is to derive
UCAs. The latter set can be the same as the taxonomies provided in the STPA approach. The tai-
lored STPA is able to identify Defects, i.e., ICAs and UCAs, while the innominate approach can only
identify UCAs.

The techniques are effective and practical for identifying and analyze hazards. The innominate
approach needs more improvement to identify Defects. The results of the analysis are prodigious.
The LGLD approach of documentation can straightforwardly represent the relationships among the

72



Table 3.14: A comparison of STPA and the innominate approach.

Tailored STPA Innominate Approach
Foundation Systems Theory No explicit statement
Phase of System
Development Concept phase Concept phase

Preparation

Interested accident(s),
system level hazards;
safety requirement,
safety control structure

Item sketch, goal model
(including its verification),
guide words

Application Area Socio-technical systems Software-intensive
embedded systems

Complexity
of Steps

One main step to elicit
ICAs and UCAs, and
related requirements
and scenarios

Apply guide words to
generates goal variations;
hazard identification;
apply guide words to
control actions

Output Defects Defects UCAs
Results
Documentation LGLD approach Not explicitly given

analytical results.

3.5.2 Effectiveness of the Tailored STPA

In the step of establishing system engineering of STPA, accidents and system hazards are provided
mostly depend on the interest of an organization or the government [125]. For example, in this paper,
the Accident is defined as physical harm of occupants due to heatstroke as illustrated in Table 3.9. It
can be others besides due to heatstroke, e.g., severe cold. The concrete accidents are different due to
the variety of environments, e.g., workplaces and the home environment. It is also determined by
budget, the severity of occurrence, and frequency of occurrence [125].

In step one of STPA, originally, the taxonomies are provided to identify UCAs with respect to
control actions. Physical process anomalies (not Hazards) are the result of abnormal Behaviors of
the Performers System. The behaviors are the representations of the functions which are achieved
by the control actions issued by the Performers System. For example, the Performers System stopped
working is achieved by the control action ”set OFF” as shown in Figure 3.19. Thus, the taxonomies
are applicable for identifying ICAs. This ensures that all possible ICAs can be effectively identified.

The states of physical process change from a state for comfort to one for uncomfortable, then to
hazardous. When a state for uncomfortable is detected, precautionary measures are adopted to pre-
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vent the physical process from transferring into a state of hazardous. Precautionary measures refer
to control actions that achieved by reconfigurations. Thus, the taxonomies are also applicable to the
precautionary measures. For example, the control action ”set OFF” in Figure 3.19 can both be the
original control action and the precautionary measure. So does the control action ”set to X ◦C” as
shown in Figure 3.20.

The purpose of adopting the hazard analysis technique is to identify Defects, to select appropriate
precautionary and reaction measures for adjusting home environment anomalies to maintain a nor-
mal performance. By checking the comparison presented in Section 3.4.2, I found the tailored STPA
can satisfy this purpose, while the original STPA cannot. First, ICAs under operation scenarios and re-
liability requirements of the ICAs can be identified by the tailored STPA. This is due to Service Failure,
and the system-level reliability requirement are provided in the first step of STPA. Naturally, precau-
tionary measures are not necessarily identified in the original STPA. Because precautionary measures
are selected for ICAs. Second, even though UCAs can both be identified by the original and tailored
STPA, the operation scenarios have different contents. For the tailored STPA, the operation scenarios
refer to occupants or controllers or both as discussed when introducing the concept of Defect. For
the original STPA, the operation scenarios refer to the control flaws as shown in Figure 3.14, which
are identified in step three of STPA.

As discussed in Section 3.4.2, the STPA takes advantage of tables and lists to document the analyt-
ical results (see the results shown in Tables 3.12 and 3.13). I proposed the LGLD approach to docu-
ment the analytical results. The advantage by comparing with tables and lists is that it can represent
the relations among the results in a straightforward way. For example, in Figures 3.19 and 3.20, the re-
lations among control actions, ICAs, precautionary measures, and UCAs are clear. Also, it is clear to
see the (reliability or safety) requirements attached to each ICA and UCA, and the related operation
scenarios under which the ICA and UCA can occur. This kind of relations is not explicitly repre-
sented by using tables and lists like the ones presented in Section 3.4.2. To build such documentation,
one can build along the way of analysis. Because the analysis starts from control actions to identify
ICAs under related operation scenarios, and reliability requirements, then to determine precautionary
measures and finally identify UCAs under related operation scenarios, and safety requirements.

3.6 Conclusion

I found the tailored STPA can effectively identify Defects by comparing it with the innominate ap-
proach. In order to identify the Defects, i.e., ICAs and UCAs that result in abnormal system behav-
iors, the hazard analysis technique STPA is tailored and applied to the smart home system for indoor
temperature adjustment. After comparing with the results derived by adopting the original STPA,
I found that the tailored STPA is an efficient tool to assist in identifying the Defects. The analyti-
cal results of applying STPA used to adopt tables and lists for documentation, in which the relations
among the results are not straight-forward and unclear. I then proposed the LGLD approach, which
its advantages are demonstrated by the comparison of results.
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4
Home Safety Architecture

The detection and prediction of physical process anomalies, i.e., Service Failure and Hazard that are
introduced in Chapter ref ch2: title, should base on a safety problem architecture. To this end,
this chapter introduces an event-based home safety probelm detection/prediction under the Cyber-
Physical Systems (CPS) home safety architecture. The CPS home safety architecture is taken as the
architecture foundation for safety problem detection/prediction. The event-based detection/predic-
tion approach is realized based on this home safety architecture. Moreover, reactions to safety prob-
lems are also expected to base on this architecture. To demonstrate how the architecture can support
safety problem reaction, a redundancy approach is proposed to retain the reliability of various indoor
environment adjustment services, e.g., indoor temperature adjustment service.

The contributions of this chapter are as follows [227]:

• A CPS home safety architecture has been proposed for the detection/prediction of safety prob-
lems. It is also excepted to support safety problem reactions.

• An event-based home safety problem detection/prediction is proposed based on the architec-
ture.

• Two examples are used to demonstrate the feasibility of detecting/predicting safety problems
based on the proposed architecture.

• A theoretical mechanism for service redundancy for reaction is proposed.

4.1 Architecture Design

Safety problems that may happen in the home environment are varied. I classified three big types, i.e.,
home appliances safety, indoor environment safety, and interaction safety between occupants and
home appliances [226]. Home safety problems are to result in undesired consequences, e.g., casualty
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or home property loss, or both. So it is necessary to propose an effective method in order to detec-
t/predict and react to the home safety problems. Proposed systems in literature, e.g., [55, 89, 111] in
some way solved the problem partially. Some aspects left unsolved. First, smart home systems have
a variety of functions, which interact with other systems inside and outside the home. For example,
services that smart home systems can provide are home theatre, HVAC system, etc. as introduced in
Section 1.1.1. They control multiple home appliances and share information. Thus, the system that
enables the detection/prediction and reaction should not be separated from other systems. Second,
safety problem detection/prediction service and reaction service to anomalies should be deployed in
geographically different locations for easy management and cost-saving. Third, the ability to deal with
safety problems that could occur in multiple homes is also required. These motivated the proposal of
the home safety architecture.

Researches related to the CPS are pervasive in recent years. By integrating the event-based method
into the CPS is also emerging [199]. The interactions between physical and cyber worlds are thought
to be ruled by events. [200] proposed a CPS architecture that claimed to be the first event model
that integrates characteristics of CPS for analysis in the time and space domain. There are some ap-
plications of CPS systems like [53, 55]. Events in conventional event-based methods have the same
importance. However, it is not always true when coming to the events of the physical world. They
should have different importance, e.g., eating may be more important than others when you are starv-
ing. Moreover, the occurrent of an event may due to the occurrence of some other events. Thus, we
propose a layered FSM (Finite State Machine) approach that takes raw data and the predefined events
with importance as inputs and outputs. After an (undesired) event is detected or predicted, the pro-
posed architecture can also support to the reaction to the event. The reactions are various services
that are designed and published by service providers. The Next Generation IP Network Promotion
Forum∗ has proposed a service intermediary model for gathering, manageing, and distributing services.
The proposed home safety architecture is based on the CPS and service intermediary model.

We proposed the CPS home safety architecture that enables both event-based and service-based
methods for the detection and reaction of safety problems. Layered FSMs that composite events in
the event-based method. It takes different events and raw data as input and output. Different events
represent individual safety problems or safety levels of a home. Details of the service-based method are
left to future work. Examples of heatstroke and carbon monoxide poisoning are used to demonstrate
the proposed layered FSMs, in which the results prove the effectiveness of our proposal in supporting
to detect safety problems.

4.1.1 Cyber-Physical Systems

CPS is considered the integration of the computation, communication, and control with physical
processes. The term was coined by the U.S. National Science Foundation in 2006 [69]. It is a time-
sensitive, spatially-distributed, and multi-scale networked embedded system, which connects the phys-

∗Next Generation IP Network Promotion Forum, [visited in 2012] http://ngnforum.nict.go.
jp/
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ical world with the cyber world by actuators and sensors [61]. [57] summarised some characteristics of
the CPS from the viewpoint of networking. They are network complexity; resource (like bandwidth,
throughputs, energy efficiency, and rate through) limitations; hybrid traffic and enormous data in-
cluding sensor data and various data contents; unreliability due to sensor measurement, software er-
ror, and unexpected events occurs in the physical world; complexities of modeling, design, analysis,
implementation, and verification for the CPS. The state-of-the-art modeling of the CPS is by hybrid
automata, which can model the discrete states of cyber systems and the continuous states of variations
in physical processes [121].

There are many applications of CPSs. For example, aircraft manufacturing, smart electric grid,
smart transportation, smart home/building, smart medical technologies, air traffic management, etc.
To enable the integration of control, computation, and communication for quick deployment and
design of CPSs, design, and architecture are essential for infrastructure [235]. For example, inter-
faces between the power network and cyber systems, between independent machines (smart devices
and appliances), and between humans and machines. Furthermore, accurate controls on the physi-
cal processes by effectively assigning computing capabilities for a specific purpose are of importance.
Therefore, architectures and its related techniques are needed to ensure integrity, availability of data,
confidentiality, and also accurate controls.

[116] proposed a CPS architecture for industry 4.0-based manufacturing systems. The architec-
ture is a 5-level CPS structure, i.e., the 5C architecture, for providing a step-by-step guideline to de-
velop and deploy a CPS for various applications. This 5C architecture is outlined in Figure 4.1. [99]
extended this architecture by adding 3C facets, i.e., coalition, customer, and content, into the 5C ar-
chitecture. The 3C facets emphasize more on horizontal integration by comparing it with the vertical
integration of the 5C architecture. One application of the 5C architecture and its derivatives can be
used to develop systems like predictive production systems [117].

Authors of [200] discussed that events related to the interactions between the physical and cyber
world in time and space domain are important. They explored the temporal and spatial properties of
events and developed a layered Spatio-temporal event model for CPSs. Figure 4.1 illustrates a simpli-
fied architecture and events that processed in each part of the architecture.

The Internet of Things (IoT) could be considered as the backbone of CPSs [61]. The IoT is defined
as the earth-wide infrastructure for the information society. It enables services by interconnecting
things ground on existing and evolving communication technologies and interoperable information
[3]. Things can be physical things or virtual things. They can be identified and integrated into com-
munication networks. The IoT makes full use of things to provide various services to a variety of
applications. Architectures of the IoT are varied due to the diversity of applications. For example,
[171] surveyed IoT architectures, and they can be domain-specific, e.g., in domains of RFID (Radio-
Frequency IDentification), Service Oriented Architecture, Supply Chain Management, Wireless Sen-
sor Network, and Industry, Health Care, Smart Society, Cloud Service and Management, and Social
Computing Security.
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Figure 4.1: The 5CCPS architecture.
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Figure 4.2: A simplified arhictecutre with events that processed in each part of the architecture.

4.1.2 Service Intermediary Model

Various home appliances are interconnected through smart home networks to produce integrated ser-
vices [43, 148]. For example, the indoor temperature adjustment for thermal comfort is a service ex-
ample of such services. So, many various service providers provide various services. Be aware that the
service here is different from the definition in Chapter 2. With mainly considering service aggregation,
management, and distribution, the Next Generation IP Network Promotion Form proposed the Ser-
vice Intermediary Model (SIM) as illustrated in Figure 4.3. Others mean there can be other functions
to be implemented in the SIM model.

Service aggregation aggregates various services from service providers through different forms. This

78



Service Intermediary Model

Service 

Providers

Service 
Aggregation

Service 
Management

Service 
Distribution

Home 

Environment

Others…

Figure 4.3: The service intermediarymodel.

is due to the services are devised and provided by different service providers, which have different ser-
vice contents. Different forms mean the publish, update, and revoke can be diverse and up to user
preference. To popularize this architecture, it is better to standardize the process. After services being
published to the SIM, they need to be further managed. For example, backup them in case of data loss
due to hardware failures; assembling advanced services based on the existing one(s) on the request of
users from the home environment side. For example, a home theater service may need curtain control
service, illumination service, stereo set control service, etc. Service distribution is responsible for ser-
vice subscription from the home environment and service distribution in response to the subscription.
There can be other functions to be added besides these three.

4.1.3 Home Safety Architecture

We propose the CPS home safety architecture to support the detection/prediction and reaction to
detected/predicted safety problems in real-time. To this end, we employed the concept of the Service
Intermediary Model and the concept of CPS. An event-based method is proposed for safety problem
detection/prediction, and a service-based method is supposed to react to detected safety problems.

There are some assumptions to elaborate on the CPS home safety architecture. First, home net-
works enabled all home appliances to interconnection. Data about the home environment are col-
lected by various sensors and reaction to anomalies through actuators. Second, sufficient computing
and storage capability of devices in the home gateway and the service intermediary. Third, home net-
works also connect the related computing devices and databases in the form of wired and/or wireless.

Architecture Elaboration

Figure 4.4 illustrates the CPS home safety architecture. The architecture is divided into four main
parts: Service Provider, Service Intermediary, Home Gateway, and Home Environment.

The Home Environment is where occupants live permanently, which equipped with various home
appliances connecting to the home network to satisfy the requirements of occupants. This is the place
where safety problems could occur. It also deploys with a variety of sensors and actuators, and thus
sensed data can be collected and then transmitted through the Home Gateway. Moreover, control
commands are also executed in the Home Gateway.
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Figure 4.4: The CPS home safety architecture.

The Home Gateway that can be taken as a gateway connects the home network to the outside
networks. It has the fundamental function of transforming different network protocols between the
home network and the network outside the home. Moreover, it has the distinct function of capable
to execute services to issue commands to actuators to adjust the indoor environment. It subscribes
services from the Service Intermediary if the local database (DB) does not store them. The Home
Gateway observes the home environment and generates corresponding events to decide which service
needs to be chosen to execute. Also, these events will be passed to the Service Intermediary for master-
ing the whole situation. Two databases (DBs), i.e., a logging DB and a DB for managing the prescribed
services are in the Home Gateway.

The Service Intermediary has two main functions. One is to aggregate services from different ser-
vice providers and manage them locally. Another is to react to the service subscription. Safety levels
of various home environments are also evaluated here. Then appropriate relevant services can be sub-
scribed if not stored in the local BD of the Home Gateway for reactions. The Service Intermediary
can also assemble advanced services. Similar to the Home Gateway, two DBs are also located here. A
logging DB that stores detected events, and a cloud service DB that manages services gathered from
Service Providers.

The Service Provider devises, publishes, updates, and revokes concrete services to the Service Inter-
mediary.

Component Description

This section elaborates on the proposed architecture by introducing its constituent components that
are illustrated in Figure 4.5. The Home Environment has home users, i.e., occupants, home devices,
i.e., computing and appliance, and the indoor space. It also deploys various sensors, which send sensed
data to the Elementary Event Generator. The first level of layered FSMs that will be discussed in
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Section 4.2 corresponds to the Elementary Event Generator. Then, elementary events are passed to
the Semantic Event Generator in the Home Gateway for further process.
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Figure 4.5: System components description.

As illustrated in the Home Gateway of Figure 4.5, One black arrow goes from the Semantic Event
Generator to the Controller. The Controller takes over to execute services to control home appliances,
etc. when disconnection between Home Gateway and Service Intermediary has occurred. Another
black arrow connects to the Entire Event Generator that resides in the Service Intermediary. The
semantic events are passed to the Service Intermediary. The second level of the layered FSMs corre-
sponds to the Semantic Event Generator.

The safety level of a home is evaluated in the Overall Event Generator of Service Intermediary.
Then, the results are passed to the Controller of Service Intermediary. The Controller notifies the Ser-
vice Integrator to assemble the required services. And the Service Distributor distributes assembled
services to the Service Executor of Home Gateway. Finally, control commands are issued to control
actuators to retain home safety.

4.2 Event-based Method

Event has been defined as the occurrence of a particular set of circumstances [5, 154]. It can be one or
more occurrence with one or several causes. Event models can be classified along several dimensions
[199] as follows:

• Punctual (e.g., to send and receive a message) vs. durative (e.g., attending a lecture)

• Single vs. stream (e.g., object tracking)

• Change vs. action/observation
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Generally, there are two distinct contexts, in which to use the term event. The first is about the
physical world occurrences. The second relates to those occurrences in the cyber world. We defined
four types of events in this section, that are, elementary event, semantic event, overall event, and service
event. Service event is about the services provided by Service Providers, which will not be detailed here.

1. Elementary Event: it is generated by the abnormal variation of raw data. For example, indoor
temperature varies greater than a preset value. It indicates the occurrence of Service Failures
that introduced in Chapter 2.

2. Semantic Event: it is generated based on multiple Elementary events, which represents an indi-
vidual safety problem. For example, events of temperature and/or humidity anomalies gener-
ate the event of heatstroke. It means the occurrence of the Accident that introduced in Chapter
2.

3. Overall Event: it means the safety level of a home. We define three levels, i.e., green denotes
safety situations; yellow represents multiple safety problems that have occurred, which result
in property loss; and red means the occurrence of safety problems that result in casualty, or
casualty and property loss.

4. Service Event: events related to services, e.g., service subscription.

For detecting/predicting the defined events based on the architecture discussed in Section 4.1.3, a
layered FSMs method that is illustrated in Figure 4.6 will be detailed.

Raw data are collected from sensors deployed in the Home Environment. Elementary Events are
generated from raw data anomalies, e.g., abnormally high temperatures. A Semantic Event denotes
the occurrence of an individual safety problem. Overall Event indicates the safety level of a home,
which is generated by evaluating Semantic Events of a home.

FSM

FSM

FSM

FSM

FSM

FSM

FSM

FSM

Raw Data Elementary Event Semantic Event Entire Event

First Level Second Level Third Level

Figure 4.6: Layered FSMsmethod.
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4.2.1 Event Sets

Event sets include the defined events as illustrated in Formula 4.1.

E = {EL,EM,EN,ES} (4.1)

whereEL denotes the finite set of Elementary Events; EM represents the finite set of Semantic Events;
EN means the finite set of Overall Events, and ES is the finite set of Service Events.

General notation of every individual event that belongs to its corresponding event set is represented
as follows.

elID ∈ EL, emID ∈ EM, enID ∈ EN, esID ∈ ES

4.2.2 Individual Event

An individual event has several properties that characterize an event. Except for the Service Event, the
general representation of Elementary Event, Semantic Event, and Overall Event is shown in Formula
4.2.

e = {etype, t, l, s} (4.2)

where etype means the event type that indicates the category of the event; t represents the time to gen-
erate the event; l denotes the location where the event has occurred. The location is denoted as [h, r],
where h means house ID, and r denotes room ID; s represents the event significance.

Assume that lower-level events have different importance in contributing to higher-level events.
Every lower level event has the significance that represented by a value. Higher-level event significance
is generated by relatively lower level event significances. Each individual event significance satisfies
s ∈ [0, 1]. The sum of the significances of lower-level events satisfies

∑
s ≤ 1. The generation of a

higher-level event is when the sum of the significances is greater than a threshold value. The threshold
value of significance can be determined by rich experienced engineers who know safety problems well.

4.2.3 Relationships of Event Types

This section discusses the relationships of event types. Semantic Event type and Elementary Event
type satisfy the relationship as represented in Formula 4.3.

em = {
N∧
i=1

eli|N ∈ Integer, eli ∈ EL} (4.3)

Multiple semantic events may happen in one or more rooms. Thus Semantic Event type and Over-
all Event type satisfy the relationship as shown by Formula 4.4.

en = {
room_num∧

i=1

event_num∧
j=1

emj, li

 |emj ∈ EM, li ∈ [h, r]} (4.4)
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4.2.4 Definition of FSMs

As discussed that the layered FSM method has three levels. Raw data and the defined events are inputs
and outputs to the layered FSMs. Every FSM has different content with the same FSM definition. The
FSM is defined as a five-tuples, which is shown as bellow.

M = (Q, Σ, Γ, δ, q0) (4.5)

where M means a FSM; Q denotes a finite set of states; Σ represents a finite set of inputs; Γ means a
finite set of outputs; δ is the transition function that is represented by δ : Σ×Q→ Γ×Q. And q0 is
the initial state. The values of each tuple defined in the FSM are different for the FSMs in the layered
FSM method.

Let us see the FSMs of the first level, Q = {normal, abnormal}, Σ represents the raw data, Γ
denotes a subset of the Elementary Event set, and q0 = normal.

For FSMs of the second level,

Q = {safe, transforming, unsafe}

where Σ means a subset of Elementary Event set, Γ denotes a subset of Semantic Event set, and q0 =
safe.

For FSMs of the third level, Q = {green, yellow, red}, where green represents the home is normal,
yellow means property loss, and red denotes casualty or casualty and property loss. Σ means a subset
of Semantic Event set, Γ is a subset of Overall Event set, and q0 = green.

Significances are adopted to evaluate transition functions. A transition has occurred if the sum
significance of the same level events is greater or equal to a threshold value.

4.2.5 Simulation Cases

This section discusses two simulation cases to verify the feasibility of detecting/predicting safety prob-
lems by the layered FSM based on the proposed CPS home safety architecture. One example is to
detect/predict heatstroke that occurred indoors. Another example is to detect/predict carbon monox-
ide poisoning. The aim of the experiment is three-folds. First, to demonstrate how to use the defined
events to represent what has happened. Second, to evaluate whether the layered FSMs method is effi-
cient in detecting/predicting safety problems. Third, the proposed CPS home safety architecture can
well support detection/prediction. Figure 4.7 shows the layered FSMs that model the two simulation
cases.

Heat Stroke

The planet undergoes a lot of weather anomalies, as discussed in Section 1.1.2. In Japan, air condition-
ing units are working intermittently in hot and cold weather due to energy saving. Moreover, climate
anomalies occur regularly. More attention should be paid to heatstroke since it can cause health prob-
lems or death to old people and young babies who are not sensitive to climate change.
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Figure 4.7: Layered FSMs that illustrate the simulation cases.

The indoor temperature and humidity are two important factors that affect the cooling effect in
hot weather [78]. The relationship between them is inversely proportional, e.g., temperature increases
while humidity will decrease. Generally speaking, people feel uncomfortable if the temperature and
humidity are greater than threshold values, respectively. And these threshold temperature is 34◦C and
humidity is 35% [151].

The variations of indoor temperature and humidity are illustrated in Figure 4.8. On the left dashed
line 1, the value of humidity is smaller than the threshold, which indicates the current state of the FSM
of humidity is normal, and the output event is also normal. On the right side of dashed line 1, the
humidity enters the state of abnormal. On the left side of the dashed line 2, the temperature is smaller
than the threshold value, in which the current state of the FSM of temperature is normal, and the
output event is also normal. The temperature data on the right of the dashed line 2 represents the
FSM entered the abnormal state, and the output event is abnormal.

We assume that the significance of abnormal event for temperature is 0.6, and the significance of
abnormal event for humidity is 0.4. We prescribe the threshold significance is 0.7. In this situation, on
the right side of dashed line 2 denotes the high possibility for heatstroke to occur. Then, the output
event is the Semantic Event. These output events can be because of detected evidence or predicted
results.

Carbon Monoxide poisoning

Another safety problem that could occur indoor is carbon monoxide poisoning. Carbon monoxide is
an odorless and colorless gas that can cause sudden illnesses or death. Normally, it could occur in the
kitchen due to gas leakage or not full burnt materials. The carbon monoxide poisoning is dependent
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Figure 4.8: Data of temperature and humidity that contribute to heat stroke.

upon the concentration of carbon monoxide, venting condition, and people on the scene. Figure 4.9
illustrates how the data relate to the three factors could result in the occurrence of carbon monoxide
poisoning. The venting system is not working if the value indicating the venting condition is smaller
than 0. There are people on the scene if the value in the figure that indicating people are greater than
0. Elementary Event abnormal can be generated. For example, if the value of carbon monoxide con-
centration is greater than the benchmark, which indicates an Elementary Event of abnormal.

3 4

Figure 4.9: Related data that contribute to carbonmonoxide poisoning.

It is assumed that the venting condition, the significance of carbon monoxide concentration, and
the existence of people are 0.3, 0.4, and 0.3, respectively. The threshold significance is 0.7. So the data
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between dashed lines 3 and 4 correspond to the unsafe state of the FSM, which means a Semantic
Event, i.e., the occurrence of carbon monoxide poisoning.

Based on the simulation results as illustrated in Figures 4.8 and 4.9, the house is in state red between
the simulation time [35, 37], the Semantic Event of carbon monoxide poisoning contributes to the
production of the Overall Event. Semantic Events of carbon monoxide poisoning and heat stroke
contributes to the production of Overall Event between simulation time [37, 38]. The Semantic Event
that denotes the heatstroke contributes to the generation of the Overall Event after the simulation time
38. In summary, the simulation results verified the simulation goals.

4.3 Safety Problem Forecasting

Forecasting of safety problems in this dissertation refers to that the forecasting concerning the indoor
climate, e.g., indoor temperature forecasting or events related to indoor safety problems, as discussed
in Chapter 6. Safety problems are about the Hazards introduced in chapter 2. Various techniques
can be used for forecasting. For example, artificial neural networks [13, 71], and machine learning
[134] can be used for indoor temperature prediction. One significant advantage of the forecasting is
energy-saving [13, 71]. In the viewpoint of this work, the forecasting can save time for precautionary
reaction and remedial reaction. As discussed in Chapter 2, if a Service Failure is detected, then prepare
the precaution reaction, but a Service Failure may always result in a hazardous situation. Therefore,
forecasting is necessary.

The forecasting can be performed in the Home Gateway, as it gathers information about the indoor
environment, e.g., indoor temperature, indoor humidity, and outdoor temperature around the house.
And the raw data is used to generate elementary events. Then the forecasting is to generate semantic
events. If something undesired is forecasted, look up or subscribe to the corresponding service in the
local service DB. Therefore, the proposed CPS home safety architecture can be used to forecast the
concerned safety problems.

4.4 Safety Problem Prevention

If a safety problem is detected or forecasted, corresponding services are needed for reactions. One
way of prevention can be redundancy of services, e.g., redundancy of indoor temperature adjustment
service. Because it can ensure the reliability of these services.

The reliability is defined as the continuity of correct service [25]. ReliabilityR(t) of a system at time
t is the probability that the system operates without a failure in the interval [0, t], given that the system
was performing correctly at time 0 [56]. Because a service relates to the controller and the Performers
of the Performers System. There are two types of redundancy, controller redundancy, and Performer
redundancy as illustrated in Figure 4.10. Controller redundancy is executed when Performer works
well. It can either be reconfiguration or issue the same command to the same appliance by a spare con-
troller. Performer redundancy is executed when the working Performer cannot perform its functions.
It switches to an alternative Performer that provides the same function.
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The service redundancy model consists of four main parts: error detection, infection identification,
error recovery, and redundancy management. The components and their connections of the proposed
redundancy model are shown in Figure 4.11.

Error detection has three main functions:

1. It represents the context information based on home environment status and appliance work-
ing status;

2. Under context information to detect errors according to predefined rules;

3. It generates proper error events for further processing

This component provides a list of current working Performers from the redundancy management
component. Then, error events are passed to the infection identification component.

The infection identification component identifies corrupted Performers based on the received er-
ror events and the list of working Performers. And it maps the errors to corresponding Performers and
packs the mapping and related information. It receives error events from the error detection compo-
nent and a list of current working Performers from the redundancy management component. After
identification, it passes the processed information to the error recovery component.

For the error recovery component, it receives the processed information from the infection identi-
fication component, then queries the corresponding redundancy plan from the redundancy manage-
ment component. Next, the redundancy plan is executed to issue commands to the spare Performers
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Figure 4.11: The components of the proposed redundancymodel.

or reconfiguration to the working Performer. Or, it connects to proper devices, e.g., smartphones, or
systems for warning. Last, it logs the corresponding events into a database.

The redundancy management component maintains a list of working Performers. Since each Per-
former will register itself to this component and update their working status. The redundancy plans
are made based on the available resources (controllers, Performers, and energy sources), and are stored
into a database for query by the error recovery component. These plans should be updated regularly.
The redundancy management also provides a list of current working Performers to the error detection
and the infection identification Component.

The important factor for redundancy is that the redundant component is independent of the pri-
mary component. The redundancy system is a completely different system from other systems in the
Home Gateway. The working of the spare Performers and their energy supply should be indepen-
dent of the primary Performers. Also, the reconfiguration commands and energy supplies should be
independent to ensure reliability.

4.5 Conclusion

This chapter discussed the proposed CPS home safety architecture that supports event-based detec-
tion/prediction and service-based reaction for safety problems. We discussed the event-based method
for safety problem detection/prediction in detail. The service-based method is left for future work.
The event-based method includes a layered FSMs with raw data and events, i.e., elementary event, se-
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mantic event, and overall event as inputs and outputs. Finally, we employed two simulation cases to
verify the feasibility of the proposed architecture and the event-based detection/prediction approach.
Last, safety problem forecasting and prevention are roughly discussed.
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5
Safety Problem Detection

This chapter introduces the way to detect physical process anomalies, i.e., Service Failures and Hazards,
as introduced in chapter 2. Conformance testing was adopted to check whether indoor temperature
data conforms to requirements that are modeled by hybrid automata. If the conformance check failed,
which indicates a Service Failure or Hazard has occurred. The detection approach can be implemented
based on the CPS home safety architecture that was discussed in Chapter 4. I summarize the contri-
butions of this chapter as follows [229, 230, 232]:

• An example of home appliances control was devised with the purpose to elicit the modeling of
required variations of indoor temperature.

• Based on the control example, I adopted hybrid automata to model required variations of in-
door temperature with considering thermal indices, heat transfers, and knowledge related to
the health. The introduction of hybrid automata enabled the detection of thermal problems
at different timepieces of test duration.

• A multiple-conformance approach has been proposed, which encompasses five conformance
rules for detecting eight thermal problems. The multiple-conformance approach takes the
hybrid-automata-modeled requirement as the specification. And its implementation is the
temperature data.

• I checked the conformance of temperature data against the requirements that are modeled
by hybrid automation and evaluated its performance by comparing it with the conventional
approach.
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List of Variables

C Convective heat flow (W/m2)
H Relative humidity (%rh)
L Thermal load of a human body
M Metabolic rate (met)
R Radiative heat flow (W/m2)
T Operative temperature or the required indoor temperature (◦C)
Tol Tolerance time
TPD Time to increase or decrease 1 ◦C
V Air velocity (m/s)
W External work (w/m2)
fcl Clothing area factor
hc Convective heat transfer coefficient
Hi Humidity of indoors (%rh)
Ho Humidity of outdoors (%rh)
hr Radiative heat transfer coefficient
Icl Clothing insulation (clo)
Pa Water vapor pressure (Pa)
Ta Air temperature (◦C)
Tcl Clothing surface temperature (◦C)
Tg Globe thermometer temperature (◦C)
Tini Initial temperature (◦C)
Ti Operative temperature of indoors (◦C)
T′
i Desired indoor temperature level (◦C)

Tor Radiant temperature of outdoors (◦C)
To Operative temperature of outdoors (◦C)
Trd real data of indoor temperature (◦C)
Tr Mean radiant temperature (◦C)
Tsk Mean skin temperature (◦C)
Tw Natural wet-bulb temperature (◦C)
Vi Air velocity of indoors (m/s)

5.1 Introduction

Occupants stay indoors for most of their time [110]. The productivity and health of people are af-
fected by the indoor environment [67, 68, 186]. Especially, health problems may occur due to abnor-
mal changes in indoor temperature. For instance, it can result in heat illnesses or death to older people
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in hot weather [218, 221]. It also has a negative effect on sleep and circadian rhythm which causes
cardiac autonomic response during sleep in cold weathers [145, 156]. So, it needs to check the indoor
temperature to detect thermal problems.

Conventionally, various thermal indices [1, 19, 37] were adopted to detect different thermal prob-
lems. From the point of view of engineering, they are not flexible in detecting multiple thermal prob-
lems by a single method that includes only one index. Moreover, it is also not flexible to deal with
new thermal problems since new detection methods are needed to be designed. Thus, I propose a
method for comprehensively checking the indoor temperature to detect thermal problems. There-
fore, let us check whether indoor temperature conforms to the requirement of no thermal problems
by conformance testing [10]. Conformance testing is to check the validity of implementation against
its specification. More precisely, It checks whether outputs of specification and implementation are
conformant with the same inputs [10, 142]. So, it is necessary to first design required variations of
indoor temperature [229, 232]. Then, I extend upon a conventional conformance approach [10] to
fulfill the needs.

Hybrid automata are used to model the required changes in indoor temperature. First, hybrid au-
tomata are to model systems with discrete and continuous components. Discrete states of systems
can be modeled by discrete components of hybrid automata. And transitions between states are the
discrete dynamics. Second, indoor temperature changes continuously, while different pieces of it
correspond to discrete thermal sensations. Therefore, hybrid automata can be applied to model the
required changes in indoor temperature.

As far as I know, this is the first try to adopt hybrid automata [82] to model required changes in
indoor temperature. In literature, systems for temperature control are either narrowly considered ther-
mal discomfort without heat or cold exposure [100], or are in the form of examples [82]. The contents
of discrete components in these applications are the discrete control states, which are different from
our case.

There are two problems to conquer in order to model by hybrid automata. First, it needs to split
the changes in indoor temperature so that each piece can correspond to a distinct thermal sensation.
To this end, let us split the indoor temperature by resorting to heat stress indices [37], the PMV-PPD
index [19], and cold stress indices [1]. Each piece of temperature also corresponds a state of hybrid
automata. Second, it needs to prescribe curves of the required changes in indoor temperature, which
are derived from an indoor temperature adjustment example that will not cause thermal problems.
In other words, the required changes in indoor temperature is derived from heat exchanges between
indoor that is adjusted with considering the example and outdoor.

For the conformance check, let us extend the (τ, ε)-closeness method [10, 142]. The (τ, ε)-closeness
method checks on the whole test duration to see if time lag and value difference are smaller than τ and
ε, respectively. But, there are limitations to detect thermal problems at a time interval of test duration.
For example, unbearable hot can only occur when the temperature is high. Moreover, temperature
data satisfies its requirements with respect to the (τ, ε)-closeness when values of τ and ε are properly
given. There are some thermal problems cannot be detected, e.g., undesired temperature fluctuation.
Second, the (τ, ε)-closeness method rejects some situations that accepted by our cases. For instance,
in the situation that indoor temperature is required to reach the preset level quickly. So, the time
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lag between temperature data and its requirement may be greater than τ. Therefore, I substitutes
the (τ, ε)-closeness with multiple conformance relations to detect thermal problems at different time
intervals of test duration. This inspired us to propose the multiple-conformance approach [230, 232].

To model the required changes in indoor temperature by hybrid automata, which guarantees the
detection at various time intervals of test duration. This is possible since the test duration can be
divided by considering discrete transitions between states. Every state of hybrid automata handles
the concerned thermal problems by devising corresponding conformance relations. Generally, the
conformance relations are different from the (τ, ε)-closeness method. Section 5.2.2 discusses the con-
formance problems so as to design the conformance rules.

I checked temperature data that were collected from a testbed smart house against the hybrid-
automata-modeled requirement with considering the proposed multiple-conformance approach. I
used Matlab to conduct the experiment. The experimental results illustrate that thermal problems
can be comprehensively detected at different time intervals of test duration. This demonstrates the
capability of hybrid automata in modeling the required changes in indoor temperature, and the rea-
sonableness of the proposed multiple-conformance approach. I also applied confusion matrix and
its related terms to evaluate our proposal, which the results demonstrate a better performance of the
proposal than the (τ, ε)-closeness approach.

5.1.1 Indoor Climate Monitoring

The indoor climate is a collective designation of the environmental factors, e.g., temperature, humid-
ity, heat, light, noise, smoke and particles, and chemicals that can affect occupants. Researches related
to indoor climate monitoring refer to observing and predicting indoor climate anomalies to select
appropriate reactions to maintain good performance of indoor climate adjustment. This chapter fo-
cuses on the observation of temperature changes in the smart home environment to detect thermal
problems.

Smart home systems that for indoor environment adjustment usually is based on the observation of
the environment. [184] proposed a system which can observe indoor climate properties, e.g., temper-
ature dynamically. [176] presented a domotic framework which is to enhance the interaction among
human beings, smart devices, and environments based on a sensing and actuator network.

Commonly, indoor temperature adjustment only for thermal comfort. A field study in naturally
ventilated office buildings to evaluate thermal comfort by the subjective judgment of occupants [168].
Traditional on/off controllers are to adjust the indoor temperature to the preset level. Roberto2008
took advantage of PMV-index [19] to adjust the indoor temperature to pursue accurate adjustment.
It calculates PMV-index with respect to physical and personal factors. One can understand this as tem-
perature adjustment based on a dynamic preset level. Some other work also considered energy saving
during the adjustment, e.g, [41] adopted linguistic variables of fuzzy logic to represent temperature
intervals that correspond to distinct thermal sensations to help in adjusting the indoor temperature.
It is claimed they can save energy up to 40%.
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5.1.2 Hybrid Automata

Hybrid automation is taken as a model and specification language for hybrid systems. For each state
of the hybrid automation, its behaviors are governed by a set of differential equations. It can be taken
as a generalized finite-state machine for modeling hybrid systems. Hybrid systems are dynamical with
continuous and discrete behaviors, i.e., flows are represented by differential equations, and jumps are
described by state machines. The formal definition of it is presented in Definition 13, which is refer-
enced from Henzinger’s work [82].

Definition 13 (Hybrid Automata). A hybrid automation HA includes the five compo-
nents:

• Variables

– A finite set X = {x1, · · · , xn} of real-numbered variables, n is the dimension
of HA

– Ẋ = {ẋ1, · · · , ẋn} represents first derivatives during continuous change
– X′ = {x′

1, · · · , x′
n} represents values at the conclusion of discrete change

• Control graph

– A finite directed multigraph (V,E), where V and E are called control modes
and control switches respectively

• Vertex labeling functions

– Initial( init), invariant( inv) and flow conditions(flow) are functions that
assign a predicate to each control mode v ∈ V

– The free variables of init(v), inv(v) and flow(v) are from X, X and X ∪ Ẋ
respectively

• Jump conditions

– An edge labeling function jump assigns a predicate to each control switch
e ∈ E

– Each jump condition jump(e) is a predicate whose free variables are from
X ∪ X′

• Events

– A finite set Σ of events, and an edge labeling function event: E → Σ that
assigns each control switch an event.
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Hybrid automata are adopted to model systems that have continuous and discrete components.
Different operating modes of nonlinear hybrid systems are modeled by hybrid automata [26]. For
example, a liquid heating system with discretely controlled valves and the continuous changing liquid
level. [180] presented to model compression systems with continuous dynamics of physical processes,
e.g. mass flow, and the discrete dynamics of control functions. Some work related to hybrid automata
verification. For example, [207] proposed an algorithm to verify of hybrid systems. [59] presented to
link the specification of supervisory controllers to the verification of embedded systems with hybrid
dynamics.

5.1.3 Conformance Testing

Conformance testing is to check if the properties satisfied an implementation is equivalent to that by
the specification [10]. It has many applications. For example, model reduction [41, 135, 177], model
elicitation, and implementation equivalence with its specification [10, 142]. Practically, it checks the
closeness or equivalence of output trajectories of two models.

The closeness check has different content for different kinds of systems. For systems that are
modeled by timed automata [36, 83], the only time in trajectories is considered. Timed automata
are the extension of finite-state automata with real-valued variables that measure delays between ac-
tions. [83] proposed quantitative similarity functions that measure the closeness of two timed tran-
sition systems as a real. [36] presented a construction that enables the implementation of timed au-
tomata. Two timed automata modeled systems are close if the timings of events of their traces have
the same sequence. Values in trajectory closeness are considered for some hybrid automata. For ex-
ample, [135, 177] proposed for model reduction of hybrid systems. The closeness checks the value
differences at any time point in trajectories. For cyber-physical systems (CPS) that modeled by hy-
brid automata [10, 142], the closeness checks both time and value in trajectories. [10] presented to
check the closeness in time and value for CPS systems. Then, [142] proposed a process for sound
conformance testing based on the proposal of [10].

5.2 Safety Problem Detection

This section introduces the details of the detection of Service Failures and Hazards. The modeling
of the required changes in indoor temperature is going to be introduced first, then come with the
discussion of conformance problems. Thereafter, let us discuss the multiple-conformance approach,
then an experiment will be conducted to verify the reasonableness of the proposed multi-conformance
approach and the hybrid-automata-modeled requirement. Finally, a performance evaluation of the
proposal also to be conducted by adopting the confusion matrix and its related terms.

5.2.1 Modeling the Requirement

Let us assume indoor temperature adjustment takes advantage of a window, an air-conditioner, and a
curtain for thermal comfort and without resulting in thermal discomfort.
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Indoor Temperature and Thermal Sensation

The indoor temperature here denotes operative temperature that is the uniform temperature of an
imaginary black enclosure in which people would exchange the same amount of heat by radiation and
convection as in the actual nonuniform environment [19]. One can derive the operative temperature
from air temperature and radiant temperature with Formula 5.1 [19]. V > 1.0 is not considered due
to it is usually bellow 0.3 m/s for over 85% of the measurements [27].

T =


0.5Ta + 0.5Tr,V < 0.2
0.6Ta + 0.4Tr, 0.2 ≤ V < 0.6
0.7Ta + 0.3Tr, 0.6 < V ≤ 1.0

(5.1)

Value-added integrated services are provided by home appliances that connect to the home net-
works [43, 148]. Indoor temperature adjustment service is an example of the integrated service, which
is for thermal comfort with energy-saving. This causes a mixed way of adjustment, e.g., it can use the
air-conditioner, window, curtain, or any combination of them. Moreover, if one makes use of the out-
door climate or air-conditioner to adjust a not well-insulated room, it may cause unpleasant thermal
sensation due to abnormal changes in temperature. For instance, undesired temperature fluctuation
[29, 115] brings about uncomfortableness and constantly being cooler or warmer than expected as a
result of temperature stabilized at a level that deviated far from expectation. Also, one exposure to un-
desirable temperatures longer than a tolerable time [1, 237], or to severe temperature levels may cause
health problems. The tolerance time is the maximum tolerable exposure time the body keep heating
or cooling under the conditions of cold or heat exposure.

Let us divide the indoor temperature into five situations by considering thermal sensations. Neutral
denotes indoor temperature causes a pleasant thermal sensation. Hot means high indoor temperature
results in heat exposure, while Cold means low indoor temperature leads to cold exposure. Warm rep-
resents relatively high indoor temperature, while Cool represents relatively low indoor temperature.
But both will not result in health problems.

Let us consider thermal problems that could happen in each situation are shown in Table 5.1. In-
door temperature is usually set to a level Neutral for thermal comfort. Undesired temperature fluctu-
ation or the temperature is Just-Noticeable Difference [115] deviated from the preset level will lead to
uncomfortable. It will cause undesired duration if the exposure time is longer than the tolerance time
for situations of Cool and Warm. Very low or very high temperatures or they last longer than expected
will cause health problems. Very low or very high is when the indoor temperature is lower or higher
than the requirement. Also, the thermal problems in Table 5.1 correspond to the Service Failure and
Hazard that discussed in Chapter 2.

Indoor Temperature and Energy Conservation

There are some assumptions to discuss energy conservation for indoor temperature adjustment. First,
there is a target temperature level within the Neutral situation for thermal comfort. Second, the indoor
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Table 5.1: Thermal problems correspond to the situations.

Situation Thermal Problem Service Failure
or Hazard

Cold Unbearable cold or undesired duration Hazard
Cool Undesired duration

Service FailureNeutral Undesired fluctuation or constantly
cooler/warmer than expectation

Warm Undesired duration
Hot Unbearable hot or undesired duration Hazard

temperature should be adjusted to the target preset level less than the tolerable time. Third, the indoor
temperature adjustment service should make full use of the outdoor climate.

Indoor temperature adjustment service chooses home appliance(s) to work spend the least energy
consumption. For instance, the highest priority is to open a curtain and window to use the outdoor
climate for indoor temperature adjustment. Then, the medium priority is to turn on the Fan mode of
the air-conditioner (compressor does not work). The least priority is to choose the Heat/Cool mode
of the air-conditioner (compressor works).

An Example of Indoor Temperature Adjustment Service

Let us assume the considered home appliances have working states, as shown in Table 5.2. Heat ex-
change through walls, opening/closing doors, and window gaps are heat noise sources.

The working states of concerned home appliances are affected by environmental factors, as illus-
trated in Table 5.3. This depends on the functions home appliances can provide. For example, the
indoor temperature is the factor that can affect the working of an air-conditioner. The reason is that
the Cool mode of air-conditioner works when the indoor temperature is high, and the Heat mode of
air-conditioner works when the indoor temperature is low. Empirically, the curtain has two functions,
i.e., introducing radiant heat, as stated in Table 5.2 and illumination. Illumination depends on indoor
activities of occupants and has nothing to do with indoor temperature adjustment. So, illumination
in the control scenario introduced in this chapter is not considered. But the indoor temperature ad-
justment service has a higher priority here if a conflict has occurred when using these two functions.
Auxiliary ways to resolve this conflict are recommended. For instance, if introducing radiant heat is
needed while illumination is not needed, an eye mask is recommended for occupants who may sleep.
And if people want to close the curtain to prevent introducing radiant while illumination is needed,
illumination devices like light bulbs are recommended.

Let us consider three outdoor climate situations, i.e., hot, neutral, and cold. For the hot situation,
people do not use the Heat mode of the air-conditioner. The window is closed to insulate the indoor
against the outdoor when outdoor humidity and/or air temperature is high. So, the window and cur-
tain need to be closed to use the Dry mode of the air-conditioner. For the neutral situation, people
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Table 5.2: Working states of home appliances.

Home Appliance Working
State Note

Air-conditioner

Cool Adjust temperature and fan speed to cool the room; it
corresponds to the Cool mode or cooling phase of Auto mode

Heat Adjust temperature and fan speed to warm the room; it
corresponds to the Heat mode or heating phase of Auto mode

Dry Gently cooling while dehumidifying the room (by removing
moisture from indoor air)

Fan Ventilate the room; it is helpful to refresh the stale air in the
room

OFF The air-conditioner is turned off

Window Open Adjust the indoor temperature by introducing cool but not
humid air; it can be fully open or half open but not close

Close A fully closed status

Curtain Open Adjust the indoor temperature by introducing radiant heat;
it can be fully open or half open but not close

Close A fully closed status

Table 5.3: Factors that affect the appliance working states.

Factors

Home
Appliance Air-conditioner Window Curtain

Indoor temperature 3 3 3

Indoor humidity 3

Indoor air velocity 3

Outdoor temperature 3 3

Outdoor humidity 3

Outdoor air velocity 3 3

Outdoor radiant temperature 3

choose dehumidify rather than temperature adjustment due to high humidity and temperature greatly
affect thermal sensations. Thus, people usually use the window and curtain to save energy consump-
tion. For the cold situation, people use the Heat mode of air-conditioner and curtain quite often. The
window should be closed. Usually, people use desiccant and not the Dry mode of the air-conditioner
when indoor humidity is high. Since the Dry mode of air-conditioner has a cooling effect. Our adjust-
ment example that is modeled by automata is shown in Figure 5.1. Table 5.4 explains the states. The
transitions between states depend on the values of climate properties, e.g., temperature.

T′
i denotes the desired level of indoor temperature, which can be prescribed manually or the indoor

temperature adjustment service. [TCl,TCh] means the temperature interval that brings about thermal
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Figure 5.1: Automata of the indoor temperature adjustment example.

Table 5.4: State explanations.

State Name State Description
Ini Air-conditioner(OFF); Window(Close); Curtain(Close)
C1 Air-conditioner(Heat); Window(Close); Curtain(Close)
C2 Air-conditioner(Heat); Window(Close); Curtain(Open)
H1 Air-conditioner(Cool); Window(Close); Curtain(Close)
H2 Air-conditioner(Cool); Window(Close); Curtain(Open)
N1 Air-conditioner(OFF); Window(Open); Curtain(Open)
N2 Air-conditioner(OFF); Window(Open); Curtain(Close)
D1 Air-conditioner(Dry); Window(Close); Curtain(Close)
D2 Air-conditioner(Fan); Window(Open); Curtain(Open)

(C1,C2) A combination of states C1 and C2 for heating the room
(H1,H2) A combination of states H1 and H2 for cooling the room
(N1,N2) A combination of states N1 and N2 for utilizing outdoor climate
(D1,D2) A combination of states D1 and D2 for dehumidifying the room

comfort. The detail is illustrated in Table 5.5. If the indoor temperature is greater thanTCh, one needs
to cool the room down. If the indoor temperature is smaller than TCl, one need to warm the room
up. [Hl,Hh] represents an interval for neutral humidity. If the humidity is greater than Hh, one need
dehumidification. If the humidity is lower than Hl, one need humidification. [Trl,Trh] represents
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the interval for outdoor neutral radiant temperature. Sufficient solar radiation is when the outdoor
radiant temperature is greater than Trh, or insufficient solar radiation when it is smaller than Trl.

Table 5.5: Thermal effects of various temperature intervals.

Temperature
Interval Thermal Effects

[HT, +∞) It has a high possibility to cause health problems due to heat exposure.

[WMl,WMh]
It will cause unpleasant thermal sensation with no health problems and
WMh = HT.

[TCl,TCh] Pleasant thermal sensation and TCh = WMl.

[CLl,CLh]
It will cause unpleasant thermal sensation with no health problems and
CLh = TCl.

(−∞,CD] It has a high possibility to cause health problems due to cold exposure and
CD = CLl.

For transitions between composite state except (D1,D2), the radiant temperature is the key param-
eter to determine which component state to transit to. For example, it transits to C2 of (C1,C2) from
(N1,N2) when the radiant temperature is greater than Trh. Since sufficient radiant heat has been in-
troduced so that one can open the curtain. Or, it goes to C1. This is because of insufficient radiation
and hoping to save energy. It goes to D2 of (D1,D2) when outdoor humidity is smaller than Hh. Or,
it will go to D1 of (D1,D2). The reasons behind this are twofold. The first is to save energy. Because
the Fan mode of air-conditioner consumes less energy than the Dry mode. The second is that outdoor
humidity is low. So, one can open the window.

The Requirements

The required changes in indoor temperature come from the adjustment example to assist in detecting
the problems, as illustrated in Table 5.1. The adjustment example depends on the weather conditions
to control various home appliances. For consistency, the states of the required changes in indoor tem-
perature come from considering the corresponding weather conditions. The control actions of home
appliances in the adjustment example can be taken as events in designing hybrid automation. By know-
ing the control actions, it is further can be used in reacting to detected thermal problems. More impor-
tantly, the curves of the required changes in indoor temperature are derived from the heat exchanges
between indoors that adjusted by working home appliances and outdoors. The required changes in
indoor temperature are modeled by hybrid automation, which is to simulate temperature changes in
a house. Let us use the definition of hybrid automata that introduced in Section 5.1.2.

The modeling of the required changes in indoor temperature by hybrid automation, as illustrated
in Figure 5.2. The states comes from the situations, as discussed in Section 5.2.1 with the initial state
Ini. The modeling is by using hybrid automata, which ensures the detection at different time intervals
of test duration. Assume that no arrows from Neutral to Cool (Warm), then to Cold (Hot) to prevent
unacceptable transition loops. This has some reasons. First, the required changes in indoor tempera-
ture are taken as the specification in the conformance check. Second, if the transitions go to the reverse
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directions, it may due to either indoor temperature adjustment service failure, or no need for the in-
door temperature adjustment service and thus indoor temperature reversely transits autonomously
through heat exchange. The former case is apparently cannot be prescribed as the requirement. The
latter case maybe because of no people in the room, and thus there is no need to consider this situation.
Ti belongs to an interval is the invariant condition and Ti ∈ X. For example, indoor temperature be-
longs to that, as illustrated in Table 5.5. The flow condition Ṫi = flow() means the rate of change
of the required changes in indoor temperature and Ṫi ∈ Ẋ. Different states of hybrid automation
have different content. The event set Σ includes control actions of working home appliances from the
control example, as discussed in Section 5.2.1. For example, one can label the event turn on the Cool
mode of air-conditioner to the edge between Hot and Warm. The events are taken as output events,
e.g., the event turn on the Cool mode of air-conditioner occurs when transit to Warm from Hot. The
events are implicitly depicted in Figure 5.2 due to the indoor temperature adjustment service selects
appropriate home appliances to work based on the automation introduced in the last section. The
desired temperature level T′

i satisfies T′
i ∈ X′ . It can be manually set.
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Figure 5.2: Hybrid-automata-represented requirement.

Invariant conditions can be derived from cold stress indices [1], PMV-PPD index [19], and heat
stress indices [37]. They are proved techniques to evaluate thermal sensations and have a complex
relationship with personal and environmental factors. By fixing personal factors and environmental
factors other than the temperature, one can derive the intervals of invariant conditions.

Use PMV-PPD Index to Calculate [TCl,TCh]
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PMV [19] means the predicted mean vote, which is an index that predicts the mean value of the
votes of a large crowd on the thermal sensation scale shown in Table 5.6. It has relations with envi-
ronmental factors, e.g., air/radiant temperature, wind speed, and humidity, and personal factors, e.g.,
metabolic rate and clothing insulation. PPD [19] denotes the predicted percentage of dissatisfied,
which is also an index that quantitively predicts the percentage of people who feel thermal discom-
fort. It derives from PMV. One specifies other factors other than the temperature to determine the
boundaries of [TCl,TCh]. One can calculate PMV and PPD through Formulas 5.2 and 5.6.

PMV = (0.028 + 0.303e−2.0934M)× L (5.2)

where,

L = M−W− 3.05× 10−3[5733− 6.99(M−W)− Pa]
−0.42(M−W− 58.15)− 1.7× 10−5M(5867− Pa)
−1.4× 10−3M(34− Ta)− fclhc(Tcl − Ta)
−3.96× 10−8fcl[(Tcl + 273)4 − (Tr + 273)4] (5.3)

fcl =
{

1 + 0.2Icl, Icl ≤ 0.5
1.05 + 99.975Icl, Icl > 0.5

(5.4)

hc =min(2.38(Tcl − Ta)0.25, 12.1
√
V) (5.5)

Table 5.6: ASHRAE thermal sensation scale.

+3 hot
+2 warm
+1 slightly warm
0 neutral
-1 slightly cool
-2 cool
-3 cold

PPD = 100− 95e−(0.03353PMV4+0.2179PMV2) (5.6)

[19] recommended that−0.5 < PMV < 0.5 and PPD < 10 for general comfort. For example,
Indoor temperature interval for thermal comfort is [25, 27.73]◦C withVi = 0.15, Icl = 0.5,Hi = 45,
and M = 1 by using the tool [209].
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Use Heat Stress Indices to Calculate [HT, +∞)

Heat stress is that people are exposed to the net heat load contributed from metabolic heat, clothing,
and environmental factors, which causes increased heat storage in the body [37]. One of the widely
used indices is wet bulb globe temperature (WBGT) in ◦C to assess heat stress. One can calculate the
WBGT of indoors from Formula 5.7.

WBGT = 0.7Tw + 0.3Tg (5.7)

where,

Tw =Ta arctan [0.151977(H + 8.313659)0.5]
+ arctan (Ta + H)− arctan (H− 1.676331)
+3.91838× 10−3H1.5 arctan (2.3101× 10−2H)− 4.686035

from [189] and Tg can be derived from

13.46V0.6Tg + 5.3865× 10−8(Tg + 273.15)4

=13.46V0.6Ta + 5.3865× 10−8(Tr + 273.15)4

from [107].
By substituting Tw and Tg into Formula 5.7, WBGT can be represented as a function of variables

Ta and Tr. Then WBGT = g(Ta,Tr).
The NIOSH [37] recommended heat stress alert limits for unacclimatized people, which this rec-

ommendation is the Recommended Alert Limit (RAL), and is derived from Formula 5.8. More specif-
ically, the combinations of environmental and metabolic heat should be smaller than the RALs.

RAL = 59.9− 14.1 log10 (58.15M) (5.8)

where RAL is the recommend WBGT in ◦C. Thus, one can calculate the boundaries of [HT, +∞)
under the condition when the WBGT values are smaller than RAL under specific conditions.

If Formula 5.1 is represented as T = h(Ta,Tr), we have WM = {max{h(Ta,Tr)}|g(Ta,Tr) <
RAL}. The reasons to take the maximum value of h(Ta,Tr) have twofold. First, WM satisfies
WBGT < RAL. Second, WM is the boundary between state Hot and Warm of the hybrid automa-
tion. If choose the minimum value of h(Ta,Tr), these exist values even greater than WM still do not
have a high possibility to cause heat illnesses.

Use Cold Stress Indices to Calculate (−∞,CD]

Cold stress is the climatic condition under which the body heat exchange is just equal to or too
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large for heat balance at the expense of significant and sometimes heat debt [1]. IREQ [1] is one of
the cold stress indices that represent the required clothing insulation for preserving body heat balance
at defined levels of physiological strain. It can be used to measure the cold stress with the effects of
air temperature, relative humidity, air velocity, and mean radiant temperature for defined levels of
metabolic rate. This index is to derive the required clothing insulation under a specific condition.

Formula 5.9 shows the way of calculating the IREQ. There is an increased risk of hypothermia if
inadequate insulation of clothing ensemble is provided that causes progressive exposure. If clothing
ensemble, i.e., IREQ is known, then the temperature boundary CD of (−∞,CD] can be calculated
when other environmental factors and personal factors are fixed.

IREQ = Tsk − Tcl
R + C

(5.9)

where R = fcl · hr · (Tcl − Tr) and C = fcl · hc · (Tcl − Ta).
After substitutingR andC into Formua 5.9, IREQ can be written as a function of variablesTa and

Tr, i.e., IREQ = p(Ta,Tr). I use the notation of T that was used in the previous subsection, i.e., T =
h(Ta,Tr). Thus,CD can be derived byCD = {min{h(Ta,Tr)}|IREQ = p(Ta,Tr)}. There are two
reasons for choosing the minimum value of h(Ta,Tr). First, CD has to satisfy IREQ = p(Ta,Tr).
Second,CD is the boundary of state Cool and Cold of the hybrid automation. If choose the maximum
value of h(Ta,Tr), there exist values even smaller than CD still do not have a high possibility to cause
illnesses relate to cold exposure.

Flow Conditions

With the expectation of detecting undesired duration, except the Neutral state, flow conditions
derive from to achieve the desired level less than a prescribed time that is smaller than the tolerance time
[1, 237]. This is due to the indoor temperature adjustment service need sufficient time to adjust the
indoor temperature to a safe level. The prescribed time can be calculated concerning working home
appliances and unwanted heat noises. The required indoor temperature changes monotonously and
should not cause thermal problems, as shown in Table 5.1. Thus, flow conditions in Formula 5.10 are
defined as proportional to the time.

Ṫi = flow() = ∂T/∂t = 2at (5.10)

where t means time and a represents the coefficient. Next, Let us discuss the way to determine a.
Assume requirement changes in indoor temperature follow Ti(t) = Tini + at2. It is required to

achieve the desired temperature level T′
i in tr time unit. Then we have Ti(t) = Tini + at2r = T′

i , and
after transformation we have tr =

√
|(T′

i − Tini)/a|. With considering working home appliance and heat
noises, the average time to increase or decrease 1◦C is assumed to be TPD time unit (TPD is short for
Time Per Degree). Therefore, we have tr = |T′

i − Tini| × TPD. Then we get tr =
√
|(T′

i − Tini)/a| =
|T′

i − Tini| × TPD. After transformation, we finally get a = ± 1/|T′

i − Tini| × TPD2.
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For a room,TPD is the time working home appliances to dissipate or introduce the amount of heat
to decrease or increase by 1◦C. We can derived it from Formula 5.11.

TPD = Qr

Qp − Qn
= ρvc

W× COP− ∂(Qwin + Qwall)/∂t
(5.11)

where the explanations of the parameters are as follows:

• Qr(J) is the sensible heat [190] that required to decrease or increase by 1◦C for a fully insulated
room, and Qr = ρvcΔT, where

– ρ: air density (kg/m3)
– v: air volume of a room (m3)
– c: specific heat capacity of air (J/(kg◦C))
– ΔT: temperature difference (◦C) and is 1 here

• Qp(J/s) means the heat producing rate of an appliance, e.g., an air-conditioning unit. We can
derive it from Qp = Wh × COP with

– COP represents the coefficient of performance. The COP of a home appliance is the
ratio of cooling or heating provided to work required [220]

– Wh(J/s) is the work consumed by a home appliance

• Qn(J/s) denotes the heat of noises that can be derived from the thermal model in [152]. For
example, by considering the heat noises from walls and a window, we getQn = ∂(Qwin + Qwall)/∂t,
where

– Qwin represents the heat exchange through window at time t and Qwin(t) = Cheat ·
Awin · Tdiff(t), where Cheat is the heat transmission coefficient, Awin means the area of
the window, andTdiff(t) means the temperature difference between outdoor and indoor
at time t.

– Qwall represents the heat exchange through walls and

Qwall = Awall · (
∑
j=0

YjTo(t− jδT)−
∑
j=0

ZjTi(t− jδT))

where Awall means the surface area of walls; Yj and Zj are response factors; To(t − jδT)
and Ti(t− jδT) are surface temperatures of the wall at time t− jδT; δT is time interval.

Thus, the flow condition shown in Formula 5.10 is transformed into Formula 5.12 (positive when
Tini < T′

i , negative otherwise).

Ṫi = ±2t
|T′

i − Tini| × ( ρvc
W×COP−∂(Qwin + Qwall)/∂t

)2 (5.12)
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For the detection of undesired fluctuation and constantly being cooler or warmer than expected at
the Neutral state, required changes in indoor temperature should be stable at the desired temperature
level. Thus, the flow condition for the Neutral state uses a negative exponential function. So,

Ṫi = ±2|Tini − T
′
i|t21 t−3

where t1 denotes the first non-zero time stamp to sample data, and positive when Tini > T′
i , negative

otherwise. It can be calculated to get Ṫi by Formulas 5.13 to 5.16. Formula 5.13 means temperature
change at the Neutral state; Formula 5.14 is for the calculation of the initial temperature based on
Formula 5.13; then one can get the coefficient c by transforming Formula 5.14 into Formula 5.15.
After substituting c into Formula 5.13 and derivative for time, we have Ṫi as shown in Formula 5.16.

Ti = c
t2

+ T
′
i (5.13)

c
t21

+ T
′
i = Tini (5.14)

c = (Tini − T
′
i)× t21 (5.15)

Ṫi = ∂Ti/∂t = ±2|Tini − T
′
i|t21 t−3 (5.16)

For demonstration, consider the case where temperature intervals illustrated in Table 5.5 are instan-
tiated by the first row of Table 5.7, then the second row when conditions changed after some time, e.g.,
the metabolic rate changed due to occupant’s activity, which results in thermal discomfort to the tem-
perature used to be comforting. They are used by invariant conditions of the hybrid automation. As
occupants in Cold and Hot states are easier to cause health problems than in Cool and Warm states, so
it requires that temperature changes are faster to reach a safe level in Cold and Hot states than in Cool
and Warm. Also by considering the discussion in this subsection, I choose |a| = 8 for states Hot and
Cold, and |a| = 4 for states Warm and Cool for demonstration. Then feed the initial temperature
of 0◦C to the hybrid automation. The output of the hybrid automation that represents the required
changes in indoor temperature and the corresponding states are illustrated in Figure 5.3.

Table 5.7: Examples of temperature intervals.

Cold Cool Neutral Warm Hot
(−∞, 10] [10, 20] [20, 30] [30, 40] [40, +∞]
(−∞, 0) [0, 10] [10, 20] [20, 30] [30, +∞]
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Figure 5.3: Requirement of temperature change and its corresponding states.

5.2.2 Conformance Problems

Given two output trajectories y1 (specification) and y2 (implementation) of two hybrid automata, the
(τ, ε)-closeness [10] defines the conformance of y1 and y2 in time and space domain. If, at any time in
the test duration, the value difference between y1 and y2 is smaller than ε, the time-lag is smaller than
τ. Then, it says y1 and y2 are (τ, ε)-closeness. Let us also discuss the conformance between temper-
ature data and its requirements in space and time domains. However, our discussion has two differ-
ences. First, I split the test duration into different intervals. Every conformance problem is discussed
in one of the time intervals. Second, all conformance problems are discussed in this section cannot
be directly solved by the (τ, ε)-closeness approach. The notations of τ and ε are used in this section
to compare with the (τ, ε)-closeness method. They will be revised when introducing the proposed
multiple-conformance approach.

Time Domain

(i) People can tolerate unpleasant thermal sensations for a limited time period [1, 237] (say t time
unit). Assume a variable d is to represent the duration when indoor temperature results in
unpleasant thermal sensations. Thus d satisfies d ≤ t. If d is assigned a value t0 as the re-
quirement, which represents the indoor temperature has to be adjusted to the preset level for
thermal comfort in at most t0 time unit. Then, let us define τ as t− t0. Generally, it is expected
that the smaller the value of d, the more favorite it will be to occupants. Therefore, it is possi-
ble that t0 − d ≥ τ, which is accepted by our conformance requirement but rejected by the
(τ, ε)-closeness approach.

• For temperature data and its requirements in Figure 5.4a, it is expected that the tem-
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Figure 5.4: Real data for demonstrating the problems.

perature to reach the desired temperature level (25◦C) in at most about 33 min (t0 =
33 min). Temperature data reached the desired level in 13 min (d = 13 min). If τ = 5,
we got t0 − d = 33− 13 = 20 > τ.

Space Domain

Assume temperature data and its requirements are represented by Trd and T, respectively. In our case,
problems in space domain are not just about the value difference between temperature data and its
requirements, but a tailored value difference and the temperature fluctuations. Problem (i) and (ii)
related to relaxing the lower and higher bounds of (τ, ε)-closeness metric. In (τ, ε)-closeness, the com-
bination of τ and ε creates an envelope for deviations from the specification that are still considered
acceptable. In this work, since reaching the desired temperature level from a hot or a cold condition as
fast as possible (even faster than prescribed by the specification) is good, implementation is still consid-
ered a valid one if the difference with respect to the specification is outside this envelope. Therefore,
the envelope becomes a lower or higher bound in these situations. Let us discuss conformance prob-
lems (i) and (ii) before the preset level is reached, and (iii) and (iv) after reaching the preset level.

(i) For heat exposures, the changes in indoor temperature are expected to achieve a preset level and
not raise to higher levels. Or, this may cause health problems without giving sufficient time to
adjust the indoor temperature to the preset level. Moreover, quickly reaching the preset level
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is favored. Thus, if ε is given appropriately, we could have T − Trd ≥ ε. This violates the
requirement of |T− Trd| ≤ ε in the (τ, ε)-closeness approach. But we accept this situation.

• Assume ε = 1.5◦C, let us check temperature data and its requirements at 12:30 in Figure
5.4b. We get T = 23.8◦C and Trd = 21◦C, then T− Trd = 23.8− 21 = 2.8 > ε.

(ii) For cold exposures, the changes in indoor temperature are desired to reach a preset level with-
out reaching to lower levels. Or, this may cause health problems as a result of cold exposure
without giving sufficient time for the indoor temperature to reach the preset level. Further-
more, quickly reach the preset temperature level is favored. Thus, if ε is appropriately given,
one can obtainTrd−T ≥ ε. We accept this situation but not for the (τ, ε)-closeness approach.

• In Figure 5.4c, let us check the temperature data at 12:30. We get T = 17.5◦C and
Trd = 22.5◦C. Assume ε = 2◦C, then Trd − T = 22.5− 17.5 = 5 > ε.

(iii) Let us discuss the unexpected temperature fluctuation problem after reaching the preset tem-
perature level. Temperature fluctuation affects thermal sensations if the amplitude of temper-
ature fluctuation is greater than the Just-Noticeable Difference [29, 115] value. This cannot be
reflected by the (τ, ε)-closeness approach.

• The amplitude of temperature fluctuation, as illustrated in Figure 5.4d, should not ex-
ceed the requirement. We reject this situation in our conformance requirements. It is
thus required to consider this situation in our case.

(iv) The last conformance problem we consider is the value difference in temperature variation.
It will result in constantly warmer or cooler than expected. For instance, in Figure 5.4a, af-
ter achieving the preset level, i.e., 25◦C, indoor temperature stabled at about 26.8◦C (1.8◦C
greater than the preset level), which results in constantly warmer than expected. Our proposal
to overcome this problem takes advantage of the value difference conformance of the (τ, ε)-
closeness approach with some extra constraints. The detail of the proposal refers to Section
5.2.3.

The multiple-conformance approach is proposed by considering the conformance problems dis-
cussed in this section.

5.2.3 Service Filure/Hazard Detection

Let us discuss the multiple-conformance between temperature data and its requirements. It includes
five conformance relations to guarantee a comprehensive detection of the problems, as shown in Table
5.1, for the states but not the initial state of the hybrid automation. The corresponding relations
between thermal problems, conformance definitions, conformance problems and states of the hybrid
automata are shown in Table 5.8. To use these conformance definitions, a mapping function from
discrete states to conformance definitions, i.e., each state is attached with one or more conformance
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rules, is provided. The detail will be discussed right after introducing the conformance definitions
in Section 5.2.3. The differences between our proposal and the (τ, ε)-closeness method are that I
substitute the (τ, ε)-closeness with multiple conformance relations that each of them is to detect the
thermal problem(s) at different time intervals of test duration.

Table 5.8: Corresponding relationships.

Conformance
Problem

Thermal
Problem

State of Hybrid
Automation

Conformance
Definition

Time Domain
Problem (i) Undesired duration Cold, Cool,

Hot, Warm
State Duration
Conformance

Space Domain
Problem (i) Unbearable hot Hot Upper Bound

Conformance
Space Domain
Problem (ii) Unbearable cold Cold Lower Bound

Conformance
Space Domain
Problem (iii) Undesired fluctuation Neutral Fluctuation

Conformance
Space Domain
Problem (iv)

Constantly cooler/warmer
than expectation Neutral Value Difference

Conformance

Preliminaries

In this section, let us introduce some concepts that relate to hybrid automata and temperature data.

Definition 14 (Hybrid Time Domain [10, 142]). A hybrid time domain E ⊂ R+ ×N is
defined as E =

∪J−1
j=0 [tj, tj+1]× {j}, where 0 = t0 ≤ t1 ≤ t2 ≤ · · · ≤ tJ. The set of all hybrid

time domains are denoted by T.

j represents discrete evolutions, i.e., jumps, and [tj, tj+1] represents continuous evolutions. Straight-
forwardly, the hybrid time domain is a split of the continuous-time domain into pieces. The time a
hybrid system run once is the test duration T ≤ tJ

Let us assume some notations. A set of real-valued variables Var. A valuation of Var is a function
Var 7→ R, which assigns a real number to each variable var ∈ Var. The set of all valuations of Var is
represented by Val(Var) [142].

Definition 15 (Trajectory [10, 142]). Take a hybrid time-domain E and a set of variables
Var. A trajectory over E is a function φ : E 7→ Val(Var), where for every j, t 7→ φ(t, j) is
absolutely continuous in t over the interval Ij = {t|(t, j) ∈ E}.

A trajectory is continuous valuations of a set of variables over the hybrid time domain.
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Definition 16 (A sequence of sampling time). A sequence of sampling time over a test
duration T is a sequence ST : st1 st2 · · · stN, where 0 = st1 < st2 < · · · < stN ≤ T ,
sti ∈ R+

0 , i ∈ [1,N]; two adjacent sampling time points are denoted as sti ∼ sti+1

A sequence of sampling time is a series of time points, at which temperature data are sampled.

Definition 17 (Sampled temperature data). The sampled temperature data is a function
Trd : ST 7→ R

Definition 18 (Temperature level achievement). Given a trajectory φ, t′ > 0, real data
Trd(t

′) and β > 0, a function ψ : R+
0 7→ φ represents a required indoor temperature

change. Trd(t
′)∼=(β)ψ hold if one of the following hold

1. |Trd(t
′)− ψ| ≤ β

2. Trd(t
′) > ψ ∧ ∃tm ∈ ST, tm ∼ t′ ,Trd(tm) < ψ

3. Trd(t
′) < ψ ∧ ∃tm ∈ ST, tm ∼ t′ ,Trd(tm) > ψ

This definition indicates at what conditions real data reached a prescribed temperature level. β rep-
resents a small number that indicates the difference between temperature data and its requirement
is acceptably small at a certain sampling point. Predicate 1 represents two cases. First, the value of
sampled point equals to the desired level, i.e., Trd(t

′) = ψ(t′). Second, the sampled points are not at
the desired level. However, there exists a sampled point t′ at the first point in the sampling sequence
whose value is acceptably close to the desired level. In this situation, we say the desired level is reached
at t′ , i.e., |Trd(t

′)− ψ| ≤ β. Predicate 2 means that a sampled point exceeded the desired level, while
its adjacent following sampled point is bellow than the desired level. The desired level is reached some-
where in between these two sampled points. Predicate 3 means a reverse case to that represented by the
predicate 2. If comparing β in Predicate 2 and 3 with ε in the (τ, ε)-closeness approach in the situation
that two sampled points is beyond the envelope that created by τ and ε. There must an intersection
with the required level by connecting the two sampled points. Therefore, the desired level has achieved
by using β and not achieved by using ε.

Conformance Definitions

Let us formally discuss the conformance relations of the proposal in this section.

State Duration Conformance

It takes time to reach a preset temperature level by the indoor temperature adjustment service, which
should not greater than the tolerance time. Thus, it is expected that the time to reach the desired
temperature level should not greater than the prescribed time.

The time indoor temperature in Hot, Warm, Cold and Cool states is expected to last no more
than the requirement plus τ0 time unit. τ0 substitutes τ of time domain problem (i) of Section 5.2.2.
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Different states have different values of τ0. τ0 = t − t0, where t and t0 are the same as in the time
domain problem (i) of Section 5.2.2.

Let us first define the state duration of a state of hybrid automata. It is the time the state lasted.

Definition 19 (State Duration). State duration is a function Δ : E 7→ R+. Δ(t, j) =
tj+1 − tj, where tj = min{t|(t, n) ∈ E ∧ n = j}, tj+1 = max{t|(t, n) ∈ E ∧ n = j}

j means the jth jump to the current state in a run. It transited to the current state at tj and leave it
at tj+1.

Definition 20 (State Duration Conformance). Given i ≥ 0, a trajectory φ(t, i), t ∈
[ti, ti+1], ei ∈ E, a function ψ : R+

0 7→ φ, real data Trd(t), t ∈ [0, T ], β > 0 and τ0 > 0. Trd
is said to be state-duration conform with φ, if ∃ta, tb, 0 ≤ ta < tb ≤ T ∧ Trd(ta)∼=(β)ψ(ti)∧
Trd(tb)∼=(β)ψ(ti+1) ∧ (tb − ta)− Δ(ei) < τ0. It is denoted by SD(i, β, τ0).

i means the ith jump to a state (e.g., Cold or Cool or Warm or Hot) in a run. The trajectory φ(t, i)
represents the required changes in indoor temperature. ψ is a function that maps from non-negative
real number to φ. It first calculated the time to reach the desired temperature level. It started at when
entering the state through jump i, which satisfies Trd(ta)∼=(β)ψ(ti). It ended at the time to reach the
desired level, which Trd(tb)∼=(β)ψ(ti+1) hold. τ0 is the permitted error that a state can last at most τ0
greater than it requirement.

It is known that τ0 can be calculated through the tolerance time and its requirement. The tolerance
time can be calculated from [1, 237]. The required time is derived by multiplying the temperature
difference between the initial temperature and the desired level with the average time to decrease or
increase by 1◦C, i.e., the value of TPD. Then we have τ0 = Tol− |T′

i − Tini| × TPD.
For the example in the time domain problem (i) of Section 5.2.2, it is assumed that TPD = 2

and Tol = 14.2, then we get τ0 = 14.2 − (25 − 20.4) × 2 = 5. φ(t, i) is the requirement with
t ∈ [11 : 12, 11 : 45] (Δ = 33). Temperature data Trd(t), t ∈ [11 : 12, 11 : 25] (Trd(11 : 12) = ψ(11 :
12) = 20.4◦C, andTrd(11 : 25) = ψ(11 : 45) = 25◦C), so, tb− ta = 11 : 25− 11 : 12 = 13. Finally,
we have (tb − ta)− Δ = 13− 33 = −20 < τ0 = 5. By using our proposed approach, temperature
data conform to the requirement when t ∈ [11 : 12, 11 : 45].

Lower Bound Conformance

Cold exposure as a result of low temperature may cause health problems. So, people expect indoor
temperature not to be unacceptably low, and it should approach higher levels of temperature.

Indoor temperature in the Cold state is expected to be ε lower than the requirement with respect to
the value domain problem (ii) of section 5.2.2. I substitute ε with ε in the value domain problem (ii)
of Section 5.2.2 for differentiation. ε is the lower bound permitted error for changes in temperature
in the Cold state.

Definition 21 (Lower Bound Conformance). Given i ≥ 0, a trajectory φ(t, i), t ∈
[ti, ti+1], real data Trd, t ∈ [0, T ] and ε > 0. Trd is said to be lower bound conformance
with φ, if φ(t, i)− Trd(t) < ε hold. It is denoted by LB(ε, i)
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i means the ith jump to a state (e.g., Cold) in a run. The trajectory φ(t, i) means the required
changes in indoor temperature. φ(t, i)− Trd(t) < ε guarantees that indoor temperature is at most ε
lower than its requirement.

ε can be calculated by Formula 5.17. Tic denotes the lower limit of indoor temperature, which is
derived from cold stress indices. Tsl represents the annual statistic’s lowest indoor temperature. Tsl ≤
Tic means the working home appliances have an inefficient capability, which should not be taken as
the requirement.

ε = Tsl − Tic,Tsl > Tic (5.17)

Let us consider the value domain problem (ii) of Section 5.2.2. Assume ε = 2, then φ(12 :
30, i) − Trd(12 : 30) = 17.5 − 22.5 = −5 < ε. It is accepted by using the proposed lower
bound conformance.

Upper Bound Conformance

Heat exposure because of hot weather may cause health problems. The high indoor temperature
should approach lower levels without abruptly increase to higher levels than expected.

Indoor temperature in the Hot state should be no more than ε greater than its requirement for
the value domain problem (i) of Section 5.2.2. ε substitutes ε in the value domain problem (i) of
Section 5.2.2 for differentiation. ε is taken as the upper bound permitted error for changes in indoor
temperature in the Hot state.

Definition 22 (Upper Bound Conformance). Given i ≥ 0, a trajectory φ(t, i), t ∈
[ti, ti+1], real data Trd, t ∈ [0, T ] and ε > 0. Trd is said to be upper bound conformance
with φ, if Trd(t)− φ(t, i) < ε hold. It is denoted by UB(ε, i)

imeans the ith discrete transition to a state (e.g., Hot) in a run. The trajectoryφ(t, i) represents the
required changes in indoor temperature. Trd(t)−φ(t, i) < ε guarantees that the indoor temperature
is at most ε greater than the requirement.

Similar to ε, ε can be calculated by Formula 5.18.

ε = Tih − Tsh,Tih > Tsh (5.18)

Tih means the upper limit of indoor temperature. It can be derived from heat stress indices. Tsh rep-
resents the highest annual statistic indoor temperature. Tih ≤ Tsh means home appliances have an
inefficient capability, which cannot be taken as the requirement.

Assume ε = 1.5, let us check the example in value domain problem (i) of Section 5.2.2. We have
Trd(12 : 30)− φ(12 : 30, i) = 21− 23.8 = −2.8 < ε. Thus, temperature data are accepted by the
upper bound conformance.
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Fluctuation Conformance

The amplitude of temperature fluctuation is greater than the value of JND [29, 115], which will result
in thermal discomfort. Thus, it is required the amplitude should be a constraint.

The fluctuation conformance prescribes the amplitude of temperature fluctuation in the Neutral
state less than α plus the requirement in considering the value domain problem (iii) of Section 5.2.2.
α denotes the permitted error for temperature fluctuation to exceed the requirement. The amplitude
is the maximum difference between a series of sampled temperature data and their average.

Definition 23 (Amplitude of Fluctuation). Given a function f(x), x ∈ [0, n], n ∈ N.

The amplitude of f(x) is Amp(f(x)) =
{
max(|f(x)− 1

n
∫ n

0 f(x)dx|)
max(|f(x)− 1

n
∑n

0 f(x)|)

f(x) is a piecewise function. It considers situations when f(x) is a continuous or discrete function.

Definition 24 (Fluctuation Conformance). Given i ≥ 0, a trajectory φ(t, i), t ∈ [ti, ti+1],
real data Trd(t), t ∈ [0, T ] and α ≥ 0. Trd is said to be fluctuation conformance with φ,
if |Amp(Trd(t)− Amp(φ(t, i))| < α hold. It is denoted by FC(i, α).

imeans the ith discrete transition to a state (e.g., Neutral) in a run. The trajectoryφ(t, i) represents
the required changes in indoor temperature. α denotes the difference between the JND value and the
required amplitude of temperature fluctuation. The JND [29] is about human reactions to physical
stimuli. Assume S is the magnitude of a measurable stimulus, and ΔS is the discrepancy required for
discrimination, then c = ΔS

S is a constant, where ΔS is the JND. The JND value for (23 − 27◦C) is
about [0.09, 0.80]◦C for warm or cool sensation [115].

Consider the example of value domain problem (iii) of Section 5.2.2, assume α = 0.5 we get

Amp(Trd)− Amp(φ) = 2.8− 0.1 = 2.7 > α = 0.5.

This means that temperature data are not conformed to its requirement. So, one can detect unaccept-
able fluctuation.

Value Difference Conformance

To solve the value domain problem (iv) of Section 5.2.2, there are two differences of our proposal with
the value difference of the (τ, ε)-closeness approach. First, the pass of the fluctuation conformance
is the premise to check the problem of value difference. Second, let us discuss the value difference
conformance at the Neutral state.

The value differences between temperature data and the preset level exceeded the JND value will
cause different thermal sensation than expected. Informally, the value difference conformance is the
maximum departure of indoor temperature from the preset level should not be ε greater or smaller
than the requirement.
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Definition 25 (Value Difference Conformance). Given i ≥ 0, a trajectory φ(t, i), t ∈
[ti, ti+1], real data Trd(t), t ∈ [0, T ] and α ≥ 0 and ε ≥ 0. Trd is said to be the value
difference conformance with φ, if FC(i, α) ∧ |Trd(t) − φ(t, i)| ≤ ε hold. It is denoted by
VD(i, α, ε).

i means the ith discrete transition to a state (e.g., Neutral) in a run. The trajectory φ denotes the
required changes in indoor temperature. ε represents the permitted error of temperature deviation at
the Neutral state, It can be derived from [NL,NH] and α with considering the following cases. The
reason is that to achieve thermal comfort, T′

i + α ≤ NH and T′
i − α ≥ NL have to be satisfied.

• When the initial temperature is bellow the desired temperature level.

– If desired level plus α is smaller than TCh, ε = α.

– if desired level plus α is greater than TCh, ε = TCh − T′
i .

• When the initial temperature is above the desired level.

– if desired level minus α is greater than TCl, ε = α.

– if desired level minus α is smaller than TCl, ε = T′
i − TCl.

Use of the Conformance Definitions

If any of the conformance relations discussed is rejected, which means the corresponding thermal
problem, as shown in Table 5.1 has occurred. For a run of hybrid automata, temperature data are
accepted if all the conformance relations that assigned to the states of the run are all accepted.

Therefore, let us first assign conformance relations to the corresponding states of hybrid automa-
tion.

Definition 26 (Conformance Assignment). Given a set of states v = {v1, · · · vn} of a
hybrid automation and a set of conformance definitions c = {c1, · · · c5}. Conformance
assignment is a function C : v→ 2c, where 2c is the power set of c

E.g. C(vi) = {cp, · · · cq}.
Next, let us evaluate if temperature data corresponding to the state of hybrid automata is accepted

or not with respect to the assigned conformance relation(s).
Before that, let us introduce the formal definition of solution pair [21]. A hybrid automation HA

is denoted by HA = (Loc,X, (l0, v0),→, inv, flow), where Loc denotes the finite set of locations; X is
the set of continuous variables; l0 and x0 represent the initial location and valuation of X respectively;
→means a set of jumps; inv denotes invariation conditions; flow represents the flow conditions. As-
sume g is the guard function, and r is the reset function.

Definition 27 (Solution [21]). A solution to a hybrid automation HA is a function
s : E 7→ Loc× Val(V), where

116



• s(0, 0) = (l0, x0);

• for each (t, j) ∈ dom(s): x satisfies inv(l) and flow(l), where (l, x) = s(t, j) is the pair
of location and valuation at time (t,j);

• for each (tj, j) ∈ dom(s) with j > 0; there exists l
g,r−→ l′ such that x satisfies g

and (x, x′) satisfies r, where (l, x) = s(tj, j− 1) and (l′ , x′) = s(tj, j) are the pairs of
location and valuation at times (tj, j− 1) and (tj, j), respectively.

Definition 28 (Trajectory Restriction [21]). The restriction of a trajectory φ : E →
Val(X) to X′ ⊂ X is a trajectory E→ Val(X′), denotes by φ ↓ X′, for which φ ↓ X′(t, j) =
φ(t, j) ↓ X′, ∀(t, j) ∈ dom(φ).

Definition 29 (Solution Pair [21]). Let u and y be two trajectories of types E→ Val(XI)
and E→ Val(XO), respectively; (u, y) is a solution pair to a hybrid automation HA if

• dom(u)=dom(y);

• there exists a trajectory φ for HA such that dom(φ) = dom(u), u = φ ↓ XI and
y = φ ↓ XO.

Definition 30 (Multiple Conformance Relation). Consider a trajectory y of a hybrid
automation HA, and a trajectory RD that mapping hybrid time domain to temperature
data Trd, i.e., φ : E 7→ Trd. Given a test duration T ∈ R+, a maximum number of jumps
J ∈ N, and β, τ0, ε, ε > 0, α, ε ≥ 0. Trd conforms to y iff:

• For all solution pairs (u,RD) of temperature data, there exists a solution pair (u,y)
of HA;

• For each piece of temperature data RD(t, j), there exists a state vj of HA such that
RD(t, j) conforms to y(t, j) w.r.t. C(vj) hold;

We denote it by Trd
...≈(β,τ0,ε,ε,α,ε)HA.

Definition 31 (State Conformance Evaluation). Given a state v of hybrid automata,
state conformance evaluation is a function Eva : C(v) 7→ {accept, reject}.

The State Conformance Evaluation is defined by Algorithm 2. With the same input for generating
the real data and the output of hybrid automation, it checks the conformance of real data with the out-
put of hybrid automation by considering the conformance rules. The accept means all conformance
rules attached to a state of hybrid automation are hold concerning the trajectory of the state and real
data, while reject means at least one of the conformance rules rejected.

Definition 32 (State Conformance). Given a state v of a hybrid automation. State
conformance SC(v) is defined as follows:
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Algorithm 2: State conformance evaluation: given a state of hybrid au-
tomation, its trajectory, and corresponding real data, it determines the
conformance rules it concerns will accept or reject the real data.
Input: A state v of a hybrid automation HA; its trajectory φ(t, i); real

data Trd(t) (t ∈ [ti, ti+1])
Output: accept or reject

1 p← φ(t, i) /* trajectory for the state of the hybrid automation
*/

2 q← φ : E 7→ Trd // trajectory for the real data
3 u← φ /* u represents input trajectory and

dom(u)=dom(x)=dom(y)[21] */
4 (u, p); // solution pair
5 (u, q); // solution pair
6 for each c ∈ C(v) do
7 if q conforms to p w.r.t. c hold then
8 continue;
9 else

10 return reject;
11 end
12 end
13 return accept;

• ∀c ∈ C(v),Eva(c) = accept.

The run conformance is defined based on the state conformance.

Definition 33 (Run Conformance). Given a run r : (v0, e0) → (v1, e1) → · · · → (vn, en)
of a hybrid automation, (vi, ei), i ∈ [0, n] belongs to the control graph. Run conformance
RC(r) is defined as follows

• For all vi in r, SC(vi) hold.

5.2.4 Experiment

The purposes of the experiment are twofold. The first is to verify the reasonableness of using the
hybrid-automata-modeled requirement and the multiple-conformance approach to check the indoor
temperature for comprehensively detecting thermal problems shown in Table 5.1. For comparison,
the (τ, ε)-closeness is also applied to check temperature data. The second is to evaluate the perfor-
mance of the multiple-conformance approach and the hybrid-automata-modeled requirement in de-
tecting thermal problems by comparing that with by using the (τ, ε)-closeness approach.
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Reasonableness Verification

I use Matlab to verify the reasonableness. The Matlab code includes four main parts, that is, read
temperature data, requirement generation, and conformance check by using the proposal and the
(τ, ε)-closeness. I collected temperature data from the western style room 1 of iHouse, as shown in
Figure 5.5. The iHouse is a testbed house for smart home services located at Ishikawa prefecture, Japan.
There is an app that is taken as the controller of home appliances, i.e., an air-conditioner, a window,
and a curtain. The control commands are issued remotely from our lab, as illustrated in Figure 5.5.
Temperature data are first stored locally, then acquired later from the lab. The requirement generation
is to generate output trajectories of hybrid automation. It fed the first sampled temperature data as
initial temperature to the hybrid automation. The conformance check by the proposal based on the
conformance relations is discussed in Section 5.2.3. And the conformance check by the (τ, ε)-closeness
is based on the introduction from [10, 142]. Matlab pseudo-codes are illustrated in Algorithms 3, 4,
and 5. For Algorithms 4, it works in the while loop while(state! = null), and the break statement is
omitted for each case statement.

Controller in the lab

The experiment
house — iHouse

Home Appliance
Control

Data
Acquisition

Figure 5.5: Temperature data collection.

Some of the results are illustrated in Figure 5.6. Every column of this figure includes the upper one
for the conformance check of temperature data, and the lower one the states of the requirement. For
demonstration, indoor temperature belongs to the intervals illustrated in Table 5.9 are invariant condi-
tions of hybrid automata. Every row is adopted by the hybrid automation to produce the requirement
in the corresponding column of Figure 5.6. For example, hybrid automation uses the second row to
produce the requirement used in Figure 5.6b. The conformance check by the proposal shares the same
set of parameter values, as shown in the Conformance Parameters row of Table 5.9. Text messages in
Figures5.6a, 5.6b, and 5.6c are printed by the conformance check of the proposal. The parameter val-
ues of the (τ, ε)-closeness satisfy τ = 10min and ε = 2◦C. Temperature data that are depicted by
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Algorithm 3: Check the conformance of temperature data with its re-
quirements by using the proposal and the (τ, ε)-closeness.

1 rdata ← load(realData,startTime,endTime)
2 time ← extractTime(rdata)
3 temp ← extractTemp(rdata)
4 require ← init(temp(1))
5 state ← discreteState(temp)
6 for i=1 to length(state) do
7 if state(i) == Cold then
8 require.append(flow(Cold))
9 else if state(i) == Cool then

10 require.append(flow(Cool))
11 else if state(i) == Neutral then
12 require.append(flow(Neutral))
13 else if state(i) == Warm then
14 require.append(flow(Warm))
15 else if state(i) == Hot then
16 require.append(flow(Hot))
17 end
18 end
19 To be continued in Algorithm 4 ...

red circles in Figures 5.6a, 5.6b, and 5.6c means the rejection of value difference of the (τ, ε)-closeness.
Let us discuss the time lag problem in the next paragraph.

The conformance check rejected the Value Difference Conformance at the Neutral state, as shown
in Figure 5.6a. This implies our proposal has detected the constantly warmer than expected. The
(τ, ε)-closeness rejected temperature data correspond to the Cool state, which was accepted by our
proposal. The check rejected the Fluctuation Conformance at the Neutral state, as illustrated in Fig-
ure 5.6b. This indicates the detection of the undesired fluctuation by the proposal. However, one
cannot identify the fluctuation problem from that some data were rejected by the (τ, ε)-closeness.
Moreover, the time lag between temperature data and its requirement is about 17 min. The (τ, ε)-
closeness rejected this situation, but not for our proposal. This is because based on the proposed State
Duration Conformance, the time lag is −17, and −17 < 15. There are multiple rejections, as illus-
trated in Figure 5.6c. Both the Upper Bound Conformance that detects the unbearable hot, and the
State Duration Conformance that detects the undesired duration at the Hot state were rejected. The
State Duration Conformance that detects the undesired duration at the Warm state was rejected. The
Value Difference Conformance was not checked due to the Fluctuation Conformance has rejected at
the Neutral state. Some data were rejected by the (τ, ε)-closeness, but one cannot tell what problems
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Algorithm 4: continues Algorithm 3, and is continued in 5.
1 switch state do
2 case Cold do
3 if SD(i, β, τ0) == reject then
4 text(”(×)state duration(Cold)”)
5 end
6 if LB(ε, i) == reject then
7 text(”(×)lower bound(Cold)”
8 end
9 case Cool do

10 if SD(i, β, τ0) == reject then
11 text(”(×)state duration(Cool)”)
12 end
13 case Neutral do
14 if FC(i, α) == reject then
15 text(”(×)fluctuation conformance”)
16 else if VD(i, α, ε) == reject then
17 text(”(×)value difference conformance”)
18 end
19 case Warm do
20 if SD(i, β, τ0) == reject then
21 text(”(×)state duration(Warm)”)
22 end
23 case Hot do
24 if SD(i, β, τ0) == reject then
25 text(”(×)state duration(Hot)”)
26 end
27 if UB(ε, i) == reject then
28 text(”(×)upper bound(Hot)”)
29 end
30 end
31 otherwise do
32 error : not a state
33 end
34 end
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Algorithm 5: continues Algorithm 3 and 4.
1 if τε_closeness(time, temp, require) == reject then
2 plot(rejected data as red circles)
3 end

Table 5.9: Temperature intervals of invariant conditions and conformance parameters.

Cold Cool Neutral Warm Hot

Intervals
(−∞, 5] [5, 21] [21, 26] [26, 32] [32, +∞)
(−∞, 10] [10, 24] [24, 27] [27, 32] [32, +∞)
(−∞, 6] [6, 16] [16, 20] [20, 23] [23, +∞)

Conformance
Parameters

τ0 = 10min
ε = 0.2◦C τ0 = 15min α = 2◦C

ε = 2◦C τ0 = 15min τ0 = 10min
ε = 0.2◦C
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Figure 5.6: Results of the conformance check.

are there.
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Performance Evaluation

This section introduces the evaluation of the performance of the proposed multiple-conformance ap-
proach and the hybrid-automata-modeled requirement in detecting thermal problems by comparing
with the (τ, ε)-closeness approach. As detected results may be incorrect, e.g., the occurrence of a ther-
mal problem is regarded as not occurring, or vice versa or a thermal problem is concluded as another
one. The evaluation is based on the confusion matrix.

A confusion matrix is a table to describe the performance of a classifier on a set of test data for
which the true values are known. The table looks like the one shown in Table 5.10. The columns
denote the predicted class, and the rows represent the true class. In Table 5.10, there are two classes,
i.e., Yes and No. Each cell shows the number of corresponding results. For example, if TN = 2 which
means two samples are correctly classified into the No class, and if FP = 3 that denotes three samples
are incorrectly classified into the Yes class.

Table 5.10: Confusionmatrix.

Predicted Class
No Yes

True Class No TN (True Negative) FP (False Positive)
Yes FN (False Negative) TP (True Positive)

There are some terminologies, as shown in Table 5.11, that is calculated based on the confusion
matrix to evaluate the performance of a classifier. The confusion matrix and its related terms can be
automatically generated by the Matlab function confusionchart. The layout of the output graph is
shown in Figure 5.7. The yellow part represents the percentages of correctly and incorrectly classified
observations for each true class and predicted class. They correspond to the the terms in Table 5.11.

No

Yes

No Yes

T
ru

e
 C
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s
s

Predicted Class

TN FP

TPFN Recall

Precision

TNR FPR

FNR

NPV

FOR FDR

Figure 5.7: Layout of the output graph generated by theMatlab function confusionchart.

To adopt the confusion matrix, it is required to prepare a set of sample data for a specific thermal
problem. Whether the sample data can cause a thermal problem or not is known, that is the true class.
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Table 5.11: Terminologies related to confusionmatrix.

Term Formula
True Positive Rate (TPR) or Recall Recall = TP

TP+FN
True Negative Rate (TNR) TNR = TN

TN+FP
Positive Predictive Value (PPV) or Precision Precision = TP

TP+FP
Negative Predictive Value (NPV) NPV = TN

TN+FN
False Negative Rate (FNR) FNR = FN

FN+TP
False Positive Rate (FPR) FPR = FP

FP+TN
False Discovery Rate (FDR) FDR = FP

FP+TP
False Omission Rate (FOR) FOR = FN

FN+TN
Accuracy Accuracy = TP+TN

TP+TN+FP+FN
F Score or F Measure is the harmonic mean
of precision and sensitivity F = 2×Recall×Precision

Recall+Precision = 2×TP
2×TP+FP+FN

Then, let us check the set of sample data by using the proposal and the (τ, ε)-closeness approach to
detect the thermal problems, respectively. When adopting the (τ, ε)-closeness approach, it focuses on
each state of hybrid automata for the checking. The detected results are the predicted class. Finally,
let us feed the true class and predicted class to the Matlab function confusionchart to construct the
confusion matrix and to calculate its related terms.

As discussed in Section 5.2.1, there are different thermal problems considered in different situations.
They are numbered in Table 5.12 for better reference. Each of the thermal problems corresponds to
one type of raw data that is shown in Figure 5.8. For example, thermal problem 1 corresponds to
the data type 1. It is necessary to point out that data 1⃝ and 2⃝ in Figure 5.8 will not cause thermal
problems. However, they are taken as problems by the (τ, ε)-closeness approach.

Table 5.12: Thermal problemswith numbering.

No. Thermal Problem
1 Unbearable hot (Hot)
2 Undesired duration (Hot)
3 Undesired duration (Warm)
4 Undesired fluctuation (Neutral)
5 Constantly cooler/warmer than expectation (Neutral)
6 Undesired duration (Cool)
7 Undesired duration (Cold)
8 Unbearable cold (Cold)
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Figure 5.8: A classification of data type.

The classified data types are shown in Figure 5.8 are considered in the problem domain, i.e., tem-
perature changes affect thermal sensations. It is assumed that each type of data is either trustable or
processed by technologies related to sensor data error detection and prediction [72, 225] (These tech-
niques are irrelevant to the work of this research). This is because the data may be corrupted or lost
due to errors in sensors, data transmission, storage, and process.

There are two data sources. One is acquired from the iHouse that was introduced in the last subsec-
tion. The system to acquire real data from the iHouse was implemented by other technicians. Temper-
ature data acquired by using the system is assumed to be trustable. Under weather conditions during
a limited period, the acquired data cannot cover all concerned thermal problems. Therefore, some
other data are made based on the facts discussed in Section 5.2.3. For example, a thermal problem
occurred when the amplitude of temperature exceeded a given JND value. The data are made based
on four Matlab functions that the author wrote, i.e., increase(), decrease(), stable(), and fluctuation().
Figure 5.9 shows the output data to illustrate how these functions work. The data between [0, 195]
were generated by the function decrease(); the data between [195, 468] were generated by the func-
tion increase(); the data between [468, 1453] were generated by the function stable(); and the rest
were generated by the function fluctuation().

The resulting confusion matrix tables that produced by the Matlab function confusionchart for the
thermal problems in Table 5.12 are shown in the Figures 5.10, 5.11, 5.12, 5.13, 5.14, 5.15, 5.16, and
5.17. There are two classes in the confusion matrix tables, i.e., Yes and No. Yes denotes there exist the
corresponding thermal problem. No means there does not exist the corresponding thermal problem.
There is another class denoted as Irrelevance, which means the detecting result is irrelevant to the Yes
andNo. In other words, the related approach cannot be used for detecting the corresponding thermal
problem.

The two confusion matrix terms, i.e., accuracy and F-Measure, are not produced by the Matlab
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Figure 5.9: Example output of faked data.
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Figure 5.10: Confusionmatrix based on the detection of thermal problem 1.

function confusionchart. Their results are calculated based on the formulas introduced in Table 5.11
and the resulting confusion matrix tables shown in Table 5.13.

5.2.5 Discussion

Required changes in indoor temperature in Figure 5.6a, 5.6b, and 5.6c are produced based on the
scenario similar to that generated the requirement in Figure 5.3. It is expected the indoor tempera-
ture to be adjusted to the desired level, e.g. 20◦C in Figure 5.6a should less than the tolerable time.
Then, it stabilizes at the desired level. Moreover, it should not result in the undesired fluctuation or
constantly cooler/warmer than expected after reaching the desired level. If initially in the hot weather,
e.g. Figure 5.6c, it requires to reach the desired level within the tolerable time, also will not cause the
unbearable hot. Required changes in indoor temperature, as shown in Figures 5.6a, 5.6b, and 5.6c,
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Figure 5.11: Confusionmatrix based on the detection of thermal problem 2.
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Figure 5.12: Confusionmatrix based on the detection of thermal problem 3.
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Figure 5.13: Confusionmatrix based on the detection of thermal problem 4.
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Figure 5.14: Confusionmatrix based on the detection of thermal problem 5.
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Figure 5.15: Confusionmatrix based on the detection of thermal problem 6.
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Figure 5.16: Confusionmatrix based on the detection of thermal problem 7.
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Figure 5.17: Confusionmatrix based on the detection of thermal problem 8.

Table 5.13: The calculation of accuracy and F-Measure based on the confusionmatrix tables.

Thermal Problem Detection
by Using the Proposal

Thermal Problem Detection
by Using the (τ, ε)-closeness

No. of
Thermal
Problem

Accuracy F-Measure Accuracy F-Measure

1 1 1 47/48 55/57
2 1 1 0 0
3 1 1 0 0
4 1 1 0 0
5 1 1 1 1
6 1 1 0 0
7 1 1 0 0
8 1 1 173/192 64/83

meet the requirement of these facts. These validate the modeling of the required changes in indoor
temperature.

The modeling of required changes in indoor temperature by hybrid automata theoretically vali-
dates the proposal, which is equivalent to employing human feelings. The temperature intervals of
invariant conditions of hybrid automata were calculated from the PMV-PPD index, heat indices, and
cold indices that are proven techniques to evaluate various thermal sensations. The required changes
in temperature for every time interval is calculated from heat exchange between outdoor and indoor.
The discussed thermal problems are based on the facts about, for instance, the Just-Noticeable Differ-
ence [115], the tolerance time [1, 237], etc.

Hybrid automata can be used to represent the required changes in indoor temperature. Various
thermal sensations correspond to the states of hybrid automata. For instance, the Cold state is shown
in Table 5.9 corresponds to the invariant conditionTi ∈ (−∞, 5], which related to the cold sensation.
Carefully design of the flow condition of a state (in Section 5.2.1) can avert the discussed thermal
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problems. For example, the time the change in indoor temperature at the Cold state should reach the
Cool state less than the tolerance time so that undesired duration will not occur.

I adopted hybrid automata to model the required changes in indoor temperature. This guarantees
the detection at various time intervals of test duration. The time partition is realized through discrete
transitions between states. For example, the test duration was split by the jump from Cool to Neu-
tral in Figure 5.6b (i.e., 14:42-15:06 and 15:06-23:10); the test duration was split by jumps from Hot
to Warm, then to Neutral in Figure 5.6c (i.e., 11:02-11:16, 11:16-11:38, and 11:38-20:08). There-
fore, concerned thermal problems are possible to be detected at different intervals of test duration.
However, the (τ, ε)-closeness approach checks the conformance on the test duration. This restricted
detection at different time intervals.

Our proposal can comprehensively detect the thermal problems that range from uncomfortable to
serious, as shown in Table 5.1, at different intervals of test duration. For instance, in Figure5.6c, un-
bearable hot and undesired duration was detected at the Hot state, undesired duration was detected
at the Warm state, and undesired fluctuation was detected at the Neutral state. The problem of con-
stantly warmer than the expected level at the Neutral state is shown in Figure 5.6a. Figure 5.6b shows
the undesired fluctuation at the Neutral state. The problems are shown in Table 5.1 but not illustrated
in Figure 5.6 can also be detected by using our proposal. The (τ, ε)-closeness method is only able to
detect the problem of whether an excess of an allowable error could happen in the time and space do-
main. For example, in Figure 5.6b, one cannot figure out the thermal problems by just showing that
unacceptable temperature in comparison with the requirement, and the time lag is about 17min has
occurred.

For the reasons for the concerned thermal problems, I summarize them as unexpected heat ex-
change between outdoor and indoor, or other indoor heat sources. Intuitively, these are heat noises
to changes in indoor temperature. For instance, the reason to constantly warmer than the expecta-
tion that shown in Figure 5.6a could be excessive heat accumulation due to the air-conditioner keep
heating the well-insulated room. The reason for the undesired fluctuation that showed in Figure 5.6b
could be the usage of the energy-saving mode of the air-conditioner in the not well-insulated room.
By working at this working mode, the air-conditioner heats intermittently. The reason for the unbear-
able hot, as shown in Figure 5.6c, could be the usage of the heating mode of the air-conditioner for
the well-insulated room in hot weather. To summary, I classify the causes into two types, i.e., ambient
noise and performer noise. The former means insulation of a room while home appliances are work-
ing properly, which results in unexpected dissipation or the introduction of heat outdoor. The latter
refers to improperly working of home appliances (intentionally or unintentionally), which introduces
or dissipates excess heat than expected for the well-insulated room.

Hybrid automata are flexible and intuitive to model the required changes in indoor temperature.
States of hybrid automata can represent various thermal sensations concerning different indoor tem-
perature intervals. Moreover, by devising the corresponding conformance relations used in every state
to detect the concerned thermal problems. The hybrid-automata-modeled requirements together
with the multiple-conformance approach can be used to validate the indoor temperature adjustment
service. Multiple specifications of home appliances could make it difficult to validate if operations
of home appliances comply with their specifications dynamically. This is due to that the selection of
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home appliances to work depends on the dynamic weather conditions. So, it is possible to adopt the
proposal to see if the indoor temperature adjust service is appropriate or not, while do not care which
home appliances are selected to work. One disadvantage if the monitor dynamically observes changes
in indoor temperature could be that there may exist a time lag between the time a problem occurs and
the time the problem is detected. For example, to detected the unexpected temperature fluctuation,
the monitor may take time to detect it.

One can easily expand and tailor the multiple-conformance approach. For instance, one could add
new conformance rules if other temperature anomalies arise. Furthermore, one can also adopt hybrid
automata to model other expected phenomena which have discrete and continuous characteristics.
For example, the change in humidity. Then, different conformance rules can be devised and used at
different states of hybrid automata to detect concerned problems. one could also expand to use our
proposal at other indoor places, e.g., an office, or maybe outdoors that have similar considerations.

The proposed multiple-conformance approach and the hybrid-automata-modeled requirement
have better performance in detecting the thermal problems by comparing with the conventional (τ, ε)-
closeness approach. The proposal got all 1s in accuracy and F-Measure (Table 5.13) due to it focuses
only on the problem domain, i.e., changes in temperature cause thermal problems. Both the pro-
posed and conventional approaches can detect thermal problem 1. However, the proposed approach
has better performance due to the values of F-Measure and accuracy are all 1s, and 55/57 and 47/48
respectively for the conventional approach. This is because the conventional approach takes both the
data type 1 and 1⃝ as the thermal problem 1. However, data 1⃝ cannot cause thermal problem 1. That
is why there are 4 false-positive results as shown in Figure 5.10b.

The conventional approach cannot detect thermal problem 2, 3, 4, 6, and 7. According the confu-
sion matrix tables shown in Figures 5.11b, 5.12b, 5.13b, 5.15b, and 5.16b, all the results are concluded
as a different result (Irrelevance) rather than whether a thermal problem is happening or not. The rea-
son is that the (τ, ε)-closeness approach cannot be used in detecting the thermal problems.

Both the proposed and the conventional approach have a perfect performance in detecting thermal
problem 5. Because the values of F-Measure and accuracy are all 1s. But, the (τ, ε)-closeness can only
be used when the test duration is part or all of the lifetime of the Neutral state of hybrid automata.

Both the proposed and the conventional approach can detect thermal problem 8. However, the
proposed approach has better performance due to the values of F-Measure and accuracy are all 1s, and
64/83 and 173/192 respectively for the conventional approach. The reason is that the (τ, ε)-closeness
approach takes data type 8 and 2⃝ as the thermal problem 8. But data 2⃝ will not thermal problem 8.
That’s why there are 19 false-positive results as shown in Figure 5.17b.

5.3 Conclusion

In this chapter, I proposed to comprehensively detect thermal problems by proposing the multiple-
conformance approach with hybrid-automata-modeled requirements. The modeling derived from
the example of indoor temperature adjustment service that is represented by automation. It enabled
the detection of thermal problems at different time intervals of test duration. The multiple-conformance
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approach extended the (τ, ε)-closeness approach [10], which guaranteed the detection of eight ther-
mal problems. It includes five conformance rules that enhanced its ability to detect thermal problems
that range from uncomfortable to serious.

I demonstrated the practical effectiveness of our proposal by checking temperature data to detect
thermal problems through an experiment. Experimental results prove that thermal problems can be
comprehensively detected at different time intervals of test duration. I also adopted the confusion
matrix and its related terms to demonstrate the performance of our proposal, in which the results
show a higher performance of the proposed method than the (τ, ε)-closeness approach.
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6
Safety Problem Prediction

This chapter discusses the prediction of safety problems. As an example, we introduce the detection of
heat shock during a bath in Japan. The number of bathroom death due to heat shock has been greater
than that in traffic accidents since 2011 in Japan. Countermeasures to heat shock are usually tips and
recommendations for people to follow, which may be inefficient for the elderly. It is reasonable to
devise a prediction system that can predict and react to heat shock. Conventionally, the prediction
of heat-related illnesses is based on thermal-regulation models, which are impractical if only some
evidence is observed. In this paper, I employ Bayesian networks to predict heat shock during a bath in
smart homes to conquer this problem. To this end, I proposed a procedure to construct the structure
of the Bayesian network, and the concept of degree of influence together with the probability scale
method to elicit conditional probabilities to construct the Bayesian network. We validate the network
by analyzing the sensitivity. Two study cases are conducted to verify the feasibility of the network. I
evaluate the advantage of the network in predicting heat shock based on partially observed evidence
by comparing it with the thermal-regulation approach.

I summary the contributions of this paper [233]:

• The structure of the prediction system in IoT-based smart homes is proposed.

• I constructed a BN model for predicting heat shock.

• I proposed a procedure to construct the DAG graph based on surveyed knowledge.

• I extended the probability scale method with the degree of influence to mimic experts’ behav-
iors in eliciting conditional probabilities.
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6.1 Introduction

According to the vital statistics of the Ministry of Health, Labour and Welfare of Japan∗, the number
of bathroom death due to heat shock has been greater than that of traffic accidents since 2011. Most
of the former are over 65 years old. To prevent heat shock casualty, several countermeasures were
concluded from field experiments, for example, set up appropriate bathroom temperature [105, 206],
avoid high bathwater temperature [210], thermal insulation of the bathroom [109], and warm up the
bathroom [104, 210]. These countermeasures are represented by tips and recommendations which
can easily be used to educate people. However, this may be inefficient for the elderly due to the degra-
dation of their physical and mental abilities.

To effectively and timely select appropriate countermeasures, a system that can predict heat shock is
necessary. This is enabled by the IoT (Internet of Things)-based smart home systems [22]. The core of
such a system is the prediction technology. Conventionally, the prediction of heat-related illnesses, e.g.,
heatstroke resorts to the modeling of thermal-regulation of the human body. The model presented
in [14] evaluates physiological parameters to predict vascular response in a hot environment. A new
active-system model was developed in [65] based on regression analysis of physiological responses of
unacclimatized subjects. Some other models predict in the temporal dimension, e.g., the system in
[224] predicted the thermal environment based on meteorological data, then predicted the heatstroke
by the core body temperature prediction system that takes the predicted thermal environment data as
inputs. However, the predictions require all input parameters of the model instantiated. Otherwise,
it cannot make the prediction.

In the case of predicting heat shock, it is required to know the prediction result before the bather im-
mersing in the bathtub, which means evidence relates to the bath are not observed. One advantage of
this is that the prediction system can have sufficient time to react to heat shock. To achieve this, I adopt
Bayesian networks (BNs) [32, 86, 162]. BNs are probabilistic graphical models that express causal re-
lationships of a set of variables, based on which and observed evidence to infer uncertain knowledge.
There are two reasons to adopt BNs. First, they provide a way of documenting knowledge, i.e., causal
relationships of variables and conditional probabilities in a given domain. This documentation ability
enables the representation of knowledge about the occurrence of heat shock. Second, BNs can readily
process incomplete data set [81]. The inference of BNs can be based on the observed evidence of par-
tial variables. This thus overcomes the problem the prediction based on thermal-regulation models
brought about.

Generally, there are three ways to construct a BN, that is, manual construction that depends on the
prior expert knowledge, automatic learning that learns from databases, and a hybrid approach that
combines the above two [88, 90]. Two constraints make the manual construction the only option for
the time being. First, A database with related parameters of the occurrence of heat shock is not avail-
able. Second, moral issues restrict us to collect heat shock data through field experiments. However,
here comes with another awkward situation, that is, none of us are experts in medicine. To conquer
this problem for building the BN for predicting heat shock, I surveyed 32 papers including journals,

∗https://www.mhlw.go.jp/english/
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conference papers, thesis, and interview articles. Moreover, tons of online materials that aimed to
educate people about heat shock are also consulted.

The BN encompasses the directed acyclic graph (DAG) and conditional probabilities. To devise
the BN for predicting heat shock, I proposed a procedure to construct the DAG graph and extended a
probability elicitation method. The former is based on the surveyed knowledge, which conventionally
depends on interviewing related experts [216]. The latter extends the probability scale method [172,
215] with the degree of influence to elicit conditional probabilities. The probability scale method
is a direct method that provides a verbal and/or numerical probability scale to experts for eliciting
probabilities. Since we are not experts in medicine, the concept of degree of influence is proposed to
mimic experts’ behavior in eliciting probabilities. The constructed BN was validated by sensitivity
analysis. Two experiment cases were conducted to verify the feasibility of the BN in predicting heat
shock. A comparison was made between the BN approach and the thermal-regulation approach to
demonstrate the advantage of the former in predicting heat shock based on partially observed evidence.
Moreover, the BN for predicting heat shock also supports the realization of the prediction system in
IoT-based smart homes.

The rest of this chapter is organized as follows. Section 6.2 introduces the prediction system in
IoT-based smart homes and the knowledge of heat shock during bath. I construct the BN and then
analyze the sensitivity in Section 6.3. Two cases are studied in Section 6.4 with discussions. I finally
conclude this paper in Section 6.5 and point out future work.

6.2 Preliminaries

Let us introduce the prediction system in IoT-based smart homes, the relationship of the BN model
with the prediction system, and knowledge about heat shock during bathing in this section.

6.2.1 Prediction System

The functionality of the prediction system based on Bayesian networks perform can be taken as a
service. The system may be built upon the system architecture shown in Figure 6.1 which I discussed
in detail in Chapter 4 [227]. The system can inform related parties in response to a predicted verdict,
I thus explicitly illustrate the corresponding architecture components connected by gray arrows.

I briefly introduce every architecture component as follows.

• Home: the living place that equipped with various sensors and actuators.

• Home Gateway: the gateway between the home network and the outside networks. It can
execute services, e.g., executable apps to collect data from sensors and issue commands to actu-
ators.

• Service Intermediary: it aggreates services from service providers and distributes them in re-
sponse to acquisitions from the home gateway.

• Service Provider: it publishes services.
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Figure 6.1: The system architecture that supports to build the prediction system.

• Home Users: inhabitants who carry portable terminal, e.g., smart phone that can receive noti-
fication.

• Facilities: in the case of heat shock prediction, it can be an emergency center, hospital, etc.,
which can deal with the heat shock event.

The prediction system gathers various sensor data taken as inputs to the BN to predict heat shock.
If the heat shock is likely to occur, the system issues a command to actuators or informs occupants to
avert it. System components are depicted in Figure 6.2.

HomeHome Gateway

Data 
Gathering

Data 
Preprocessing

Prediction

Decision 
Making

Actuating

Notification

BN

Figure 6.2: System components of the prediction system.

Each component has designated functions.
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• Data Gathering: It collects five types of data.

1. Physical data, e.g., room temperature and bathwater temperature;

2. Physiological data, e.g., blood pressure variation and heart rate;

3. Living habits data, e.g., bath frequency and favor of hot bathwater;

4. Meteorological data when taking a bath, e.g., season and time of day;

5. Installation data, e.g., window and heater.

• Data Preprocessing: It checks collected data based on rules to generate evidence. For example,
if the room temperature bellow 17 ◦C means cold (rule), then it checks if the room temperature
satisfies this rule to generate corresponding evidence, that is cold or not.

• Prediction: The constructed BN works here, which predict the likelihood of heat shock occur-
rence with evidence as input.

• Decision Making: It decides a response strategy to the predicted result. For example, it issues a
command to adjust bathwater temperature, or inform related parties, e.g., home users through
the Notification component.

• Actuating: It relates to actuating to change variables of the BN in the real environment so that
the probability of heat shock occurrence will decrease.

• Notification: It can inform or warn related parties, e.g., home users and hospitals, about the
predicted heat shock.

6.2.2 Heat Shock During Bath

Heat shock is a heat-related illness that resulted from a sudden extreme temperature change that is
usually over 10◦C. This brief introduction is based on a survey of 32 publications and tons of online
materials with the keyword heat shock and its Japanese translation.

Bathroom death due to heat shock in Japan mostly happens in winter. Although the pathology of
heat shock is still unclear [44], there are still physiological and environmental factors that can be taken
as indicators of heat shock occurrence. Japanese people are fond of a hot bath. The dressing room and
bathroom usually have no air-conditioning unit, and thus are cold in winter (usually bellow 17◦C).
When people undressed and immersed in a cold environment, the systolic blood pressure and heart
rate increase. Then, people quickly go into the bathtub and immerse themselves in the hot bathwater
to keep warm. At this time, the systolic blood pressure decreases, and the heart rate may maintain a
high level. After the bath, they go into the cold environment again, and the systolic blood pressure
increases again, and the heart rate decreases.

People may drown in the bathwater since the blood pressure variation can cause unconsciousness.
Moreover, other diseases like arrhythmia, cardiovascular diseases, cerebral hemorrhage, and myocar-
dial infarction, etc. may be caused during the bathing process. The aging population and people who
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drink before bath are the most sensitive groups to heat shock, and take a large proportion of bathroom
death due to heat shock.

6.3 Bayesian Network Construction

This section discusses the construction of BN for predicting heat shock. A brief introduction of
Bayesian networks will be given first. Then, the building of the BN, including structure construction
and probability elicitation, will be discussed in detail. Last, I analyze the sensitivity of the constructed
BN.

6.3.1 A Brief Introduction of Bayesian Networks

BNs [32, 86, 162] are probabilistic graphical model which represent joint probability distributions of
a set of variables in a given domain. Formally, a BN is defined as a two-tuple

BN = (G,P) (6.1)

where G is the directed acyclic graph (DAG), and P is the joint probability distribution that can be
represented by conditional probability table. G satisfies G = (V,E), where V is a set of nodes that
denote variables, and E is a set of directed edges that connect the nodes, and E ⊆ V × V. The joint
probability distribution factorize into conditional probabilities and marginal probabilities. Let us use
upper case letters to represent variables and lower case letters to denote values of variables. So, the
joint probability of variable V1,V2, ...,Vn can be represented as

P(V1,V2, ...,Vn) =
∏

P(Vi|π(Vi)) (6.2)

where π(Vi) denotes the parent nodes of Vi, and Vi ∈ V. P(Vi = vi|π(Vi)) defines the conditional
probability table.

Given a target variable V ∈ V, I want to predict the probability that V is in some state V = v. The
prediction is achieved when the probability of the target node is updated once some other nodes in
the BN have observed evidence. This process can be achieved by Bayes theorem, i.e.,

P(A|B) = P(B|A)P(A)
P(AB)

(6.3)

where A and B are nodes in the BN. Luckily, many tools can help people to do this tedious work. I
adopt GeNie modeler† in this work to assist in constructing the BN for predicting heat shock.

Figure 6.3 illustrates the constructed Bayesian network for predicting heat shock. Let us give a
detail discussion on the construction of it in the following two sections.

†It is available free of charge for academic research and teaching use from BayesFusion, LLC,
http://www.bayesfusion.com
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Figure 6.3: A Bayesian network for heat shock prediction, which the red-colored nodes are sensitive to the occurrence of

heat shock.

6.3.2 Structure Construction

This section introduces the way of constructing the DAG graph, which is based on the surveyed knowl-
edge of heat shock. To this end, I propose a construction procedure that is shown in Figure 6.4.

1. set the goal

2. identify the problem

3. list scenarios

4. identify variables 
and their states

5. identify causal 
relationships

Figure 6.4: The procedure for constructing the DAG graph.

The use of BNs can have various purposes, e.g., knowledge identification [91] and prediction [113].
It is thus necessary to set the goal of adopting BNs in step one. I employ BNs for prediction. Then
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in step two, let us identify what to predict, i.e., prediction of heat shock during bath. It can predict
the likely an occupant go to take a bath and the probability of heat shock if the occupant did go to
take a bath. The constructed BN also has to support real-time prediction in the prediction system
introduced in Section 6.2.1. In step three, I list possible scenarios related to heat shock. To do this,
let us first summarize the key findings of the surveyed articles. Then I enumerate scenarios of heat
shock occurrence concerning these findings. The scenarios are in two dimensions, i.e., temporal and
spatial. The temporal dimension is with the process of bathing, which is undressing, bathing, and
redressing. The spatial dimension is at a specific event time point, e.g., bathing or undressing. Next,
let us identify variables and their states in step four based on the results of step three. Heat shock as a
heat-related illness cannot be directly observed. Let us identify observable variables that represent the
symptoms of heat shock and environmental factors. So their data can be collected through sensors.
Blood pressure variation is an optimal symptom to indicate heat shock, and its fluctuation should
within ±10 mmHg [105]. I also use the heart rate as a supplemental symptom to heat shock. Step
five is to connect the variables concerning their causal relationships. These causal relationships can be
derived from the identified scenarios in step three. This construction procedure is a repetitive process
until all relevant scenarios are reasonably represented by the DAG graph. The determination of rea-
sonable representation depends on the competence and insight of the people who construct the BN.
The variables with their states and connections are illustrated in Figure 6.3. Some states of variables
may be incomprehensible by the names, and I explain them in Table 6.1.

6.3.3 Probability Elicitation

The conventional way of eliciting probability through manual construction is the probability scale
method [172, 215]. It is a direct method, where domain experts are asked to mark their degree of
belief on the probability scale to elicit probability. This method relies heavily on experts, which are
extravagant resources to the authors. Therefore, let us first give a brief introduction of the method,
then introduce the concept of degree of influence to mimic experts’ behavior in eliciting probabilities.

The probability scale method encompasses two essentials, i.e., the probability scale and experts.
The expertise and rich experience are focused characters for the latter. The probability scale is a hori-
zontal or vertical line with numerical and/or verbal anchors. Figure 6.5 illustrates an example of a prob-
ability scale with five numerical anchors. The verbal anchors like frequent, rare, or other descriptive
text on the probability scale are to assist experts who have difficulty in understanding mathematical
notations of conditional probability. Since the authors are familiar with these mathematical notations,
the probability scale with numerical anchors was adopted.

10 0.50.25 0.75

Figure 6.5: An example of probability scale with numerical anchors.

Degree of influence describes the strength of condition influences on the occurrence of an event.
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Table 6.1: State explanation of some incomprehensible variables of the BN.

Variable State Explanation

Bath period Short The bath period is less than 10 min
Long The bath period is more than 10 min

Age Old The one who is over 65 years old
NotOld The one who is less than 65 years old

Blood pressure
variation

Heatshock An indication of heat shock, and the blood
pressure is changed beyond 10 mmHg

Others Other situations rather than the Heatshock

Room temperature Cold
The temperature of dressing room and
bathroom is bellow 17 ◦C that is the
minimum tolerable temperature

NotCold The temperature is above 17 ◦C

Reform Reformed The window is reformed for heat insulation
Unreformed The window is not reformed

Temperature
difference

Big
The difference between room temperature
and bathwater temperature is 10 ◦C
and above

Small The temperature difference is smaller
than 10 ◦C

Bathwater
temperature

Hot Bathwater temperature is 41 ◦C and above
NotHot Bathwater temperature is less than 41 ◦C

Heart rate Irregular The heart is irregularly beat due to heat
shock, e.g., bradycardia and palpitation

Other Other situations

For a conditional probability
P(X = x|π(X)) (6.4)

the state of π(X) affects the probability of X = x. The degree of influence is to represent this proba-
bility. Given the probability, as shown in Equation 6.4, let us follow the recursive procedure bellow
with considering the probability scale and degree of influence to elicit the probability.

1. Find the least or most likely, i.e., find a state of π(X) in its state space, under whichX = x is the
least or most likely to occur. This is the first step, since finding the least or most probability is
easier.

2. Mark the probability on the probability scale either approach 0 or 1.

3. For the rest states of π(X), the influence on the probability of X = x becomes weaker or
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stronger by comparing with the previously identified state. Choose the state of π(X) that has a
one-step weaker or stronger influence by comparing it with the state in the previous step. π(X)
may have one or more variables with multiple states, the one-step weaker or stronger influence
means only change a state of a variable at a time. The determination of weaker or stronger
depends on expertise.

4. Mark the probability on the probability scale, and go to step three until all states of π(X) are
enumerated.

To better understand the procedure, I give the following example. For the node Blood pressure varia-
tion in Figure 6.3, the conditional probability

P(Blood pressure variation = Heatshock|Take a bath = true,Age = Old,

Temperature difference = Big,Bath period = Long,
Immerse degree = UntilNeck,Drink alochol before bath = Drink) = 0.98

is the most likely thatBlood pressure variation = Heatshock. So, the conditional probability condition
on the one-step weaker condition can be

P(Blood pressure variation = Heatshock|Take a bath = true,Age = Old,

Temperature difference = Big,Bath period = Long,
Immerse degree = UntilNeck, Drink alochol before bath=NotDrink) = 0.83

Only the state of variableDrink alcohol before bath changed fromDrink toNotDrink, which weak-
ened the influence on the probability of heat shock occurrence. It is expected that the degree of in-
fluence can also conquer expert bias [172] to some degree by comparing with solely experts’ belief in
eliciting conditional probabilities.

6.3.4 Sensitivity Analysis

Sensitivity analysis [47] of a BN is to study the effects of conditional probabilities of the network on
a target probability. I employ it to validate the constructed BN by checking the variables that affect
blood pressure variation. It checks the degree of variation of the target probability with varying other
probabilities of the network. The GeNie modeler supports sensitivity analysis. Nodes in red represent
the corresponding variables that are sensitive to the target node. It varies up to 10% (default setting of
the GeNie modeler) of the current probability values to check the sensitivity.

Let us set the node Blood pressure variation as the target node, in which the result is shown in
Figure 6.3. It is easy to understand that Take a bath with its parent nodes, i.e., Bath frequency, Season,
and Time of day have an effect on the occurrence of heat shock during bath. Without taking a bath,
bathroom death due to heat shock will not occur. Bath period, Age, Batwater temperature, and Room
temperature are sensitive to heat shock occurrence, which are findings in [197]. Drink alcohol before
bath has been found as a factor that affects the occurrence of heat shock in [194]. Others like Immerse
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degree, Temperature difference have also been found factors that affect heat shock occurrence. These
findings in the literature validated the constructed BN.

In the viewpoint of engineering to enable the prediction system introduced in Section 6.2.1, the
Actuating component can control those controllable variables that are sensitive to the occurrence of
heat shock to achieve an efficient and effective result. This is due to a small variation of these variables
will have a great impact on the likelihood of heat shock occurrence. One deficiency might be that
according to the definition of heat shock Temperature difference should be very sensitive to the Blood
pressure variation. However, the BN in Figure 6.3 does not show that intensity. As the Temperature
difference is colored in light red.

6.4 Case Study and Discussion

This section will introduce two study cases to verify the feasibility of the constructed BN. I also com-
pare the prediction results with the prediction by using the thermal-regulation approach. The two
cases refer to that bathroom death due to heat shock will occur (case one) and will not occur (case
two). For timely inform people or take actions to prevent the occurrence of heat shock, let us make
a prediction before immersing the bather in the bathtub. This indicates the evidence related to bath,
i.e.,Bath period, Immerse degree,Bathwater temperature, andTemperature difference are not observed.
The results are shown in Figure 6.6 and 6.7.

Figure 6.6: The prediction result of case one.

As for the result illustrated in Figure 6.6, the probability of heat shock is 90%. This is supported
by the probability of Heart rate in Irregular state is 94%. It is thus, can be concluded that the oc-
currence of heat shock is predicted correctly. The prediction result shown in Figure 6.7 illustrates
the probability of heat shock occurrence is 37% and the probability of Hear rate in Irregular state is
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Figure 6.7: The prediction result of case two.

29%. The constructed BN thus correctly predicted that the heat shock would not occur. These illus-
trate the methods, that is, the proposed procedure in constructing the DAG graph and the probability
elicitation method in constructing the BN are effective.

The nodes (variables) in the constructed BN are observable so that their values can be collected
through various sensors in the Data Gathering component of the prediction system discussed in Sec-
tion 6.2.1. Sensors here can be anything that collects data. For example, temperature sensors, and
databases that keep updating living habits data can be this kind of sensors.

It is expected to compare the results of case one and case two with the prediction by using a thermal-
regulation model specifically for heat shock. However, such a thermal-regulation model does not
exist for the time being. Since thermal-regulation models for heat-related illnesses are represented by
formulas [14, 65, 224], it is reasonable to assume that such a model can be represented as in Equation
6.5.

TRheatshock = f(living habit, physiology, bath, physical, etc.) (6.5)

where living habit denotes parameters relate to daily life, e.g., bath frequency, physiology represents
physiological parameters, e.g., heart rate, bath means bath related parameters, e.g., immerse degree,
physical are physical parameters, e.g., room temperature, and there may be other parameters that are
omitted here.

Based on the conditions in case one and case two, the evidence related to bath was not observed,
it is, therefore, cannot directly predict heat shock by using Equation 6.5. So the BN approach has
an advantage in predicting heat shock with only observe some evidence. It is a better approach to
implement the prediction system by comparing it with the thermal-regulation approach.
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6.5 Conclusion

A BN model for predicting the occurrence of heat shock during a bath was proposed. The DAG graph
of the BN was constructed by following a proposed procedure based on the surveyed knowledge of
heat shock. The conditional probabilities were elicited by the probability scale method and the pro-
posed concept of degree of influence. Then, I analyzed the sensitivity to validate the constructed BN.
Two simulation cases were conducted to verify the feasibility of using the constructed BN in predict-
ing heat shock. Finally, a comparison was made with an envisioned thermal-regulation model for heat
shock, in which the results demonstrated that the BN approach has advantages in predicting heat
shock with partially observed evidence. It is thus an optimal option for implementing the prediction
system.
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7
Conclusion and Future Work

The goal of my Ph.D. project concerns home environment safety. It mainly dealt with home safety
problem detection and prediction. Home safety problems happen in the home environment between
home users and various home appliances. The causes of home safety problems are due to abnormal
behaviors of smart home systems under severe outdoor climate, e.g., heatwaves. Smart home systems
failed to adjust the indoor climate to a safe level, and thus caused morbidities or even casualties. I
divide my work into four main parts. The first is to understand indoor safety problem formation
that connects the physical world and the cyber world, comprehensively. Then I proposed a hazard
analysis technique, i.e., tailored STPA to identify Defects. The second is that I proposed a home safety
architecture to support safety problem detection/prediction and reactions. In this dissertation, I left
the work related to precautionary and reaction measures to the future. The third is physical process
anomaly detection. To this end, I adopted conformance testing and hybrid automata to check indoor
temperature change to detect anomalies that will cause thermal discomfort as well as health problems.
Last, I adopted Bayesian networks to predict heat shock during baths for the elderly.

I summary the work has been done and figure out possible future work as in the follows:

1. In Chapter 2, I first proposed the concept of Performers System, based on which I defined
terms like Service. Then terms related to Service are defined to comprehensively illustrate safety
problem formation that connects the physical world and the cyber world.

The accident model is to describe accident formation concerning the Behavior of the Perform-
ers System with physical processes. Other forms of indoor accident formation may be different
from the proposed one. When coming to a new safety problem, it is expected to propose a new
model or alter existing ones.

2. In Chapter 3, for identifying the causes in the cyber world that cause indoor climate anomalies,
I tailored the hazard analysis technique STPA to also identify ICAs that cause Service Failures.
For representing the relations of analytical results clearly and straightforwardly, I proposed an
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LGLD approach. I also practiced applying an innominate approach for hazard identification,
which is based on the goal-based requirement engineering, guide words, and item sketch.

System safety aims to make systems and single products work safely. Integrated services might
involve various independent Performers that behave unpredictably. Therefore, how to ensure
their functional safety can be future work. This can be divided into three problems. The first
is product safety, e.g., electric/electronic product safety. Second, single system safety. Third,
system cooperation safety. Different integrated services may involve more than one system and
may have conflict functions. Therefore, they are supposed to no only work to comply with
their safety designs but also cooperate safely.

3. In Chapter 4, a CPS home safety architecture was proposed that can support the detection/pre-
diction, and reaction to safety problems.

Collaboration with other systems is not considered yet. For example, detecting or predicting
results may have conflicts with other systems’ normal functioning. The other systems are vari-
ous, and this may involve in different projects. Reaction services relate to the research area of
cybernetics that is a different research area by comparing it with the current research topics. I
thus left this to the future.

4. In Chapter 5, I proposed a multiple-conformance approach that takes the hybrid-automata-
modeled requirement as the specification. It can detect safety problems of Service Failure and
Hazard.

Science benefits lives through the way of making it real, i.e., implementing it. So, the future
work for this part could be to implement a system that can detect for example indoor temper-
ature anomalies.

5. In Chapter 6, I adopted Bayesian networks to predict heat shock during a bath. To this end, I
proposed a procedure to construct the DAG graph of Bayesian networks with concerning the
surveyed knowledge of heat shock. I also proposed a method to elicit conditional probabilities.
This method is based on the probability scale method and the proposed concept of degree of
influence.

It is expected to introduce doctors in medicine to help in eliciting probabilities to increase the
accuracy of the constructed Bayesian network. I would also like to implement a system based
on the constructed Bayesian network to predict heat shock in real time.
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A
Services and Functions of Home Appliances

Table A.1: Functions of home appliances in different rooms (to be continued in Table A.2 and A.3)

Areas Category Appliances Functions Service

Entrance Hall Security Electric Door
Lock/unlock the door including remote
controls; checking the status of the door;
open and close automatically

Access control by authenticating the
”keys”; open and close the door

Lighting Light Fixture Ambient lighting; dimming Luminance adjustment

Living Room

Entertainment

TV
Receives contents from remote or local
resources then display contents onto the
display and plays sound simultaneously

Plays video information;
volume control

Projector Projects contents onto a projection screen Plays video information

Speaker It converts an electrical audio signal
into sound Volume control

Stereo It converts an electrical audio signal into
a corresponding sound with high quality Volume control

Ventilation

Air Purifier

It removes contaminants from the air.
E.g., airborne pollutants, odors, volatile
organic compounds and microorganisms
that cause disease

Purify contaminants from the air

Dehumidifier It reduces the level of humidity in the
air, eliminates musty odor

It reduces humidity level;
eliminates musty odor

Electric Window Open and close including remote
control; check the status of a window

Air-interchange between
indoor and outdoor

Air Conditioner Cooling, heating, dehumidification
Temperature control;
airflow control;
dehumidification

Electric Fan Indoor airflow and airflow rate control Adjust room air circulation;
cool down

Humidifier It increases indoor humidity It increases humidity level
Space Heater It warms a small space Warm up

Lighting
Light Fixture Ambient lighting; dimming Luminance adjustment

Electric Curtain Open and close including remote
control; check the status of a curtain Luminance adjustment

Window Shade Open and close including remote
control; check the status of a shade Luminance adjustment

Cleaning Vacuum cleaner Suck up dust and dirt from a
surface like floor Clean a surface like floor

Security Surveillance camera It transmits live video and audio
information to remote place

It provides indoor view for
remote monitoring
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Table A.2: Functions of home appliances in different rooms (continues Table A.1 and to be continued in Table A.3)

Areas Category Appliances Functions Service

Kitchen

Storage Refrigerator It maintains a cool or cold
temperature for food storage Temperature control for food storage

Freezer It maintains a cold
temperature for food storage Temperature control for food storage

Ingredient Processing Blender Mix food Mix food

Heating

Cooktop Direct heat for cooking Temperature control for cooking

Electric Range Direct heat for cooking by
conventing electric into heat Temperature control for cooking

Microwave Oven It heats food Temperature control for heating food

Electric Kettle It boils water by using
electrical energy Temperature control for boiling water

Coffee Maker
It brews coffee with modes
like regular or strong brew;
keep warm

Brew coffee; keep warm

Slow Cooker
It maintains a relatively low
temperature for simmering;
keep warm

Temperature control for simmering
food; keep warm

Pressure Cooker
Cooking with the high
pressure; reduced cooking
time; keep warm

Temperature control with high
pressure for cooking; keep warm

Rice Cooker It boils or steams rice;
keep warm

Temperature control for boiling or
steaming rice; keep warm

Water Boiler It boils water; maintains
water at a constant temperature

Temperature control for boiling
water; keep warm

Toaster It makes bread Temperature control for toasting bread

Steamer It cooks or prepares various
foods with steam heat

Temperature control with steam
for heating food

Cleaning Dishwasher It cleans dishes and eating utensils
by spraying hot water

It cleans dishes and eating utensils
by spraying hot water

Garbage Disposal It shreds food waste into pieces It shreds food waste into pieces

Ventilation Range Hood

It removes airborne grease,
combustion products, fumes, smoke,
odors, heat, and steam from the air
by evacuation of the air and filtration

Indoor air cleaning by exhausting air

Electric Window Open and close including remote
control; check the status of a window

Air-interchange between
indoor and outdoor

Lighting Light Fixture Ambient lighting; dimming Luminance adjustment

Window shade Open and close including remote
control; check the status of a shade Luminance adjustment

Wash Room

Laundry Washing Machine It washes clothes with predefined
programs for different laundry types Wash; spin-dry

Cloth Dryer
It removes moisture from a load of
clothing shortly after they are
washed in a washing machine

Temperature control;
humidity control

Lighting Light Fixture Ambient lighting; dimming Luminance adjustment

Ventilation Electric Fan Indoor airflow and airflow rate control Adjust room air circulation;
cool down; ventilation

Electric Window Open and close including remote
control; check the status of a window

Air-interchange between
indoor and outdoor
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Table A.3: Functions of home appliances in different rooms (continues Table A.2)

Areas Category Appliances Functions Service

Bedroom

Entertainment TV
It receives content from remote or local
resources, then displays contents onto
the display and plays sound

Plays video and audio information

Ventilation

Air-conditioner Cooling, heating, dehumidification
Temperature control;
airflow control;
dehumidification

Air Purifier

It removes contaminants from the air
E.e., airborne pollutants, odors, volatile
organic compounds, and microorganisms
that cause disease

Improve air quality by removes
contaminants

Dehumidifier It reduces the level of humidity in the
air; eliminates musty odor

Dehumidification;
eliminates musty odor

Humidifier It increases indoor humidity Increases humidity level
Space Heater Warm a small space Warm up

Electric Window Open and close including remote
control; check the status of a window

Air-interchange between
indoor and outdoor

Lighting Electric Curtain Open and close including remote
control; check the status of a curtain Luminance adjustment

Lamp Ambient lighting; dimming Luminance adjustment

Cleaning Vacuum Cleaner Suck up dust and dirt from
a surface like floor Clean a surface like floor

Toilet Ventilation Ventilator Exchange of air with outdoor;
air circulation

Improve air quality by
exhausting air; circulation of air

Lighting Light Fixture Ambient lighting; dimming Luminance adjustment

Wash Room

Laundry Washing Machine It washes clothes with predefined
programs for different laundry types Wash; spin-dry

Cloth Dryer
It removes moisture from a load of
clothing shortly after they are washed
in a washing machine

Temperature control;
humidity control

Lighting Light Fixture Ambient lighting; dimming Luminance adjustment

Ventilation Electric Fan Indoor airflow and airflow rate control Adjust room air circulation;
cool down; ventilation

Electric Window Open and close including remote
control; check the status of a window

Air-interchange between
indoor and outdoor

Bathroom

Heating Water Heater It transforms energy resources to
heat water for bath

Temperature control for
heating water

Ventilation Ventilator Exchange air with outdoor;
air circulation

Temperature control for
heating water

Bathroom Heater It warms the bathroom to a comfortable
level for bath especially in winter Warm indoor temperature

Lighting Light Fixture Ambient lighting; dimming Luminance adjustment
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Table A.4: Services related to the functions of home appliances

Categories Appliances Services Service Details

Security

Electric Door
Access control Authenticates the ”keys”

Automatic control of the door Open the door
Close the door

Surveillance Camera Provide indoor view for remote monitoring

Image display
Volume up
Volume down
Maintains a volume level

Lighting

Light Fixture

Luminance Adjustment

Maintains a certain brightness
Electric Curtain Increases brightness
Window Shade Decreases brightness
Lamp

Entertainment

TV

Plays video contents Image display

Volume Control
Volume up
Volume down
Maintains a volume level

Projector Plays video information Image display
Speaker

Volume Control
Volume up

Stereo Volume down
Maintains a volume level

Ventilation

Air Purifier Air Purification

Removes airborne pollutants
Reduces odors
Absorbs volatile airborne pollutants
Kills microorganisms that cause disease

Dehumidifier Humidity Regulation Reduces humidity level
Air Purification Eliminates musty odor

Electric Window Air Circulation Increases airflow rate
Temperature control Cool down

Air Conditioner

Temperature control
Warm up
Cool down
Maintains a certain temperature

Air Circulation Increases airflow rate
Decreases airflow rate

Humidity Regulation Reduces humidity level

Electric Fan Air circulation
Increases airflow rate
Decreases airflow rate
Change airflow direction

Temperature control Cool down
Humidifier Humidity Regulation Increases humidity level
Space Heater Temperature control Warm up

Range Hood Air Purification Exhausts heat, steam, odors, fumes, etc.
Filtrates airborne grease, smoke, combustion products

Humidity Regulation Reduces humidity level

Ventilator
Air Purification Exhausts heat, steam, odors, fumes, etc.
Air Circulation Increases airflow rate
Humidity Regulation Reduces humidity level

Bathroom Heater Temperature control Warm up

Cleaning
Vacuum Cleaner Cleans a surface like floor Suck up dust and dirt
Dishwasher Cleans dishes and eating utensils by spraying hot water Washing-up
Garbage Disposal Shreds food waste into pieces Shreds food waste into pieces

Storage Refrigerator Temperature control Maintains a certain temperature
Freezer Cool down

Heating

Cooktop

Temperature control Heat upElectric Range
Microwave Oven
Electric Kettle

Coffee Maker Brews coffee Brews coffee
Temperature control Maintains a certain temperature

Slow Cooker

Temperature control
Heat upPressure Cooker

Rice Cooker Maintains a certain temperatureWater Boiler
Toaster

Temperature control Heat upSteamer
Water Heater

Laundry
Washing Machine Wash Washes clothes

Spin-dry Spin-dry

Clothes Dryer Temperature control Heat up
Humidity Regulation Reduces humidity level
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B
The Relationships of the Various Terms

Physical Property

Required Space

Home Appliance Viewpoint
Ineffective Space

Area of Effect

Occupant Viewpoint
Demand Space

Useful Space

Blind Space

Undesired Space

Set required quantity at useful 
space

Choose Performers
Occupant Location

Designation

Set Required Quantity

Maintain required quantity at useful 
space

Quantity Change

Maintenance

Required Quantity
Thermal Comfort

Conditions Varies with respect to different 
physical property

Quantity based on the conditions Mutation

Other Purposes

Performers System

Space Calculation

AoE Calculation
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Demand Space Calculation
Occupant centered
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Space radius

Manually specify Size of the space

Useful Space Calculation
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Dynamic change
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Both

Behaviours

Single Performer

Home Appliance
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Failure Hazardous Situation Accident

Defect

Feedback
Regulate

Figure B.1: The relationships of the various terms.
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C
The Annotations of the Goals in the Goal

Models Shown in Figure 3.6 and 3.7

1. Indoor thermal comfort is maintained in the situation that indoor temperature is smaller than
outdoor temperature. For example, heatwaves and very hot summer.

Maintain[Indoor

ThermalComfort]

!"#$!"#$%&#$%'%())*+,-*.#/0).1)*&
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(a) Object: Space, ThermalConvection, ThermalRadiation

(b) Function: Within(Room.InTemp,Room.SMinTemp): Whether the InTemp is within
the SMinTemp.
sHeatExchangeBy(HeatTransfer): the state of heat Exchange by ways of heat transfer
(HeatTransfer).
HeatTransfer can be instance ofThermalConvection,ThermalRadiation and other heat
transfer mechanisms.
ThermalEquilibrium(obj1, obj2) denotes limited heat exchange between obj1 and obj2
that cannot change their system states. In other words, the temperature of obj1 and obj2
are stabilized in a predefined range

(c) Note: Thermal neutrality is maintained when heat generated by human metabolism is
allowed to dissipate, thus maintain thermal equilibrium with the surroundings. (From
Wikipedia [thermal comfort])
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(d) SM1 means a service mode
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(a) Function: vHIR(ic) means the value of Heat Introduction Rate through interior con-
struction

(b) The focus is on how much heat can be gained by the indoor environment, that is why
use introduction rate instead of exchange rate
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2. Indoor thermal comfort is maintained in the situation that indoor temperature is greater than
outdoor temperature. E.g. in cold winter. Some goals listed in the goal model are the same as
listed above that are not depicted bellow.
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D
The NuSMV Code for Verifying Goal

Refinement
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model o f i n d o o r t e m p e r a t u r e . And i t i s u s e d f o r t h e
v e r i f i c a t i o n o f t h e g o a l model r e f i n e m e n t .
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MODULE o u t d o o r _ a i r _ t e m p e r a t u r e −− s t a t e o f o u t d o o r a i r
t e m p e r a t u r e

VAR
t e m p e r a t u r e : { h i g h , −− t e m p e r a t u r e i s h i g h

n e u t r a l , −− t e m p e r a t u r e i s j u s t r i g h t
f o r t h e r m a l c o m f o r t

low } ; −− t e m p e r a t u r e i s low
ASSIGN

i n i t ( t e m p e r a t u r e ) : = n e u t r a l ;−− i n i t i a l o u t d o o r
t e m p e r a t u r e , i f n o t a p p l i c a b l e , c h a n g e i t

n e x t ( t e m p e r a t u r e ) : = c a s e
t e m p e r a t u r e = h i g h : n e u t r a l ;
t e m p e r a t u r e = n e u t r a l : { h i g h , low } ;
t e m p e r a t u r e = low : n e u t r a l ;

e s a c ;

MODULE e x t e r i o r _ c o n s t r u c t i o n ( o t ) −− o t :
o u t d o o r _ a i r _ t e m p e r a t u r e

VAR
e c : { h i g h , −− t h e t e m p e r a t u r e o f e x t e r i o r

c o n s t r u c t i o n
n e u t r a l , −− t h e t e m p e r a t u r e u n d e r

t h e r m a l e q u i l i b r i u m
low } ; −− low t e m p e r a t u r e

ASSIGN
i n i t ( e c ) : = n e u t r a l ;
n e x t ( e c ) : = c a s e

e c = h i g h & n e x t ( o t . t e m p e r a t u r e ) =
n e u t r a l : n e u t r a l ;

e c = n e u t r a l & n e x t ( o t . t e m p e r a t u r e ) =
low : low ;

e c = n e u t r a l & n e x t ( o t . t e m p e r a t u r e ) =
h i g h : h i g h ;

e c = low & n e x t ( o t . t e m p e r a t u r e ) =
n e u t r a l : n e u t r a l ;

TRUE : e c ;
e s a c ;

MODULE i n t e r i o r _ c o n s t r u c t i o n −− t h e w a l l , a f f e c t i n g t h e s t a t e
o f h e a t e x c h a n g e r a t e

VAR
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r a t e : { f a s t , −− h e a t e x c h a n g e r a t e i s f a s t
b l a n c e , −− h e a t e x c h a n g e r a t e m a i n t a i n s

h e a t e q u i l i b r i u m , b u t may n o t t h e r m a l
c o m f o r t

s l o w } ; −− h e a t e x c h a n g e r a t e i s s l o w
ASSIGN

i n i t ( r a t e ) : = b l a n c e ;

MODULE t h e r m a l _ d i f f u s i o n ( p _ i c , p _ e c ) −− p _ i c :
i n t e r i o r _ c o n s t r u c t i o n ; p _ e c : e x t e r i o r _ c o n s t r u c t i o n

VAR
d i f f u s i o n : { m a i n t a i n , b r e a k i n g } ;

ASSIGN
i n i t ( d i f f u s i o n ) : = m a i n t a i n ;
n e x t ( d i f f u s i o n ) : = c a s e

d i f f u s i o n = m a i n t a i n &
! ( n e x t ( p _ e c . e c ) = n e u t r a l &

n e x t ( p _ i c . r a t e ) = b l a n c e ) :
b r e a k i n g ;

d i f f u s i o n = b r e a k i n g &
n e x t ( p _ e c . e c ) = n e u t r a l & n e x t (

p _ i c . r a t e ) = b l a n c e :
m a i n t a i n ;

TRUE : d i f f u s i o n ;
e s a c ;

MODULE a i r _ e x c h a n g e _ r e q u e s t −− w h e t h e r a i r e x c h a n g e i s r e q u i r e d
by o c c u p a n t s

VAR
r e q u e s t : b o o l e a n ; −− TRUE : r e q u i r e a i r e x c h a n g e

ASSIGN
i n i t ( r e q u e s t ) : = TRUE ;

MODULE window ( r e q ) −− t h e s t a t u s o f window , w h i c h a f f e c t s a i r
e x c h a n g e

VAR
o : b o o l e a n ; −− TRUE : t h e window i s o p e n e d

ASSIGN
i n i t ( o ) : = TRUE ;
n e x t ( o ) : = c a s e
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o = TRUE & n e x t ( r e q . r e q u e s t = FALSE ) :
FALSE ;

o = FALSE & n e x t ( r e q . r e q u e s t = TRUE) :
TRUE ;

TRUE : o ;
e s a c ;

MODULE w i n d _ s p e e d (ww) −− ww : window ; wind s p e e d t h r o u g h window
VAR

w s p e e d : { n e u t r a l , −− wind s p e e d i s g r e a t e r t h a n 0
and i s j u s t r i g h t

weak } ; −− wind s p e e d i s weak and maybe
0

ASSIGN
i n i t ( w s p e e d ) : = n e u t r a l ;
n e x t ( w s p e e d ) : = c a s e

w s p e e d = n e u t r a l & n e x t (ww . o ) = FALSE
: weak ;

w s p e e d = weak & n e x t (ww . o ) = TRUE :
n e u t r a l ;

TRUE : w s p e e d ;
e s a c ;

MODULE t h e r m a l _ a d v e c t i o n ( out_temp , w i n d s ) −− o u t _ t e m p :
o u t d o o r _ a i r _ t e m p e r a t u r e ; w i n d s : w i n d _ s p e e d

VAR
a d v e c t i o n : { m a i n t a i n , b r e a k i n g } ;

ASSIGN
i n i t ( a d v e c t i o n ) : = m a i n t a i n ;
n e x t ( a d v e c t i o n ) : = c a s e

a d v e c t i o n = m a i n t a i n &
! ( n e x t ( o u t _ t e m p . t e m p e r a t u r e ) =

n e u t r a l & n e x t ( w i n d s . w s p e e d )
= n e u t r a l ) : b r e a k i n g ;

a d v e c t i o n = b r e a k i n g &
( n e x t ( o u t _ t e m p . t e m p e r a t u r e ) =

n e u t r a l & n e x t ( w i n d s . w s p e e d )
= n e u t r a l ) : m a i n t a i n ;

TRUE : a d v e c t i o n ;
e s a c ;
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MODULE t h e r m a l _ c o n v e c t i o n ( d i f f , a d v e ) −− d i f f :
t h e r m a l _ d i f f u s i o n ; a d v e : t h e r m a l _ a d v e c t i o n

VAR
c o n v e c t i o n : { m a i n t a i n , b r e a k i n g } ;

ASSIGN
i n i t ( c o n v e c t i o n ) : = m a i n t a i n ;
n e x t ( c o n v e c t i o n ) : = c a s e

c o n v e c t i o n = m a i n t a i n &
! ( n e x t ( d i f f . d i f f u s i o n ) =

m a i n t a i n & n e x t ( a d v e .
a d v e c t i o n ) = m a i n t a i n ) :
b r e a k i n g ;

c o n v e c t i o n = b r e a k i n g &
( n e x t ( d i f f . d i f f u s i o n ) =

m a i n t a i n & n e x t ( a d v e .
a d v e c t i o n ) = m a i n t a i n ) :
m a i n t a i n ;

TRUE : c o n v e c t i o n ;
e s a c ;

MODULE i n s u l a t i o n _ r e q u e s t −− t h e r e q u e s t o f i n s u l a t i o n t h r o u g h
c u r t a i n

VAR
r e q : b o o l e a n ;

ASSIGN
i n i t ( r e q ) : = TRUE ;

MODULE c u r t a i n ( r e q u e s t ) −− r e q u e s t : i n s u l a t i o n _ r e q u e s t ; s t a t u s
o f c u r t a i n

VAR
s t a t u s : { open , c l o s e } ;

ASSIGN
i n i t ( s t a t u s ) : = open ;
n e x t ( s t a t u s ) : = c a s e

s t a t u s = open & n e x t ( r e q u e s t .
r e q ) = FALSE : c l o s e ;

s t a t u s = c l o s e & n e x t ( r e q u e s t .
r e q ) = TRUE : open ;

TRUE : s t a t u s ;
e s a c ;
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MODULE s o l a r _ r a d i a t i o n ( c ) −− c : c u r t a i n ; s o l a r r a d i a t i o n t h a t
a f f e c t s i n d o o r t e m p e r a t u r e

VAR
s r a d : b o o l e a n ; −− S o l a r RADiat ion , i f TRUE, t h e r e i s

s o l a r r a d i a t i o n i n t r o d u c e d
ASSIGN

i n i t ( s r a d ) : = TRUE ;
n e x t ( s r a d ) : = c a s e

s r a d = TRUE & n e x t ( c . s t a t u s ) = c l o s e :
FALSE ;

s r a d = FALSE & n e x t ( c . s t a t u s ) = open :
TRUE ;

TRUE : s r a d ;
e s a c ;

MODULE m a n _ m a d e _ r a d i a t i o n ( o u t ) −− o u t : o u t d o o r _ a i r _ t e m p e r a t u r e
; i n d o o r h e a t s o u r c e s , e . g . f i r e p l a c e

VAR
s t a t u s : { on , o f f } ;

ASSIGN
i n i t ( s t a t u s ) : = o f f ;
n e x t ( s t a t u s ) : = c a s e

s t a t u s = o f f & n e x t ( o u t .
t e m p e r a t u r e ) = low : on ;

s t a t u s = on & n e x t ( o u t .
t e m p e r a t u r e ) = h i g h : o f f ;

TRUE : s t a t u s ;
e s a c ;

MODULE t h e r m a l _ r a d i a t i o n ( s ,m) −− s : s o l a r _ r a d i a t i o n ; m :
m a n _ m a d e _ r a d i a t i o n

VAR
r a d i a t i o n : { m a i n t a i n , b r e a k i n g } ;

ASSIGN
i n i t ( r a d i a t i o n ) : = m a i n t a i n ;
n e x t ( r a d i a t i o n ) : = c a s e

r a d i a t i o n = b r e a k i n g &
( n e x t (m. s t a t u s ) = on & n e x t ( s .

s r a d ) = FALSE ) : m a i n t a i n ;
r a d i a t i o n = m a i n t a i n &
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! ( n e x t (m. s t a t u s ) = on & n e x t ( s .
s r a d ) = FALSE ) : b r e a k i n g ;

TRUE : r a d i a t i o n ;
e s a c ;

MODULE i n d o o r _ t e m p e r a t u r e ( cc , r ) −− c c : t h e r m a l _ c o n v e c t i o n ; r :
t h e r m a l _ r a d i a t i o n

VAR
t h e r m a l : { c o m f o r t , u n c o m f o r t } ;

ASSIGN
i n i t ( t h e r m a l ) : = c o m f o r t ;
n e x t ( t h e r m a l ) : = c a s e

t h e r m a l = u n c o m f o r t &
( n e x t ( r . r a d i a t i o n ) = m a i n t a i n &

n e x t ( c c . c o n v e c t i o n ) =
m a i n t a i n ) : c o m f o r t ;

t h e r m a l = c o m f o r t &
! ( n e x t ( r . r a d i a t i o n ) = m a i n t a i n

& n e x t ( c c . c o n v e c t i o n ) =
m a i n t a i n ) : u n c o m f o r t ;

TRUE : t h e r m a l ;
e s a c ;

MODULE main
VAR

i n d o o r : i n d o o r _ t e m p e r a t u r e ( cc , r ) ;
c c : t h e r m a l _ c o n v e c t i o n ( d i f f , a d v e ) ;
d i f f : t h e r m a l _ d i f f u s i o n ( p _ i c , p _ e c ) ;
p _ i c : i n t e r i o r _ c o n s t r u c t i o n ;
p _ e c : e x t e r i o r _ c o n s t r u c t i o n ( o t ) ;
o t : o u t d o o r _ a i r _ t e m p e r a t u r e ;
a d v e : t h e r m a l _ a d v e c t i o n ( out_temp , w i n d s ) ;
o u t _ t e m p : o u t d o o r _ a i r _ t e m p e r a t u r e ;
w i n d s : w i n d _ s p e e d (ww) ;
ww : window ( r e q ) ;
r e q : a i r _ e x c h a n g e _ r e q u e s t ;

r : t h e r m a l _ r a d i a t i o n ( s ,m) ;
s : s o l a r _ r a d i a t i o n ( c ) ;
c : c u r t a i n ( r e q u e s t ) ;
r e q u e s t : i n s u l a t i o n _ r e q u e s t ;
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m : m a n _ m a d e _ r a d i a t i o n ( o u t ) ;
o u t : o u t d o o r _ a i r _ t e m p e r a t u r e ;

/−− i n d o o r t e m p e r a t u r e < o u t d o o r t e m p e r a t u r e −−/

−− 1 . A v o i d [ E x t e r i o r C o n s t r u c t i o n H i g h T e m p e r a t u r e ] ∧ M a i n t a i n [
L i m i t e d H e a t I n t r o d u c t i o n R a t e T D ] ∧ ¬Avoid [
T h e r m a l D i f f u s i o n D e s t r o y S M ] : t o show t h e g o a l r e f i n e m e n t i s
c o m p l e t e when t h e r e s u l t i s f a l s e .

LTLSPEC G ( ( ( o t . t e m p e r a t u r e = n e u t r a l −> p _ e c . e c = n e u t r a l U ! (
o t . t e m p e r a t u r e = n e u t r a l ) ) | o t . t e m p e r a t u r e = n e u t r a l −>
p _ e c . e c = n e u t r a l ) & ( ( d i f f . d i f f u s i o n = m a i n t a i n −> p _ i c .
r a t e = b l a n c e U ! ( p _ e c . e c = n e u t r a l ) ) | d i f f . d i f f u s i o n =
m a i n t a i n −> p _ i c . r a t e = b l a n c e ) ) & ( ( p _ e c . e c = n e u t r a l &
d i f f . d i f f u s i o n = m a i n t a i n −> i n d o o r . t h e r m a l = c o m f o r t U d i f f
. d i f f u s i o n = b r e a k i n g ) | p _ e c . e c = n e u t r a l & d i f f . d i f f u s i o n
= m a i n t a i n −> i n d o o r . t h e r m a l = c o m f o r t )

−− 2 . M a i n t a i n [ A i r E x c h a n g e ] ∧ M a i n t a i n [ A i r E x c h a n g e R e q u e s t e d ] ∧
M a i n t a i n [ L i m i t e d W i n d S p e e d ] : t o show t h e g o a l r e f i n e m e n t
i s c o m p l e t e when t h e r e s u l t i s f a l s e .

LTLSPEC G ( ( ( r e q . r e q u e s t = TRUE −> ww . o = TRUE U r e q . r e q u e s t =
FALSE ) | ( r e q . r e q u e s t = TRUE −> ww . o = TRUE) ) & ( ( i n d o o r .
t h e r m a l = c o m f o r t −> r e q . r e q u e s t = TRUE U r e q . r e q u e s t =
FALSE ) | ( i n d o o r . t h e r m a l = c o m f o r t −> r e q . r e q u e s t = TRUE) ) )
& F ! ( ( ww . o = TRUE −> w i n d s . w s p e e d = n e u t r a l U ww . o = FALSE )

| ww . o = TRUE −> w i n d s . w s p e e d = n e u t r a l )

−− 3 . M a i n t a i n [ L i m i t e d W i n d S p e e d ] ∧ M a i n t a i n [
A p p r o p r i a t e O u t d o o r T e m p e r a t u r e ] ∧ ¬Avoid [
T h e r m a l A d v e c t i o n D e s t r o y S M ]

LTLSPEC G ( ( ( ww . o = TRUE −> w i n d s . w s p e e d = n e u t r a l U ww . o =
FALSE ) | (ww . o = TRUE −> w i n d s . w s p e e d = n e u t r a l ) ) & ( ( i n d o o r
. t h e r m a l = c o m f o r t & ww . o = TRUE −> o t . t e m p e r a t u r e = n e u t r a l
U i n d o o r . t h e r m a l = u n c o m f o r t ) | ( i n d o o r . t h e r m a l = c o m f o r t &
ww . o = TRUE −> o t . t e m p e r a t u r e = n e u t r a l ) ) ) & F ! ( ( a d v e .

a d v e c t i o n = m a i n t a i n −> i n d o o r . t h e r m a l = c o m f o r t U a d v e .
a d v e c t i o n = b r e a k i n g ) | ( a d v e . a d v e c t i o n = m a i n t a i n −> i n d o o r
. t h e r m a l = c o m f o r t ) )
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−− 4 . M a i n t a i n [ A p p r o p r i a t e I n s u l a t i o n ] ∧ M a i n t a i n [
I n s u l a t i o n R e q u e s t ] ∧ ¬ M a i n t a i n [ L i m i t e d S o l a r R a d i a t i o n ]

LTLSPEC G ( ( ( r e q u e s t . r e q = TRUE −> c . s t a t u s = open U r e q u e s t .
r e q = FALSE ) | ( r e q u e s t . r e q = TRUE −> c . s t a t u s = open ) ) & ( (
i n d o o r . t h e r m a l = u n c o m f o r t −> r e q u e s t . r e q = TRUE U r e q u e s t .
r e q = FALSE ) | ( i n d o o r . t h e r m a l = u n c o m f o r t −> r e q u e s t . r e q =
TRUE) ) ) & F ! ( ( i n d o o r . t h e r m a l = c o m f o r t & c . s t a t u s = open −>

r . r a d i a t i o n = m a i n t a i n U c . s t a t u s = c l o s e ) | ( i n d o o r .
t h e r m a l = c o m f o r t & c . s t a t u s = open −> r . r a d i a t i o n =
m a i n t a i n ) )

−− 5 . M a i n t a i n [ L i m i t e d S o l a r R a d i a t i o n ] ∧ M a i n t a i n [
I n d o o r M a n M a d e T h e r m a l R a d i a t i o n ] ∧ ¬Avoid [
T h e r m a l R a d i a t i o n D e s t r o y S M ]

LTLSPEC G ( ( ( i n d o o r . t h e r m a l = c o m f o r t & c . s t a t u s = open −> r .
r a d i a t i o n = m a i n t a i n U c . s t a t u s = c l o s e ) | ( i n d o o r . t h e r m a l =

c o m f o r t & c . s t a t u s = open −> r . r a d i a t i o n = m a i n t a i n ) ) &
( ( ! ( o u t . t e m p e r a t u r e = low ) −> m. s t a t u s = o f f U o u t .
t e m p e r a t u r e = low ) | ( ! ( o u t . t e m p e r a t u r e = low ) −> m. s t a t u s =

o f f ) ) ) & F ! ( ( r . r a d i a t i o n = m a i n t a i n −> i n d o o r . t h e r m a l =
c o m f o r t U r . r a d i a t i o n = b r e a k i n g ) | ( r . r a d i a t i o n = m a i n t a i n
−> i n d o o r . t h e r m a l = c o m f o r t ) )

/−− i n d o o r t e m p e r a t u r e > o u t d o o r t e m p e r a t u r e −−/

−− 6 . M a i n t a i n [ L i m i t e d H e a t D i s s i p a t i o n R a t e T D ] ∧ A v o i d [
E x t e r i o r C o n s t r u c t i o n L o w T e m p e r a t u r e ] ∧ ¬Avoid [
T h e r m a l D i f f u s i o n D e s t r o y S M ]

LTLSPEC G ( ( ( d i f f . d i f f u s i o n = m a i n t a i n −> p _ i c . r a t e = b l a n c e U
p _ e c . e c = low ) | ( d i f f . d i f f u s i o n = m a i n t a i n −> p _ i c . r a t e =
b l a n c e ) ) & ( ( d i f f . d i f f u s i o n = m a i n t a i n & o t . t e m p e r a t u r e =
n e u t r a l −> ! ( p _ e c . e c = low ) U o t . t e m p e r a t u r e = low ) | ( d i f f .
d i f f u s i o n = m a i n t a i n & o t . t e m p e r a t u r e = n e u t r a l −> ! ( p _ e c . e c

= low ) ) ) ) & F ! ( ( p _ e c . e c = n e u t r a l & d i f f . d i f f u s i o n =
m a i n t a i n −> i n d o o r . t h e r m a l = c o m f o r t U d i f f . d i f f u s i o n =
b r e a k i n g ) | ( p _ e c . e c = n e u t r a l & d i f f . d i f f u s i o n = m a i n t a i n
−> i n d o o r . t h e r m a l = c o m f o r t ) )
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−− 7 . Z e r o W i n d S p e e d ∧ A v o i d [ A i r E x c h a n g e R e q u e s t e d ] ∧ ¬ M a i n t a i n [
N o T h e r m a l A d v e c t i o n ]

LTLSPEC G ( ( ww . o = FALSE −> w i n d s . w s p e e d = weak ) & ( o u t _ t e m p .
t e m p e r a t u r e = low −> r e q . r e q u e s t = FALSE ) ) & F ! ( ( o u t _ t e m p .
t e m p e r a t u r e = low & ww . o = FALSE −> a d v e . a d v e c t i o n =
m a i n t a i n U ww . o = TRUE) | ( o u t _ t e m p . t e m p e r a t u r e = low & ww . o

= FALSE −> a d v e . a d v e c t i o n = m a i n t a i n ) )

−− 8 . A v o i d [ I n s u l a t i o n ] ∧ M a i n t a i n [ I n s u l a t i o n R e q u e s t ] ∧
¬ M a i n t a i n [ S o l a r R a d i a t i o n A f f e c t e d ]

LTLSPEC G ( ( ( r e q u e s t . r e q = TRUE −> c . s t a t u s = open U r e q u e s t .
r e q = FALSE ) | r e q u e s t . r e q = TRUE −> c . s t a t u s = open ) & ( (
i n d o o r . t h e r m a l = u n c o m f o r t −> r e q u e s t . r e q = TRUE U r e q u e s t .
r e q = FALSE ) | i n d o o r . t h e r m a l = u n c o m f o r t −> r e q u e s t . r e q =
TRUE) ) & F ! ( ( c . s t a t u s = open & i n d o o r . t h e r m a l = c o m f o r t −>
r . r a d i a t i o n = m a i n t a i n U c . s t a t u s = c l o s e ) | c . s t a t u s = open
& i n d o o r . t h e r m a l = c o m f o r t −> r . r a d i a t i o n = m a i n t a i n )

−− 9 . M a i n t a i n [ I n d o o r M a n M a d e T h e r m a l R a d i a t i o n ] ∧ M a i n t a i n [
S o l a r R a d i a t i o n A f f e c t e d ] ∧ ¬Avoid [ T h e r m a l R a d i a t i o n D e s t r o y S M ]

LTLSPEC G ( ( ( o u t . t e m p e r a t u r e = low −> m. s t a t u s = on U ! ( o u t .
t e m p e r a t u r e = low ) ) | ( o u t . t e m p e r a t u r e = low −> m. s t a t u s =
on ) ) & ( ( c . s t a t u s = open & i n d o o r . t h e r m a l = c o m f o r t −> r .
r a d i a t i o n = m a i n t a i n U c . s t a t u s = c l o s e ) | ( c . s t a t u s = open

& i n d o o r . t h e r m a l = c o m f o r t −> r . r a d i a t i o n = m a i n t a i n ) ) ) & F
! ( ( i n d o o r . t h e r m a l = c o m f o r t −> r . r a d i a t i o n = m a i n t a i n U
i n d o o r . t h e r m a l = u n c o m f o r t ) | ( i n d o o r . t h e r m a l = c o m f o r t −> r
. r a d i a t i o n = m a i n t a i n ) )
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