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Abstract—Emotion recognition can be performed automati-
cally from many modalities. This paper presents a categorical
speech emotion recognition using speech feature and word
embedding. Text features can be combined with speech features
to improve emotion recognition accuracy, and both features can
be obtained from speech. Here, we use speech segments, by
removing silences in an utterance, where the acoustic feature is
extracted for speech-based emotion recognition. Word embedding
is used as an input feature for text emotion recognition and
a combination of both features is proposed for performance
improvement purpose. Two unidirectional LSTM layers are used
for text and fully connected layers are applied for acoustic
emotion recognition. Both networks then are merged by fully
connected networks in early fusion way to produce one of four
predicted emotion categories. The result shows the combination of
speech and text achieve higher accuracy i.e. 75.49% compared to
speech only with 58.29% or text only emotion recognition with
68.01%. This result also outperforms the previously proposed
methods by others using the same dataset on the same modalities.

I. INTRODUCTION

Emotion can be automatically recognized from many
modalities: face, speech, and motion of the body’s parts. In
absence of visual feature (face and motion), speech is the only
way to recognize emotion such as in telephone line, voice
message and call center application [1]. By knowing caller
emotion automatically from a system, feedback can be taken
quickly and wisely. However, most speech emotion recognition
(SER) systems show poor performance and most of them
use acoustic features only. Here, an idea to use acoustic
and text features are proposed to improve SER performance.
This idea comes from that text can be extracted from speech
and it contributes to emotion recognition. As an example,
an interlocutor can perceive emotion not only from heard
speech but also from the meaning of spoken words. Moreover,
people tend to use specific words to express their emotion in
spoken dialog because they have learned how some words
are related to the corresponding emotions [6]. The current
research on pattern recognition also shows that the use of
multimodal features increases the performance compared to
single modality [2]. The big data research also shows that the
use of more data will improve the performance comparing
to small data on the same algorithm [3]. Given the acoustic
and text features, an improvement of SER should be obtained
based on those motivations and many technologies can take

benefits such as for more natural human-computer interaction
by recognizing expressiveness in speech.

Combination of speech and text for speech emotion recog-
nition is not new. In the previous years, there is an increase
of paper reported that use speech and text to improve the
performance of speech emotion recognition such as in [5],
[4], [2]. Min Lee et al. proposed to use text and acoustic
feature with logical "OR” function as the decision level from a
fusion of acoustic and language information [6]. Qin Jin et al.
proposes to merge acoustic and lexical features and train those
features with SVM classifier to recognize its emotion category
[7]. Recent papers on speech emotion recognition made use
of deep learning as emotion classifier. Griol et al. use various
machine learning classifiers to train three different databases
to obtain user emotion category from spoken utterances [8].

This paper reports the use of a simple method to improve
accuracy on SER by using a combination of speech and text
features. To evaluate the proposed method using a combi-
nation of speech feature and word embedding, we perform
speech emotion recognition using acoustic feature only and
text emotion recognition using word embedding only from
speech transcription. Speech feature, in this paper, is defined
as a set of acoustic features which are extracted from the
speech segments of an utterance after silence removal pre-
processing. By combining speech and text features, we expect
to outperform the highest performance result from either
acoustic and text feature. Besides that, we want to outperform
the previous research result on the same modalities and on
the same Interactive Emotional Motion Capture (IEMOCAP)
dataset [14]. Paper [2] used three modalities (speech, text, and
mocap) and obtained 71% score as the highest performance
from validation. When using two modalities (acoustic and
text), they achieved 69.74% score of accuracy. Yenigalla et
al. [5] used speech spectrogram and phoneme embedding
and they reached 73.9% as the highest accuracy score. A
deep learning approach by evaluating some systems have
been proposed by Cho et al. [4] by combining audio and
its transcript for IEMOCAP dataset. Their best unweighted
accuracy is 65.9% for all class emotion category. Here, using
speech segments of an utterance and word embedding, we
intended to exceed their maximum accuracy.

Our contributions described in this paper are as follows:

o Feature extraction based on speech region of utterance



which is obtained by silence removal technique based on
threshold and minimum duration of silence.

o Combination of speech feature above with word embed-
ding from speech transcription to improve recognition
rate of speech emotion recognition in categorical views.

The rest of this paper is organized as follows. In Section
2, we describe the dataset used in this research. Section
3 highlights the proposed method with each configuration
for speech emotion recognition using speech feature, text
emotion recognition using word embedding and a combination
of those two. In Section 4, we present and discuss results
obtained by previously explained approach. Finally, in Section
5 we conclude our works in this research and suggest some
directions for future research.

II. DATASET

IEMOCAP dataset [14] is used to evaluate the proposed
method. The IEMOCAP corpus consists of five sessions from
both scripted and spontaneous act. From total 9 categories
of emotion, only 3 emotion categories are used i.e. anger,
excitement, neutral and sadness. The total number of used
utterances is 4936 out of 10039 turns. The distribution of
utterances for each class is almost identical to make the
dataset balance. From many modalities, only speech and text
are used on this research. Speech signals in the dataset are
processed at 16 kHz of sampling rate with average length
4.5 s. For the text, average words per turn is 11.4 words
while the longest utterance has 554 words. Speech and text
are not aligned when it is processed (for feature extraction).
The processing for both modalities is performed independently
and simultaneously through its networks.

III. PROPOSED METHOD
A. Speech-based emotion recognition

Speech emotion recognition can be performed in two ways,
by direct end-to-end processing, by taking raw speech to
predict the emotions, or by step-by-step processing includ-
ing pre-processing, feature extraction, classification, and, if
needed, post-processing. We choose to follow the second
approach as it gives more interpretation on which steps gives a
better result and which step makes a worse result. Processing
whole speech yields expensive computation and unnecessary
information processing within all utterances that may result
in poor performance. One solution to deal with that issue
is by using the segmented speech part of the utterance by
removing silence for feature extraction. Although this idea is
not new, most research paper used whole speech utterances
for feature extraction such as in [2]. The use of speech only
segment for speech recognition is also criticized and not used
by some researcher as they argued that silence is effective cues
for emotion recognition [9], [10]. We extract acoustic features
from the speech segment in this research based on previously
explained advantages.

To start acoustic feature extraction from speech segment,
speech files within the dataset first are read as a vector. For
each utterance (each file), we perform silence removal to

obtain speech segments. We perform silence removal based on
two parameters: minimum threshold and minimum duration.
The algorithm to remove silence part then can be summarized
as follows:

1) Define threshold and minimum duration.

2) Scan along the samples, if amplitude of n-th sample
below the threshold, count it one (n=1).

3) Perform step 2 and counted (n=n+1) until amplitude of
n-th sample above threshold found.

4) Check the total number of accumulative samples
below threshold, if the number of n >
minimum duration, remove those n samples.

The main findings on this SER using an acoustic feature
from speech segment are the value of the threshold and min-
imum duration parameters. By some experiments, a threshold
of 0.001% and minimum duration of 100 ms. Note, that there
is no normalization on silence removal process, hence, the
found threshold value is very small due to the wide dynamics
of the speech signal. After getting the speech segment of each
utterance, we perform feature extraction based on those speech
segments. Each speech utterance is split into frames with a
hamming window and moved it by overlap steps. The total
of 34 features is extracted for each frame consist of 3 time
domain features (zero crossing rate, energy, and the entropy of
energy), 5 spectral domain features (spectral centroid, spectral
spread, spectral entropy, spectral flux, spectral roll-off), 13
MFCCs, and 13 chromas. This feature extraction process is
performed on each frame with length of 200 ms each and
50% overlap and concatenated for each utterance. For each
utterance, we take 100 number of windows/segments resulted
(100, 34) feature size as input for the acoustic classifier.

Four types of speech emotion recognition systems
with/without speech feature are evaluated to see the effec-
tiveness of proposed speech-based speech emotion recognition
against whole speech input. Those systems are:

1) Whole speech using 2 stacks bidirectional LSTM net-
works.

2) Speech segments using 2 stack bidirectional LSTM
networks.

3) Whole speech using 2 stack bidirectional LSTM net-
works and attention model.

4) Speech segments using 2 stack bidirectional LSTM
networks and attention model.

The attention model used on the third and fourth architec-
tures above is implemented from [11]. In that paper, the atten-
tion model is used to retrieve the only important information
from the previous layer by attention weight to obtain better
language translation. In another paper [15], the attention-based
model also shows superiority among other approaches for
speech recognition task, where the model is required to map
utterances from spoken to the written domain. Borrowing the
success of attention model on machine translation and speech
recognition, we expect a similar improvement for this speech
emotion recognition as the task is also similar.

For the first and second architectures, two bidirectional



TABLE I
EXAMPLE OF UTTERANCE AND ITS LABEL FROM IEMOCAP DATASET

TRANSCRIPTION.
[ Utterance [ Label ]
“Excuse me.” neutral
”That’s out of control.” angry
”Did you get the mail? So you saw my letter?” sad
”Did you get the letter?” excitement

LSTM (BLSTM) with a number of 512 and 256 hidden neural
units are stacked. Two fully connected layers then are added
with 512 and 4 units. The last unit reflects the number of
emotion category. Those first two architectures are the same
except for the input. The number of trainable parameters on
those architectures is 2,041,348 parameters for each system.

The third and fourth architectures are also the same except
for the input. A bidirectional LSTM with 256 hidden neural
units is used in the first layer. The second layer is attention
decoder with a size of (128, 128) same as attention layer on
text emotion recognition explained below. The same two fully
connected (dense) layers are also added after this attention
layer. Both dense layers use ReLU and softmax activation
function. The total number of trainable parameters on those
architectures are 14,788,612 for each system.

B. Word embedding-based emotion recognition

Even though at first it is difficult to express and recognize
emotion in the text; however, by the advancement of textual
analysis from natural language processing (NLP), it is possible
to detect emotion inside a text. The example of manual
transcription and its label is given in Table I. Based on
reference, three evaluators annotated each utterance [14]. The
label shown in Table I is the majority of annotation (two)
among three annotators. For converting utterances into vectors,
we use the basic word embedding as representations of words
in each utterance. Both features and labels are fed into deep
learning. The whole text emotion recognition can be explained
as follows.

First, we acquire each utterance text from the manual
transcription and save it in a variable. For each utterance,
we did tokenization to obtain words within one utterance.
The sample of utterance and its label is shown in Figure I.
The tokenized words then are converted into a sequence and
padded with a maximum length of 537 tokens instead of a
number of fixed lengths. The implementation of this word
embedding is based on [18]. This text feature is the input
to the text classifier.

For the classifier, we tried three different architectures
among other approaches as they show higher performance than
others. The first is Convolutional Neural Networks (CNN)
with four one-dimension (1D) convolution layers. After the
embedding layer, the number of hidden units are 256, 128, 64
and 32. Each layer has a kernel size of 3 and dropout of 0.2
(20%) with the same activation function i.e. ReLU. For the
last layer, a dense layer is added with 4 units correspond to
the total number of the emotion category. The total number of

trainable parameters for this network is 5,278,288.

The second network is long short-term memory (LSTM)
with two layers, the first one contains 256 hidden neural units
and the second one contains 256 hidden neural units. After
the second layer, we add two fully connected layers with 512
units and 4 units with ReLU and softmax activation function.
The total number of trainable parameters in this network are
3,410,288 parameters.

The last classifier is LSTM with attention decoder. For this
network, we use an LSTM with 128 unit of hidden neural
and replaced the second LSTM with attention decoder. This
attention decoder receive input from the first LSTM layer as
encoder and retrieve the weight from with attention weight.
Two parameters for this attention function is the dimension of
the hidden state (as it acts as a layer) and the length of attention
matrices. We choose a value of 128 for both parameters as
used in speech emotion recognition and added with two fully
connected layers with 512 and 4 units as previous model.
For this model, the total number of parameters is 34,057,840
parameters.

For all model, we train the input with the label at batch size
of 64, number of epochs of 50 and optimized with RMSprop
function. We split the data 80:20 for training and validation.
The obtained result is shown in Table IV.

C. Combined speech feature and word embedding

The main proposal presented in this paper is the combina-
tion of speech-based acoustic feature and word embedding for
categorical emotion recognition. The combination of feature
proposed here is the concatenation of two models in early
fusion, acoustic model and text model, where each model
consist of different networks. Some compositions of layer
combinations have been carried out to find the best model
(variation of dense, LSTM and CNN). To accommodate two
main different concepts in deep learning, CNN and LSTM, we
use both in our models. We found the three models shown in
Table II are the best obtained results among others.

TABLE II
DEEP LEARNING MODELS USED FOR COMBINATION OF SPEECH FEATURE
AND WORD EMBEDDING FOR SPEECH EMOTION RECOGNITION

[ # | text model | speech model [ concatenation model |
1 CNN Dense Dense
2 LSTM BLSTM Dense
3 LSTM Dense Dense

For model 1, four 1D convolution layers are stacked fol-
lowed by a dense layer with the number of units 256, 128, 64,
128, and 256 respectively. For speech networks, three dense
(fully connected) layers are used with 1024, 512, and 256
units. Those two networks (acoustic and text) are concatenated
and added with two dense layers with 256 and 4 units using
ReLU and softmax activation functions. These last layers after
concatenation are same for all combination models.

The second model uses two LSTM layers with 256 units
each for text input. A dense layer with 256 unit is added to
that network. For the speech network, a bidirectional LSTM



is encoded at first layer and attention decoder layer is added
after that layer with the size of (128, 128). A dense layer with
512 unit is also added at the end of the speech network. The
concatenation network adds two dense layers as the previous
model.

The last model uses two unidirectional LSTM layers for text
input the same as the second model. Here, for speech network,
LSTMs are replaced with two dense layers. No attention model
used in this third model. The concatenation network is also
the same as other previous models. For more details, the raw
model is provided in open repository'. The architecture of
model 3 can be shown in Figure 1.

text input
Word LSTM
Embedding ™1 Networks tout
Dense > outpu
Networks
Speech Dense | {predicted }
Feature Networks emotion

speech input

Fig. 1. Proposed speech - word embedding speech emotion recognition.

IV. RESULT AND DISCUSSIONS
A. Accuracy of proposed method

All models are evaluated in the same metric i.e. maximum
accuracy. Table III shows performance result in that term
for four speech models. From whole speech using LSTM
to speech-based input using BLSTM with attention, there
is accuracy improvement. The model using speech segment-
based feature extraction and BLSTM with attention achieve
the highest maximum accuracy among all speech models.
However, to achieve that result, the number of trainable
parameters is seven times from the first LSTM model. The
computation time to achieve this result also equivalents to that
comparison. This 58.29% accuracy in speech-based emotion
recognition outperforms the result reported in [19], [2] which
achieved 56.10% as the highest among them.

Table IV shows the accuracy of text emotion recognition
from word embedding input. This result shows that the last
model obtains the best result with 68% of accuracy as it uses
greater trainable parameters. The result of CNN vs LSTM
is slightly similar, but LSTM uses less trainable parameters
than CNN. In this case, we conclude that LSTM works better
compared to CNN for text emotion recognition using word
embedding as an input feature. This result on text emotion
recognition outperforms previous result on the same dataset
by Tripathi et al. [2] which achieves 65.78% accuracy.

For the combination of acoustic and text feature, the result
can be shown in Table V. Three models are evaluated as
explained in the previous section. The best result is achieved
by model 3 which consists of LSTM networks for text input
and dense networks for speech input with dense networks for
combination. This simple network reaches 75.48% of accuracy
with only 5,213,060 of trainable parameters.

Thttp://github.com/bagustris/Apsipa2019_SpeechText

TABLE III
ACCURACY RESULT OF EMOTION RECOGNITION USING SPEECH FEATURE.

[ Model [ Accuracy |
Whole speech + BLSTM 52.83%
Speech segment + BLSTM 55.26%
Whole speech + BLSTM + Attention 53.64%
Speech segment + BLSTM + Attention 58.29%
TABLE IV
ACCURACY RESULT OF TEXT EMOTION RECOGNITION USING WORD
EMBEDDING.
[ Model [ Accuracy |
CNN
LSTM 66.59%

LSTM + Attention 68.01%

65.69%

B. Discussions

Combining acoustic and text feature can be seen as a way to
maximize the performance of emotion recognition from speech
as both features are related and can be derived from speech.
How to integrate those features can be explored like in [4]
by using LSTM for an acoustic feature and multi-resolution
CNN for text feature. Instead of word embedding, a phoneme
embedding can be used, as proposed in [5]. However, the
main goal of this task is to achieve the highest accuracy
to recognize emotion category. Using simple method, LSTM
for text and fully connected networks for speech, we achieve
higher accuracy than results obtained on the previous research.

Table VI shows a comparison of our best result with others
on the same modalities and the same dataset IEMOCAP). Our
combination of acoustic and text feature close to the approach
by Tripathi et al. [2]. While they used three modalities: speech,
text, and mocap to obtain the best one, we only use speech
and text features to exceed their result. As in [2], we also used
GloVe embedding [13] for weighting word embedding which
improves the accuracy about 1-2%. Using bimodal text and
audio features, the authors of [2] reported 69.74% accuracy.

The authors of paper [5] obtained 73.9% as their best
accuracy by using only spontaneous session data. Based on
reference [19], the spontaneous data gives higher accuracy
than all data on IEMOCAP dataset (Figure 2 on that ref-
erence). Therefore, we believe that our result will higher if
we processed on spontaneous data only. The third comparison
by Yoon [12] used Multimodal Dual Recurrent Encoder with
Attention (MDREA) by utilizing Recurrent Neural Networks
(RNN) for both text and audio network. While they used
automatic speech recognition (ASR) to obtain text, we used
manual transcription for obtained word embedding which may

TABLE V
ACCURACY RESULT OF EMOTION RECOGNITION USING COMBINED
SPEECH FEATURE AND WORD EMBEDDING.

[ Model [ Accuracy |
Model #1 68.83%
Model #2 69.13%
Model #3 75.49%




TABLE VI
ACCURACY COMPARISON WITH OTHER PAPERS (SAME TEXT MODEL +
SPEECH MODEL).

[ References | Method [ Accuracy |
Tripathi [2] LSTM (Glol\)’fm]i;nbeddmg) + 69.74%
- CNN (Spectrogram) +
Yenigalla [5] CNN (Phoneme Embedding) 73.9%
Yoon [12] RNN + RNN 71.8%
Ours LSTM + Dense 75.49%

leads to higher accuracy. The use of ASR is left for future work
for comparison.

Another finding while experimenting on this research is that
the best model for each modal (speech or text), is not the best
when combined. For speech, we achieve the best model with
BLSTM and attention model, and for text, the best one is
also LSTM with attention model. However, when those two
models are combined, the result shows a low accuracy, i.e.
about 55% of accuracy (not shown on the Table as lower
than other models). We still haven’t understood yet why this
combination of the best models resulting in poor performance.
On finding the best model, we rely on some trials over some
combinations of hyper-parameters values.

The intuition to use speech segment only of an utterance
for feature extraction is that this part will give better emotion
recognition compared to whole speech including noises and
silence parts. As predicted, for speech emotion recognition
using the acoustic feature only, the speech segments give
higher accuracy than whole speech. This speech emotion
from speech segment-based acoustic feature extraction also
outperforms the previous results on using speech feature only
such as results presented in [16], [2], and [17]. The human
perception on speech emotion not only relies on the vocal tone
that corresponds to acoustic feature but also verbal context
on the meaning of what is spoken. This intuition leads us to
use word embedding for an additional feature. By using deep
learning, we can easily experiment on some architectures and
changing some hyper-parameters values.

A simple model to improve the SER accuracy is obtained by
integrating LSTM with fully connected (dense) layers. After
running some experiments, an accuracy of 75.49% is achieved.
However, due to random initialization of GPU and CPU used
for computation, it needs to be performed several times to
obtain the similar result although a fixed random number is
initialized at the top of the computer program for deep learning
computation. A strategy to obtain consistent high accuracy is
needed for future research to enable benchmarking with other
speech emotion recognition studies.

V. CONCLUSIONS

This paper reported speech emotion recognition using
speech feature and word embedding. A set of acoustic features
were extracted from the speech part of the utterances, and
a set of sequences were generated from word embedding.
For classification, LSTM was used for text input while the
fully connected network was used for speech input; both are

concatenated with fully connected layers. The achieved accu-
racy by the proposed method is 75.49% which outperforms
previous research on the same dataset and similar modalities.
For future research, the proposed method could be used for
other datasets to check the consistency of the obtained result.
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