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Abstract

With the rapid development of information and communication technology in
the 21st century, human life has also undergone tremendous improvements.
In the field of education, we have considerable expectations and emphasis
on the development of the web resources such as Linked Open Data(LOD)
which is combined a blend of Linked Data and Open Data. LOD breaks down
barriers between different data formats and sources. Web-based investigative
learning is one of the learning approaches benefited from.

As the model of Web-based investigative learning provides a platform for
learners to create their own learning scenarios by organizing knowledge over
the web in self-directed way. This kind of knowledge management activity
helps learners to achieve a high cognitive load on investigation. However, it is
difficult for learners to discover related concepts among a vast number of un-
structured web resources concurrently with a better knowledge construction
process. Therefore, this research aims to propose a method to recommend
semantic-related concepts with Linked Open Data for learners during the
investigation of the web-based investigative learning process.

We proposed a Semantic-awareness Recommendation System which ex-
tracting the relevant concepts at different levels from DBpedia. DBpe-
dia is a linked open data project which extracts structured content from
Wikipedia. Those structured content represented as Resource description
framework(RDF) graph allowed the user to query the relationships and prop-
erties of Wikipedia resources semantically. In this work, generating a reg-
ulated concept map based on the initial question for the recommendation,
three significant elements would be considered:

• Semantic relations: According to the SKOS document, the properties
broader and narrower are used to assert a direct hierarchical link be-
tween two concepts.

• Node importance: The PageRank algorithm would calculate the impor-
tance of the concepts extracted by regulated SPARQL query strategy.

• Content containment: It is based on concept utility. For example,
not every concept has definition in DBpedia. The hypothesis is which
concept without definition is not important for the recommendation.



For the concepts extraction, we proposed a Regulated Concept Map Gen-
eration process by using regulated SPARQL query strategy. We firstly ex-
tract Simple Knowledge Organization System(SKOS) Concepts(RDF graph)
from DBpedia using SPARQL query. Then, related concepts with seman-
tic relations(Broader-Narrower) would be returned. The essential property:
SKOS:broader would be used. This property represents a hierarchical rela-
tion between concepts. It is important for us to regulate the SPARQL query
strategy if we aim to recommend the related concepts at different levels with-
out preventing learners from their self-directed investigation. The regulated
concepts map is a collection of entities called nodes, which are concepts that
we are going to recommend to learners. Concepts are linked by edges with the
property SKOS:broader(Broader) and is SKOS:broader of (Narrower).

Since the PageRank algorithm is generally used as an index to decide the
importance of nodes in a directed graph such as the RDF graph. Therefore,
the PageRank algorithm is suitable for the concept importance estimation of
this work, and we named it as Semantic-aware PageRank. We assume that
the importance of a concept node is determined by the number of outbound
links on that concept. The probability of random surfer a node is weighted
by the total number of nodes in the Regulated Concept Map.

Before updating the recommendation list to learners, we have to filter
those concepts which are not important. In this work, we would filter con-
cepts based on the concept’s utility. Since not every concept has a definition
on DBpedia, the hypothesis that the concept has no definition on DBpedia
is not significant for the recommendation.

For the evaluation, the concept importance estimation results would be
analyzed by Spearman’s correlation coefficient. Spearman’s correlation co-
efficient measures the strength and direction of the association between two
ranked variables. we had compared the strength and direction of the associa-
tion between DBpagerank, User expectation, and Semantic-aware PageRank
by Spearman’s correlation coefficient. Owing to the finding of analyzing
results, Semantic-aware PageRank maintained most serious strength of the
association between User expectation. Furthermore, a case study was con-
ducted for testing the hypothesis that using our proposed recommendation
system could help learners strengthen the knowledge construction process by
discovering semantic-related concepts during Web-based investigative learn-
ing. The results evaluated by statistical methods suggest that Semantic-
awareness recommendation with linked open data promotes the efficiency of
the knowledge construction process.
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Chapter 1

Introduction

1.1 Research Background

With the rapid development of information and communication technology in
the 21st century, human life has also undergone tremendous improvements.
In the field of education, we have considerable expectations and emphasis on
the development of the web resources such as Linked Open Data(LOD)[8]
which is combined a blend of Linked Data and Open Data. LOD breaks
down barriers between different data formats and sources. Web-based in-
vestigative learning[12] is one of the learning approaches benefited from. It
allows learners to investigate any topics to learn in a self-directed way.

The web-based investigative learning model included three processes[15]:
search for web resources, navigational learning, and question decomposition.
Learners need to select suitable and reliable resources against an initial key-
word for knowledge construction from a vast number of web resources by
themselves. This learning means searching the meaning of the initial keyword
and exhaustively investigating many concepts related to the initial question
and construct broader and deeper knowledge. By repeating these processes
cyclically, learners are expected to create a learning scenario that means
turning those unstructured web resources into structured resources to make
their knowledge construction process strengthen. However, it is difficult for
learners to discover related concepts among a vast number of unstructured
web resources concurrently with a better knowledge construction process.

Therefore, this thesis aims to propose a method to recommend semantic-
related concepts with LOD for learners during the investigation of the web-
based investigative learning process. LOD is a set of structured data inter-
linking with related ones on the Web. In this work, we use DBpedia[16].

1



1.2 Problem Statement

In the previous works of web-based investigative learning, Hagiwara et al.[12]
proposed an approach to diagnosing insufficiency of a learning scenario cre-
ated by a learner to extract and recommend Question keyword(Q-keyword)
representing sub-keyword to be decomposed using Linked Open Data. The
adaptive recommendation makes an effort to help learners who have diffi-
culty constructing a learning scenario, sufficiency decomposing the learning
scenario, and observing the relation between Q-keyword during web-based
investigative learning. However, when we focus on learners’ self-initiative,
the recommendations should follow their learning process from the decom-
position and the comprehensive concepts that learners are newly interested.

For supporting the long-term learning scenario creation, Yamauchi[23]
proposed a method that computes the relevance between two Q-keywords for
learners to obtain the awareness between a pair of concepts. His work does
provide a good chance for learners to recognize the relation between learning
scenarios partially by exploiting LOD. However, the capabilities of LOD was
underutilized. It is not representative enough to express the relation between
concepts comprehensively.

Several research projects[20][10] focus on semantic path-based ranking
using LOD such as DBpedia to generate a ranked recommendation list and
tuning the weights of features gathered from DBpedia to increase recom-
mendation accuracy. However, according to the criteria of web-based in-
vestigative learning, every learner will create specific learning scenarios in a
self-directed way against different Q-keywords.

In order to tackle those issues, we proposed a method to generate the
regulated concept map against selected keyword for recommending the rele-
vant concepts at different levels without preventing learners from their self-
directed investigation with LOD and Semantic relations between concepts.
We also proposed defining concepts related to the initial keyword by em-
ploying a Simple knowledge organization system, PageRank algorithm, and
filtering strategy against DBpedia.

1.3 Thesis Structure

The structure of this thesis is as follows:

• Chapter 1 : Introduction.
In this chapter, we introduce the aims of this research, and the problems
we face were also stated.
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• Chapter 2 : Research Background.
In this chapter, essential background knowledge for this research would
be introduced.

• Chapter 3 : Semantic-awareness Recommendation System.
In this chapter, we introduce how the recommendation system was
designed which included Regulated Concept Map generation, Concept
Importance Estimation and Filtering.

• Chapter 4 : Evaluation.
In this chapter, we aim to evaluate the concept importance estimation
and recommendation approach we proposed by statistical methods.

• Chapter 5 : Conclusion.
In this chapter, we concluded achievements of this work and how could
it be improved in the future.
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Chapter 2

Research Background

This chapter will introduce significant background knowledge for this re-
search.

2.1 Connectivism

According to the definition of connectivism[19], learning is no longer just a
process of personal acquisition of materialized knowledge, but a process of
establishing connections to build an individual’s internal cognitive network
and external social network. Web-based investigative learning[15] provides
a platform for learners to investigate the knowledge that resides in the Web
needs to be connected. This kind of knowledge management activity helps
learners to address those issues of organizational knowledge and transference.
It could be seen from previous work[15] that web-based investigative learning
improves the efficiency of the knowledge construction process for learners.

2.2 Web-based Investigative Learning

Since the proposed recommending approach is for Web-based investigative
learning, the basis of such learning and the cognitive tool named interac-
tive Learning Scenario Builder(iLSB)[14] conducted for promoting question
decomposition will be described.

In the previous work of Web-based investigative learning[15], this learning
model included three stages(Figure 2.1): searching for web resources/pages,
navigational learning, and question decomposition. Firstly, learners would
search for web resources with a keyword representing an initial keyword also
named Q-keyword. This stage aims to find out appropriate web resources for
question investigation. Then, learners could navigate those resources selected

4



in the previous stage for the knowledge construction process during the nav-
igational learning stage. Meanwhile, they would also extract keywords from
navigated resources. Finally, learners could build their own learning scenario
by reviewing the knowledge constructed in the navigational learning stage to
decompose the Q-keyword into sub-question to be further investigated.

Figure 2.1: The model of Web-based investigative learning[15].

The main feature of web-based investigative learning is to turn those un-
structured web resources into structured resources by learners in their self-
directed way. By comparing web resources with traditional text resources,
text resources are well structured and provide learning scenarios that im-
ply the questions to be investigated and their sequence, such as the table of
contents. On the other hand, Web resources are unstructured and do not
provide learning scenarios in advance. Therefore, learners need to decom-
pose questions into related ones as sub-questions while constructing their
knowledge. It implies that learners are expected to investigate questions in a
self-directed way. Meanwhile, learners should create their learning scenarios
and construct their knowledge concurrently. As a result, learners would have
a high cognitive load on the investigation.

However, it is difficult for learners to discover concepts related to exist-
ing learning scenarios and estimate the relevance between a bunch of related
concepts. If learners create a new learning scenario with weak relevance be-
tween previous scenarios they created, it is difficult for them to strengthen the
knowledge construction process. Therefore, the necessity of recommendation
should be regarded.
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2.2.1 interactive Learning Scenario Builder (iLSB)

In order to scaffold learners’ investigative learning process as modeled, a
cognitive tool named interactive Learning Scenario Builder(iLSB)(Figure
2.2)[14] has been developed as an add-on for Firefox. iLSB provides scaffold-
ing functions, Searching engine for gathering learning resources, Keyword
repository for constructing their knowledge, and Question tree viewer for
creating their learning scenario. Owing to previous work finding[15], it has
ascertained that iLSB could promote question decomposition in Web-based
investigative learning.

Figure 2.2: User interface of iLSB[14].

2.3 Linked Open Data

In 1989, Tim Berners-Lee invented the first proposal[8] for the World Wide
Web. The proposal outlined the principal concepts, and it defined important
terms behind the Web, such as describing the Internet as a system of an
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interlinked hypertext document. He founded the World Wide Web Consor-
tium(W3C) to maintain the development of those open standards to ensure
the long-term growth of the Web. In addition to the classic “Web of doc-
uments”, W3C also built a technology stack to support a “Web of data”
named linked data. The ultimate goal of linked data is to enable computers
to do more useful work and develop systems that can support trusted interac-
tions. The term “Semantic Web” refers to W3C’s vision of the Web of linked
data. Semantic Web technologies enable people to create data stores on the
Web, build vocabularies, and write rules for handling data. Linked data are
empowered by technologies such as RDF, SPARQL, OWL, and SKOS. In
2006, Berners-Lee released the principles of linked data[3]:

• Use URIs as names for things.

• Use HTTP URIs so that people can look up those names.

• When someone looks up a URI, provide useful information.

• Include links to other URIs. so that they can discover more things.

Therefore, Linked Open Data is a set of structured data interlinking with
related ones on the Web that is linked and uses open resources. One remark-
able example of a LOD set is DBpedia which extracts structured information
from Wikipedia and makes it available on the Web. In this work, we will
retrieve relevant concepts from DBpedia for the recommendation.

2.4 DBpedia

Since its establishment in 2007, the DBpedia project[16] has been sustain-
ably releasing large and open data sets, which are extracted from Wiki-
media projects(such as Wikipedia and Wikidata[21]). The data has been
extracted using a sophisticated software called DBpedia Information Extrac-
tion Framework (DIEF) and represented by using the Resource Description
Framework(RDF)[4]. In the last few years, the system has received many
extensions and fixes from the community, which leads to the creation of a
stable release version. Furthermore, by the effort of the W3C Semantic Web
Education and Outreach (SWEO) interest group, DBpedia interlinked to a
lot of massive Linked Open Data sets. Figure 2.3 shows the Linked Open
Data Cloud[2] that DBpedia plays a significant part in Linked Open Data.

7



Figure 2.3: The Linked Open Data Cloud[2].

The English version of DBpedia contains 6.0 million entities, of which
4.6 million have abstracts[1]. It means DBpedia has a huge range of sub-
ject coverage. Moreover, DBpedia also consists of 5.0 billion pieces of in-
formation(RDF triples)[1] extracted from the English edition of Wikipedia.
Meanwhile, an information extraction framework that included extraction,
clustering, uncertainty management, and query handling was developed by
the DBpedia community[16]. Figure 2.4 shows the overview of DBpedia com-
ponents. It means that it is convenient for us to query those structured data
represented by the Resource Description Framework, especially the relation-
ships and properties of information. All in all, for retrieving concepts to
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provide a recommendation, DBpedia is a reliable data-set for this work.

Figure 2.4: The overview of DBpedia components[16]

2.5 Resource Description Framework

Resource description framework(RDF)[4] was conducted by RDF Core Work-
ing Group under W3C. RDF data represent a data model for the information
over the web as well as DBpedia. The model of RDF data express informa-
tion in a triple, which included three elements such as subject, predicate,
and object. Figure 2.5 shows an instance on DBpedia that the relationship
between subject and object is described by predicate which is directional and
represented by property.
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Figure 2.5: An instance of RDF on DBpedia

We could immediately realize that a collection of triples can be repre-
sented as a graph data model named as RDF graph[4] which is labeled and
directed. This kind of structured data benefited the construction of content
that we are going to recommend in our proposed method.

2.6 SPARQL Query

For querying the RDF data, SPARQL Protocol and RDF Query Language
(SPARQL) was developed by the W3C RDF Data Access Working Group
(DAWG)[6]. It is a standard query language and protocol for RDF graph
data. SPARQL query is used for querying required and optional RDF graph
patterns with specifying conjunctions and dis-junctions. Generally, in the
SPARQL query, whether subject, predicate, or object could be the target
variable of the RDF graph data. That is to say, sending a SPARQL query
is a process to search the RDF graph data, which matches with required
graph patterns. According to DAWG[6], the SPARQL query form included
SELECT, CONSTRUCT, DESCRIBE and ASK. By the combination
with modifiers such as LIMIT, ORDER BY, FILTER, and so on, we could
easily query all of the required graph patterns as we need against LOD. By
sending the SPARQL query to Public DBpedia SPARQL endpoint1, we could
extract all of the RDF graphs in DBpedia. Figure 2.6 shows an example of
retrieving top-10 Universities which are ordered by DBpageank[13].

1Public DBpedia SPARQL endpoint: https://dbpedia.org/sparql
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Figure 2.6: An example of retrieving top-10 Universities on DBpedia.

2.7 Simple Knowledge Organization System

Simple knowledge Organization System(SKOS)[5] is a W3C recommenda-
tion document that defined a standard data model for sharing and linking
knowledge organization systems via the semantic web. The principal element
categories of SKOS are concepts, labels, notations, documentation, semantic
relations, mapping properties, and collections. It is useful for us to describe
the relationship between concepts, such as in a semantic-awareness way. The
associated elements are listed in the table below.
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Table 2.1: Properties of Simple Knowledge Organization System[5]

2.8 PageRank Algorithm

PageRank algorithm is a major algorithm that Google uses to evaluate the
relevance or importance of a web page. There are two different versions
of the PageRank algorithm were published by Lawrence Page and Sergey
Brin in several publications[9][18]. Section 2.8.1 shows the Original Google’s
PageRank algorithm, and Section 2.8.2 describes the second version.

2.8.1 The Original Google’s PageRank Algorithm

Quoting the description of the Original PageRank algorithm published by
Page and Brin[9] is given by:

PR(A) = (1− d) + d(
PR(T1)

C(T1)
+ ...+

PR(Tn)

C(Tn)
)

Where:

• PR(A) is the Original Google PageRank of page A.

• PR(Tn) is the Original Google PageRank of page Tn which linked to
page A.

• C(Tn) is number of the outbound links on page Tn.

• d is a damping factor that could be set between 0 and 1.
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• n is the total number of pages that linked to page A

In the Original Google’s PageRank algorithm, the importance of a page T is
constantly weighted by the number of its outbound links C(T ). It means that
the more outbound links a page T has, the less page A would be benefited
by a link from page T . The PageRank value of page A would be the sum of
the inbound links which multiplied by a damping factor d is generally set to
0.85[11].

2.8.2 The Second Version of Google’s PageRank Algo-
rithm

For the second version, the PageRank value of page A is as follows[18]:

PR(A) =
(1− d)

N
+ d(

PR(T1)

C(T1)
+ ...+

PR(Tn)

C(Tn)
)

Obviously, these two versions of the PageRank algorithm have no fundamen-
tal difference between each other. However, in the second version, it adapts
(1 - d)/N instead of (1 - d) where N is the sum of all web pages. It means
the probability of a random user surfer a web page is weighted by the total
number of web pages. It forms a probability distribution over web pages,
and the sum of PageRank value of all pages on the web would be 1.

2.9 Related Works

This work is inspired by the previous researches of web-based investigative
learning providing high-quality recommendations and awareness of the rele-
vance between concepts for learners to strengthen their knowledge construc-
tion process.

2.9.1 Adaptive Recommendation for Question Decom-
position in Web-based Investigative Learning

According to previous works of Web-based investigative learning, Hagiwara
et al.[12] pointed out that learners often suffer from question decomposition
during Web-based investigative learning. It is difficult for learners to make
a sufficient investigation in concurrence with navigation and knowledge con-
struction. Therefore, an adaptive recommending strategy for providing a
related sub-question keyword against an initial Q-keyword by extracting the
data from DBpedia was proposed. Owing to the finding of this work, it
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is ascertained that providing recommendations could promote the question
decomposition and elaborate their knowledge constructed. However, the rec-
ommending strategy should not only focus on question decomposition but
also learners’ self-initiative. Therefore, we proposed an approach that rec-
ommends the relevant concepts at different levels without preventing them
from the self-directed investigation.

2.9.2 Relevance between Q-keywords Corresponding
to Transition of Interest in Web-based Investiga-
tive Learning

For concerning the transition of interest in web-based investigative learning,
Yamauchi[23] pointed out that we should focus on the initial Q-keyword and
those concepts learners are newly interested in. He defined three parameters
to calculate the relevance between two questions by LOD as follows:

• Question distance: The number of nodes that appear in the shortest
path to connect two questions on DBpedia.

• Question similarity: Simpson’s coefficient between two sets consisted
of related words of each question.

• Question coupling: The number of found elements connecting with
question keyword in both directions on DBpedia.

By means of DBpedia, the relevance between a pair of Q-keywords could
be calculated. His work breaks down the barriers of evaluating the relevance
between different learning scenarios in Web-based investigative learning. By
exploiting the capabilities of LOD, we could express the relations between
concepts comprehensively over the semantic web. Therefore, for our proposed
method, those recommended concepts related to the initial Q-keyword will
be defined by three elements which included Semantic relations, Node
importance and Content containment. It would be further explained in
the following chapter.
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Chapter 3

Semantic-awareness
Recommendation System

3.1 System Design

The design of the Semantic-awareness recommendation system is illustrated
in Figure 3.1. Firstly, the system requests learners to input an initial ques-
tion for extracting relevant concepts from DBpedia. The initial question
could be the concepts existed in the learning scenarios used to create or
other keywords that learners are newly interested in. By means of a regu-
lated SPARQL query strategy, we can retrieve related concepts at different
levels. The Regulated Concept Map Generation process would be presented
in Section 3.2. Secondly, Concept importance estimation will be mentioned
in Section 3.3. In this work, we employ PageRank algorithm to estimate the
importance of those concepts we retrieved in the previous section. The im-
portance of nodes in generated Regulated Concept Map would be calculated
by the PageRank algorithm. Finally, it is significant for us to define the
filtering condition before updating the recommendation list to the learner.
The filtering strategy is based on the content containment of the concept.
Which means that if there is no definition on DBpedia for the concept, we
have to filter it. The details of the filtering strategy would be mentioned in
Section 3.4. As a result, proposed system updates the recommendation list
for learners to continue the navigational learning process.
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Figure 3.1: Overview of Semantic-awareness recommendation system[5].

3.2 Regulated Concept Map Generation

In this section, we will introduce how the regulated concept map was gen-
erated. We extract the relevant concepts at different levels from DBpedia
using the SPARQL query. Meanwhile, the regulated SPARQL query strat-
egy was defined. In this work, generating a regulated concept map based on
the initial Q-keyword, three significant elements would be considered:

• Semantic relations: According to the SKOS document, the properties
broader and narrower are used to assert a direct hierarchical link be-
tween two concepts.

• Node importance: The PageRank algorithm would calculate the impor-
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tance of the concepts extracted by regulated SPARQL query strategy.

• Content containment: It is based on concept utility. For example,
not every concept has definition in DBpedia. The hypothesis is which
concept without definition is not important for the recommendation.

3.2.1 SPARQL Query and Simple Knowledge Organi-
zation System(SKOS)

DBpedia is a linked open data project which extracts structured content from
Wikipedia[16]. Those structured content represented as RDF graph allowed
the user to query the relationships and properties of Wikipedia resources
semantically. We can either download the entire data set or access it by
the public SPARQL endpoint. In this work, accessing DBpedia by public
SPARQL endpoint is preferred since DBpedia’s dataset will be updated in
the future.

As we mentioned in Section 2.7, The important elements Concepts and
Semantic Relations of the SKOS were employed in this work. SKOS con-
cept is defined as RDF resources, and SKOS semantic relations are designed
to declare the relationship between concepts within the scheme. The associ-
ated elements were employed in this work are listed in the table below.

Table 3.1: Properties of SKOS were employed in this work[5]

Extracting semantic related concepts from DBpedia, we firstly extract
SKOS Concepts(RDF graph) from DBpedia using SPARQL query. Then,
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related concepts with semantic relations(Broader-Narrower) would be re-
turned. The essential property: SKOS:broader would be used. This prop-
erty represents a hierarchical relation between concepts. For example, A
SKOS:broader B means B is broader and has more general meaning than
A. Narrower follows in the same pattern. Take an initial Q-keyword Ma-
chine learning as an instance(Figure 3.2). If we want to find out those
concepts have broader relation with the initial Q-keyword, we first send the
SPARQL query to extract keywords with semantic relations, and the related
keywords will be returned.

Figure 3.2: Extracting SKOS Concepts(RDF graph) from DBpedia using
SPARQL query.

Public SPARQL endpoint could return the query results in different for-
mats such as JSON, CSV, and N-Triples. In this work, we select N-Triples for
the result format since it is convenient for us to convert undirected graphs to a
directed graph with two directed edges for each undirected edge. N-Triples is
a line-based, plain text format for encoding an RDF graph. It is not only for
the calculation of PageRank algorithm but also for the A is SKOS:broader
of B relation between concepts narrower of A SKOS:broader B.

3.2.2 Directional SPARQL Query Strategy

It is important for us to regulate the SPARQL query strategy if we aim
to recommend related concepts at different levels without preventing learn-
ers from their self-directed investigation. The regulated concepts map is
a collection of entities called nodes, which are concepts that we are going
to recommend to learners. Concepts are linked by edges with the property
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SKOS:broader and is SKOS:broader of. The queries asking for broader
nodes and narrower nodes used in this research are as follows.

Figure 3.3: The query for extracting broader concepts of initial Q-keyword.

Figure 3.4: The query for extracting narrower concepts of initial Q-keyword.

By combining the queries above, Figure 3.5 shows all of the semantic
related concepts at different levels on DBpedia could be extracted. We need
to pay attention to the definition of the PageRank algorithm. If the node
has no outbound link, its importance would be 0. Therefore, it is necessary
for us to adjust the range of the SPARQL query for the regulated concept
map. Figure 3.6 shows an instance that when we focus on the importance of
Parent Nodes and Sibling Nodes from Parents Node, the range of SPARQL
query should be more in-depth.
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Figure 3.5: Overview of regulated concept map generation
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Figure 3.6: An instance that how we arrange the range of SPARQL query.

3.3 Concept Importance Estimation(Semantic

aware PageRank)

The original PageRank algorithm was introduced in section 2.8. In the orig-
inal paper that Lawrence Page and Sergey Brin published, they consider the
PageRank algorithm as a model of user behavior who randomly suffer a web
page with a certain probability, and the probability is given by the links on
that web page. Moreover, due to the previous work finding[13], the PageR-
ank algorithm is also generally used as an index to decide the importance of
nodes in a directed graph such as the RDF graph. Therefore, the PageR-
ank algorithm is suitable for the concept importance estimation of this work,
and we named it as Semantic-aware PageRank. In this research, a regulated
concept map is a set of interlinked nodes, and we defined:

• The number of all nodes in Regulated Concept Map as |R|.

• A set of nodes x with the links {x, r} ∈ E where r ∈ R as Br.

• The number of links from node x as Cx.
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Eventually, we can calculate the PageRank value for all nodes in Regulated
Concept Map PRr based on the equation below:

PRr =
1− d
|R|

+ d
∑
x∈Br

PRx

Cx

Where d is a damping factor, which is set as 0.85[11].
We assume that the importance of a concept node is determined by the

number of outbound links on that concept. The probability of random surfer
a node is weighted by the total number of nodes in the Regulated Concept
Map. The equation above forms a probability distribution only over all the
nodes in the Regulated Concept Map, and the sum of them would be 1.

In fact, there existed the calculated PageRank value for DBpedia. There
are the reasons that we did not generally use the calculated PageRank value
on DBpedia for concept importance estimation. The first reason is that
it is significant for us to regard learners’ knowledge construction process
during Web-based investigative learning. Concepts were recommended to
guide learners to navigate related concepts with strong relevance between
initial Q-keyword. The second reason is that it is essential for us to regard
the content containment of those recommended concepts. Concepts such
as Time period have certain importance in general cases. However, for the
knowledge construction process, the utility of the concept is not important for
the recommendation. These reasons concluded the importance of directional
SPARQL query strategy.

3.4 Filtering

Before updating the recommendation list to learners, we have to filter those
concepts which are not important. In this work, we would filter concepts
based on the concept’s utility. Since not every concept has a definition on
DBpedia, the hypothesis that the concept has no definition on DBpedia is not
significant for the recommendation. We would explain it through a practical
case.

Setting Natural Language Processing as an initial Q-keyword, Figure
3.7 shows the range of the directional SPARQL query and nodes that its
concept importance would be calculated. By means of the proposed Concept
importance estimation approach, we got the ranking list here:
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Table 3.2: Top 10 concepts related to Natural Language Processing sort by
Semantic-aware PageRank.

From Concept PageRank value
parent Artificial intelligence applications 0.04195
parent Natural language and computing 0.04156

siblingparent Character encoding 0.03461
siblingparent Computing by natural language 0.03171
siblingparent Computational linguistics 0.03020
siblingparent Language software 0.02873
grandparent Linguistics 0.02483
siblingparent Internationalization and localization 0.02327

child Corpus linguistics 0.02227
siblingparent Language-specific Linux distributions 0.02150

Figure 3.7: The range and nodes will be applied for the practical case.

By sending the SPARQL query to the public SPARQL endpoint as fol-
low(Figure 3.8), we could easily discover that a concept of Language-specific
Linux distributions has no definition on DBpedia, and it would be filtered.
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Figure 3.8: The SPARQL query for filtering.
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Chapter 4

Evaluation

In this section, the ranking results would be analyzed by Spearman’s correla-
tion coefficient. Spearman’s correlation coefficient measures the strength and
direction of the association between two ranked variables. Furthermore, a
case study would be conducted in order to test the hypothesis that using the
Semantic-awareness recommendation with linked open data could help learn-
ers strengthen the knowledge construction process by discovering semantic
related concepts during Web-based investigative learning.

4.1 Comparison between Semantic-aware

PageRank, DBpagerank and User expec-

tation

This experiment would be conducted to measure the strength of the associ-
ation between Semantic-aware PageRank, DBpagerank and User expectation
against the concepts extracted by the regulated concept map. DBpagerank[16]
is the PageRank value for all the resources in DBpedia calculated by the DB-
pedia community. For the ranking list arranged by Professor, we consider
it as the user expectation. In total three pairs of variables and the direc-
tion of the relationship would be analyzed. We would employ two initial
Q-keywords, Machine learning and Smoking, and two regulated query
strategy(More general and More specific) would be applied. Three pairs of
variables would be analyzed:

Pair A

• Ranking list sort by Semantic-aware PageRank.

• Ranking list sort by DBpagerank.
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Pair B

• Ranking list sort by DBpagerank.

• Ranking list arranged by Professor.

Pair C

• Ranking list sort by Semantic-aware PageRank.

• Ranking list arranged by Professor.

All of the recommended concepts and its ranking(If the values are same,
the rank of the average value is returned.) are shown as follows:

Table 4.1: More general concepts of Machine learning recommended by
proposed method and its ranking.
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Table 4.2: More specific concepts of Machine learning recommended by
proposed method and its ranking.

Table 4.3: More general concepts of Smoking recommended by proposed
method and its ranking.
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Table 4.4: More specific concepts of Smoking recommended by proposed
method and its ranking.

4.1.1 Analysis of Spearman’s Correlation Coefficient

Spearman’s correlation coefficient[7] is a statistical measure of the strength of
a monotonic relationship between paired data. In a population, it is denoted
by rs and is by design constrained as follows:

−1 ≤ rs ≤ 1

According to the definition, the closer rs is to ±1, the stronger the monotonic
relationship. Since the correlation is an effect size, we could verbally describe
the strength of the correlation using the following guide for the absolute value
of rs[7]:

• 0.00 - 0.19 : Very weak

• 0.20 - 0.39 : Weak

• 0.40 - 0.59 : Moderate

• 0.60 - 0.79 : Strong

• 0.80 - 1.0 : Very strong
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For determining the significance of this test, we have to test the null hy-
pothesis H0 where there is no monotonic correlation the population ,against
the alternative hypothesis H1, where there is monotonic correlation. Let ρs
as the Spearman’s population correlation coefficient then we can thus express
this test as follow:

H0 : ρs = 0

H1 : ρs 6= 0

α = 0.05

4.1.2 Analysing Results

The analysing results for those three pairs of ranking lists are as follows:
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Table 4.5: The analysing results of of Spearman’s Correlation Coefficient.

By the observation of the analysing results above, for the recommen-
dation list of Machine learning(More general)(rs = 0.5714, n = 20,
P < 0.05), Smoking(More general)(rs = 0.4938, n = 20, P < 0.05) and
Smoking(More specific)(rs = 0.4573, n = 20, P < 0.05), Pair C main-
tained the highest value of the Spearman’s Correlation Coefficient. It shows
that, in most cases, there are a moderate , positive monotonic correlation
between Ranking lists sort by Semantic-aware PageRank value and ranking
lists arranged by Professor(User expectation).
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4.2 Case Study

The criteria of this case study are as follows: By applying two directional
SPARQL query strategies(Figure 4.1) to 4 question keywords which are Ma-
chine learning, Nuclear power, Governance, and Smoking, we test
the efficiency of the proposed recommendation system in Web-based inves-
tigative learning. By asking participants to pick out those concepts that
are more general or more specific in meaning to the initial question keyword
in the limited time. Meanwhile, the link to the concepts’ definition page
on DBpedia will be provided as a reference during the tasks. It simulates
the navigational learning of Web-based investigative learning that learners
could navigate those resources recommended by the proposed approach for
knowledge construction process during the navigational learning stage.

Figure 4.1: Two directional query strategies for the case study.

There are 4 sections in total. For each section, participants would process
3 tasks as follows:

• Picking out those concepts that are more general or more specific in
meaning to the initial question keyword.
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• Writing down three most important concepts they selected in the pre-
vious task.

• Post-test questionnaire.

In this case study, the control variables are as follows:

• Time is limited for each section(25 minutes for each, 100 minutes in
total).

• Two directional query strategies would be included(Figure 4.1).

• 20 concepts would be shown as recommendations for each Q-keyword(10
for more general and 10 for more specific).

• Ranking list would be adjusted according to the requirement. For ex-
ample, if the task is asking learner to pick out more general concepts to
the initial Q-keyword, those top 10 concepts recommended by proposed
method would be moved to the top.

Independent variable: Ordering of recommended concepts.

• Control group: Sort by DBpagerank.

• Experimental group: Sort by Semantic-aware PageRank.

Dependent variable(Comparison point):

• The number of concepts that participants pick out during the limited
time.

• How well the important concepts determined by participants match the
important concepts recommended by the system.

Target participants: 20 JAIST students.

4.2.1 Analyzing Results of First Task

For measuring the difference of the number of concepts that participants
pick out during the limited time between two groups, the Mann-Whitney U
Test[17] is employed. The purpose of this non-parametric measurement is
to compare the difference between two populations. The basis on which we
make inferences is also based on the sampling distribution composed of all
the possible sample characteristics. Therefore, we test the hypothesis below:
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• H0 : There is no difference in number of concepts selected between two
groups.

• H1 : There is a difference in number of concepts selected between two
groups.

• α = 0.05

• Sampling distribution Z(critical) = ±1.96

Instead of calculating the difference in the average, we calculate the verifica-
tion statistical value U which is based on the grade of the variable score in
the sample. For calculating the U value, we first merge all the observations
from both groups to one set the two populations which are the number of
concepts that participants pick out during the limited time, and then give
the grades according to the value of the variable items. The higher value
would maintain a higher grade, and then they would sort by order(from high
to low). Then add up the grades assigned to each sample. Finally, compare
the difference in the sum of levels between the two populations. Here we
have:

U1 = N1N2 +
N1(N1 + 1)

2
−
∑

R1

• N1 and N2 are the sample size of each group.

•
∑
R1 is the sum of the ranks in controlled group which is equal to

1305.

An equally valid formular U2 is as follow:

U2 = N1N2 +
N2(N2 + 1)

2
−
∑

R2

•
∑
R2 is the sum of the ranks in experimental group which is equal to

1935.

and
U = min(U1, U2) = 485

For large samples, U is approximately normally distributed. Therefore, the
value of the standardized value Z(statistic) would be :

Z(statistic) =
U − µu

σu
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Where µu and σu are the mean and standard deviation. µu and σu are given
by:

µu =
N1N2

2

σu =

√
N1N2(N1 +N2 + 1)

12

As a result,

Z(statistic) =
485− 800

73.94
= −4.26 < −1.960

Since Z(statistic) < −1.960 with α = 0.05(Two tailed), we have to reject H0,
and state that there is a difference in a number of concepts selected between
the controlled group and experimental group.

Skewness is a measure of symmetry, and Kurtosis describes the tail shape
of the data’s distribution. By the observing Descriptive statistics(Table 4.6)
for two groups in this case study, the data of the experimental group forms
a negative skewness. The data distribution of the experimental group is
left-skewed which means during the task of the experimental group, learners
tend to select more concepts than the controlled group. Moreover, the data
distribution of the experimental forms a positive kurtosis which indicates a
fat-tailed distribution. It refers to an increase in the probability of concepts
being selected for an extreme number in the experimental group.

Table 4.6: Descriptive statistics for two groups in this case study.

4.2.2 Analyzing Results of Second Task

During the second task, participants were asked to write down the three
most important concepts they selected in the previous task. In previous
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task, there are 20 concepts in the recommendation list(10 for more general
and 10 for more specific). The ranking list would be adjusted according to the
requirement. For example, in the controlled group, if the task is asking the
participants to pick out more general concepts to the initial Q-keyword, those
top 10 concepts recommended by the proposed method sort by DBpagerank
would be moved to the top. Similarly, in the experimental group, the top
10 concepts recommended by the proposed method sort by Semantic-aware
PageRank, against the Regulated Concept Map would be moved to the top.
Therefore, we slipped concepts in the recommendation list to the following
three levels:

• Level 1 : Rank 1-3(sort by DBpagerank or Semantic-aware PageRank)

• Level 2 : Rank 4-10(sort by DBpagerank or Semantic-aware PageRank)

• Level 3 : Rank 11-20(sort by DBpagerank or Semantic-aware PageR-
ank)

The observed results of the concepts selected by the participants correspond-
ing to the levels are summarized in table 4.7. are summarized in the table
The Chi-square test[22] of association evaluates relationships between those
three levels above. We test the hypothesis as follow:

• H0 : There is no relationship exists on the three levels in the population.

• H1 : There is a relationship exists on the three levels in the population.

• α = 0.05

Table 4.7: Concepts selected by the participants corresponding to the levels.

The calculation of the Chi-Square statistic is as follow:

χ2 =
∑ (f0 − fe)2

fe

where f0 is the observed counts in the cells and fe is the expected frequency if
NO relationship existed between three levels. By calculating, the chi-square
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statistic is 2.1299. The p-value is 0.344741. The result is not significant at
p < 0.05. We have to reject H1, and state that there is no relationship exists
on the three levels in the population. It means whatever the recommended
concepts is sort by DBpagerank or Semantic-aware PageRank, participants
still could pick out those concepts which are expected as important concepts
by the proposed method under a certain probability.

4.2.3 Analyzing Results of Post-test Questionnaire

In the third task of each section, the post-test questionnaire was conducted.
The purpose is to investigate the participants’ perception of the satisfaction
and effectiveness of the system. Likert Scale was employed as a measure.
Regarding the satisfaction of the system, three questions will be asked:

• I am satisfied with the recommendations.

• The recommendations are useful to me.

• The recommendations are unanticipated.

To measure the difference of the participants’ perception of the satisfaction
and effectiveness of the system between the controlled group and experi-
mental group, Mann-Whitney U Test[17] is employed. The purpose of this
non-parametric measurement is to compare the difference between two popu-
lations. The basis on which we make inferences is also based on the sampling
distribution composed of all the possible sample characteristics. Therefore,
we test the hypothesis below:

• H0 : There is no difference in the participants’ perception of the satis-
faction of the system between two groups.

• H1 : There is a difference in the participants’ perception of the satis-
faction of the system between two groups.

• α = 0.05

• Sampling distribution Z(critical) = ±1.96

For calculating the U value, we first sum the scores of three questions and
merge all the observations from both groups to one set. Then give the grades
according to the value. The higher value would maintain higher grade, and
then they would sort by order(from high to low). Then add up the grades
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assigned to each sample. Finally, compare the difference in the sum of levels
between the two populations. Here we have:

U1 = N1N2 +
N1(N1 + 1)

2
−
∑

R1

• N1 and N2 are the sample size of each group.

•
∑
R1 is the sum of the ranks in controlled group which is equal to

1215.

An equally valid formular U2 is as follow:

U2 = N1N2 +
N2(N2 + 1)

2
−
∑

R2

•
∑
R2 is the sum of the ranks in experimental group which is equal to

2025.

and
U = min(U1, U2) = 395

For large samples, U is approximately normally distributed. Therefore, the
value of the standardized value Z(statistic) would be :

Z(statistic) =
U − µu

σu

Where µu and σu are the mean and standard deviation. µu and σu are given
by:

µu =
N1N2

2

σu =

√
N1N2(N1 +N2 + 1

12

As a result,

Z(statistic) =
395− 800

73.94
= −5.478 < −1.960

Since Z(statistic) < −1.960 with α = 0.05(Two tailed), we have to reject
H0, and state that there is a difference in the participants’ perception of
the satisfaction of the system between two groups. By the observation of
Descriptive statistics(Table 4.8) for the participants’ perception of the sat-
isfaction of the system between two groups, the data of both groups forms
a negative skewness. The data distribution of both group are left-skewed
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which means whatever the concepts recommended by proposed method is
sort by DBpagerank or PageRank value against RCM, learners tend to be
satisfied. However, only the data distribution of experimental forms a posi-
tive kurtosis which indicates a fat-tailed distribution. It refers to an increase
in the probability of satisfaction scores being selected for an extreme number
in experimental group.

Table 4.8: Descriptive statistics of the participants’ perception of the satis-
faction.

Similarly, regarding the effectiveness of the system, three questions will
be asked:

• The recommendations are relevant to initial keyword.

• The recommendations enables me to strengthen the knowledge con-
struction process.

• The recommendations makes investigation more efficient.

Therefore, we test the hypothesis below:

• H0 : There is no difference in the participants’ perception of the effec-
tiveness of the system between two group.
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• H1 : There is a difference in the participants’ perception of the effec-
tiveness of the system between two group.

• α = 0.05

• Sampling distribution Z(critical) = ±1.96

For calculating the U value, we first sum the scores of three questions and
merge all the observation from both groups to one set. Then give the grades
according to the value. The higher value would maintain higher grade, and
then they would sort by order(from high to low). Then add up the grades
assigned to each sample. Finally, compare the difference in the sum of levels
between the two populations. Here we have:

U1 = N1N2 +
N1(N1 + 1)

2
−
∑

R1

• N1 and N2 are the sample size of each group.

•
∑
R1 is the sum of the ranks in controlled group which is equal to

1195.

An equally valid formular U2 is as follow:

U2 = N1N2 +
N2(N2 + 1)

2
−
∑

R2

•
∑
R2 is the sum of the ranks in experimental group which is equal to

2045.

and
U = min(U1, U2) = 375

For large samples, U is approximately normally distributed. Therefore, the
value of the standardized value Z(statistic) would be :

Z(statistic) =
U − µu

σu

Where µu and σu are the mean and standard deviation. µu and σu are given
by:

µu =
N1N2

2

σu =

√
N1N2(N1 +N2 + 1)

12
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As a result,

Z(statistic) =
375− 800

73.94
= −5.748 < −1.960

Since Z(statistic) < −1.960 with α = 0.05(Two tailed), we have to reject
H0, and state that there is a difference in the participants’ perception of the
effectiveness of the system between the two groups. By the observation of
Descriptive statistics(Table 4.9) for the participants’ perception of the effec-
tiveness of the system between the two groups, the data of both groups form
a negative skewness. The data of the experimental group forms more seri-
ous negative skewness. The data distribution of both groups are left-skewed
which means whatever the concepts recommended by proposed method is
sort by DBpagerank or PageRank value against RCM, learners tend to be
satisfied with the efficiency of the system. Moreover, the data distribution of
experimental forms a positive kurtosis which indicates a fat-tailed distribu-
tion. It refers to an increase in the probability of the participants’ perception
of the effectiveness scores being selected for an extreme number in the ex-
perimental group.

Table 4.9: Descriptive statistics of the participants’ perception of the effec-
tiveness.
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4.2.4 Discussion

By observing the analysis results above, three major issues affect the perfor-
mance of the proposed method.

Firstly, there existed unexpected recommendations by the proposed method.
Take the more general concepts of the initial question Machine learning
recommended by the proposed method as an instance(Table 4.10). We could
realize that those concepts such as Neuropsychological assessment and
Euthenics are quite difficult for learner to construct the knowledge for the
initial question even those concepts do exist semantic relationships between
initial question over the web.

Table 4.10: More general concepts of Machine learning recommended by
proposed method and its ranking.

Secondly, we employed the semantic relations over the web to represent
the interlinking between concepts extracted by the proposed method. How-
ever, as we mentioned in the section 2.1, making decision for interlinking
between concepts is one of the knowledge management activities that learner
would build an individual’s cognitive network. During this process, learner
may not to consider the semantic relations over the web. First task of the
case study simulates the navigational learning of Web-based investigative
learning that learners could navigate those resources recommended by the
proposed approach for the knowledge construction process. Take Figure 4.2
as an instance, it could not be wrong when we consider this decision making
as a cognitive process.
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Figure 4.2: An example of interlinking between two concepts.

Thirdly, according to the concept importance estimation we proposed
above, we assume that the importance(Semantic-aware PageRank) of a con-
cept node in Regulated Concept Map is determined by the number of out-
bound links on that concept. It means the evaluation of the relevance[23]
between the recommended concepts and initial Q-keyword was regardless.
The analyzed results of the second task in the case study confirmed that
whatever the recommended concepts is sort by DBpagerank or Semantic-
aware PageRank, participants still could pick out those concepts which are
expected as important concepts by the proposed method under a certain
probability. However, there is a gap between the priority of the relevance
and importance when participants making decision to pick out the related
concept. For example, there existed a concept contain a serious Semantic-
aware PageRank value over the Regulated Concept Map, but it is far a way
from the initial Q-keyword in DBpedia. Therefore, participants may tend to
mark this concept as the related but not important one.
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Chapter 5

Conclusion

In this work, we propose a Semantic-awareness recommendation method of
extracting and presenting related concepts at different levels for an initial
question through LOD to promote the efficiency in the knowledge construc-
tion process in Web-based investigative learning. To prevent learners from
the self-directed investigation, we propose the regulated concept map gen-
eration to retrieve the relevant concepts at different levels with LOD and
Semantic relations. For evaluating the relevance between initial Q-keyword
and concepts in the regulated concept map, we defined the relativity as Se-
mantic relations, node importance, and content containment for concepts we
extracted from DBpedia. Owing to the finding of analysing results mea-
sure by Spearman’s Correlation Coefficient, we proposed the methodology of
concept importance estimation maintained most serious strength of the as-
sociation between learner’s expectation. We have also reported a case study
whose purpose was to evaluate that using the Semantic-awareness recommen-
dation with linked open data could help learners strengthen the knowledge
construction process by discovering semantic related concepts during Web-
based investigative learning. The results of the study suggest that Semantic-
awareness recommendation with linked open data promotes the efficiency of
the knowledge construction process.

5.1 Future Work

First of all, the proposed method in this work only supports recommending
concepts based on one initial question. In order to support long-term learning
scenario creation, a recommendation against multiple Q-keywords is needed.
Secondly, as we mentioned above, the capabilities of LOD was underutilized.
We could not tell that the semantic relations over the web are the best way

43



for recommending concepts. Therefore, by combining different relations over
the web, the results could be highly-anticipated. Thirdly, there still is a room
to improve the concept importance estimation and filtering, such as applying
certain techniques like machine learning and natural language processing.
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