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With the population aging and sub-replacement fertility problems increasingly promi-

nent, many countries have started promoting robotic technology for assisting people to-

ward a better life. The robot was designed with the appearances that are similar to

human’s. And more importantly, many robots also were endowed with many capabili-

ties such as synchronized verbal and nonverbal behaviors, emotion recognition, and many

others for acquiring a high quality interaction between robot and its users.

It has been found that the personality traits are playing very important roles in

human-human interactions. With an increasing number of research on personality traits,

their relationship to many important aspects of life, such as job performance, health-

related behaviors, emotion, and many others have been revealed. Therefore, understand-

ing personality traits is useful for predicting human behaviors, and understanding human’s

mind and how personality traits affect the attitude and behaviors towards other people.

Once the robots are endowed with the capability of recognizing human personality traits,

the robots then will be able to adjust their behaviors such as voice volume, speech rate,

and body gestures to enhance the degree of user engagement.

For achieving this goal, a pilot experiment for personality traits recognition was

conducted for testing the feasibility of inferring personality traits from nonverbal behavior

features, and finding more practical problem in human-robot interaction. Some features

which are head motion, gaze, body motion, voice pitch, voice energy, and Mel-Frequency
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Cepstral Coefficient were extracted to describe human’s nonverbal behaviors. Each feature

showed its advantage in a different aspect. However, different nonverbal features can

provide different personality traits classification results. It is not a standard way of

drawing the conclusion for declaring the user’s personality traits. On the other hand, the

camera was fixed to make sure that the background did not change, same strategy also

was applied in many related studies for the same purpose. However, this conflict with the

idea that robot that was enabled to understand human personality traits aims to behave

more properly.

Therefore, a new paradigm of human-robot interaction as close to the real situation

as possible was designed, the following three main problems were also addressed: (1)

fusion of visual and audio features of human interaction modalities, (2) integration of

variable length feature vectors, and (3) compensation of shaky camera motion caused by

movements of the robot’s communicative gesture. Same nonverbal features including head

motion, gaze, and body motion, voice pitch, voice energy, and Mel-Frequency Cepstral

Coefficient were extracted from a camera mounted on the robot performing verbal and

body gestures during the interaction. Then, the system was geared to fuse these fea-

ture and deal with variable length multiple feature vectors. Lastly, considering unknown

patterns and sequential characteristics of human communicative behavior, a multi-layer

Hidden Markov Model that improved the classification accuracy of personality traits and

offered notable advantages of fusing the multiple features was proposed. The results were

thoroughly analyzed and supported by psychological studies. The proposed multimodal

fusion approach is expected to deepen the communicative competence of social robots

interacting with humans from different cultures and backgrounds.
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