
Japan Advanced Institute of Science and Technology

JAIST Repository
https://dspace.jaist.ac.jp/

Title
人－ロボット相互作用における人の性格特性推定に向

けた選択的マルチモーダル融合アプローチ

Author(s) 申, 志豪

Citation

Issue Date 2021-03

Type Thesis or Dissertation

Text version ETD

URL http://hdl.handle.net/10119/17477

Rights

Description Supervisor:丁　洛榮, 先端科学技術研究科, 博士



A selective multimodal fusion approach to
inferring human personality traits in

humanrobot interaction

SHEN Zhihao

Japan Advanced Institute of Science and Technology



Doctoral Dissertation

A selective multimodal fusion approach to
inferring human personality traits in

humanrobot interaction

SHEN Zhihao

Supervisor: Chong NakYoung

Graduate School of Advanced Science and Technology
Japan Advanced Institute of Science and Technology

Information Science
Degree conferment March 2021



Advisor: Professor Chong Nak-Young SHEN Zhihao

A selective multi-modal fusion approach to inferring human
personality traits in human-robot interaction

Abstract

With the population aging and sub-replacement fertility problems increasingly prominent,

many countries have started promoting robotic technology for assisting people toward a better

life. The robot was designed with the appearances that are similar to human’s. And more

importantly, many robots also were endowed with many capabilities such as synchronized

verbal and nonverbal behaviors, emotion recognition, and many others for acquiring a high

quality interaction between robot and its users.

It has been found that the personality traits are playing very important roles in human-

human interactions. With an increasing number of research on personality traits, their rela-

tionship to many important aspects of life, such as job performance, health-related behaviors,

emotion, and many others have been revealed. Therefore, understanding personality traits is

useful for predicting human behaviors, and understanding human’s mind and how personality

traits affect the attitude and behaviors towards other people. Once the robots are endowed

with the capability of recognizing human personality traits, the robots then will be able to

adjust their behaviors such as voice volume, speech rate, and body gestures to enhance the

degree of user engagement.

For achieving this goal, a pilot experiment for personality traits recognition was conducted

for testing the feasibility of inferring personality traits from nonverbal behavior features, and

finding more practical problem in human-robot interaction. Some features which are head

motion, gaze, body motion, voice pitch, voice energy, and Mel-Frequency Cepstral Coefficient

were extracted to describe human’s nonverbal behaviors. Each feature showed its advantage

in a different aspect. However, different nonverbal features can provide different personality

traits classification results. It is not a standard way of drawing the conclusion for declaring
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the user’s personality traits. On the other hand, the camera was fixed to make sure that the

background did not change, same strategy also was applied in many related studies for the

same purpose. However, this conflict with the idea that robot that was enabled to understand

human personality traits aims to behave more properly.

Therefore, a new paradigm of human-robot interaction as close to the real situation as pos-

sible was designed, the following three main problems were also addressed: (1) fusion of visual

and audio features of human interaction modalities, (2) integration of variable length feature

vectors, and (3) compensation of shaky camera motion caused by movements of the robot’s

communicative gesture. Same nonverbal features including head motion, gaze, and body mo-

tion, voice pitch, voice energy, and Mel-Frequency Cepstral Coefficient were extracted from

a camera mounted on the robot performing verbal and body gestures during the interaction.

Then, the system was geared to fuse these feature and deal with variable length multiple fea-

ture vectors. Lastly, considering unknown patterns and sequential characteristics of human

communicative behavior, a multi-layer Hidden Markov Model that improved the classification

accuracy of personality traits and offered notable advantages of fusing the multiple features

was proposed. The results were thoroughly analyzed and supported by psychological studies.

The proposed multimodal fusion approach is expected to deepen the communicative compe-

tence of social robots interacting with humans from different cultures and backgrounds.

Keywords: Human-Robot Interaction; Personality Traits Recognition; Multimodal Feature

Fusion; Nonverbal Features; Multi-layer Hidden Markov Model; Machine Learning Model.
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1
Introduction

With the problem of sub-replacement fertility and population aging [1] increasingly

prominent, many feasible solutions were proposed to ease this social problem. Based on the

statistical reports, the old-age to working-age ratio, which is the number of people who is older

than 65 per 100 people of working age from 20 to 64, has increased from 20% in 1980 to 31%

in 2020 in OECD countries (Organization for Economic Co-operation and Development). It

is also predicted that the ratio will increased to 58% in 2060, which means one third citizens

3

Figure 1.1: Sub-replacement fertility and population aging
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will older than 65. This problem is even more serious in some countries such as Japan, Greece,

Latvia, Lithuania, and Poland. On the other hand, low birth rate is also aggravating this

problem.

Therein, the robotic platforms were being promoted by many countries in order to facili-

tate people to obtain a better life Fig. 1.1. With the development of technologies, various types

of robots were designed to perform repetitive, strenuous, and dangerous tasks that humans

were unwilling to do, or were not able to do such as domestic cleaning, elderly and disabled

assistance [2], exploring inside a volcano [3], space exploring, and many others. In a few

decades later, the relationship between human and robot will become far more complex than

sending commands or reprogramming to robots, which aims at enabling the robot to carry

out a series of complex actions automatically. Researchers also believed that the relation

between human and robot was predicted to become common or even commoner comparing to

the human-human connections [4, 5] by 2050.

Especially, in the domestic environments, autonomous robots will became a very impor-

tant and indispensable part of human life. Consequently, this brought many researchers a

problem that is how to enrich the interactions between human and robots. Piles of studies

that inspired from human communication [6] were proposed for endowing robots with excep-

tional intelligence. Therefore, the robot will be able to interact with human in the natural

manners [7].

There are some authors who believe that there is no such thing as “natural interaction” [8]

Fig. 1.2. Even for a same person, the behavior may be different in different situation and at

different times such as talking with parents, playing with children, going to a job interview,

and many others. We behave differently in terms of different roles that we are playing in life,

which all influence our interaction styles. It is also important to define what role the robot is

playing in HRI. Numerous communication skills and related capabilities should be designed

and implemented to make HRI effective.
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There is no such thing as “natural interaction” [1].
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Figure 1.2: Human-human interactions

1.1 Human-Robot Interaction

Human-robot interaction (HRI) is a field of study dedicated to understanding, designing,

and evaluating robotic systems for use by or with humans. Interaction, by definition, requires

communication between robots and humans [9]. HRI includes remote interaction such as remote

manipulation and proximate interaction like service robots stay in the same room with humans.

And thanks to the development of natural language processing technologies, a great progress

has been made in HRI.

In order to boost the human-robot engagement, the appearance of robot has changed

dramatically since the early 1990s, and the appearance continue to change ranging from

mechanical-looking, animal-looking to human-like robot. The humanoid robot was designed

with the appearance as close to human as possible, such as ASIMO, Actroid, Nao, Pepper, and

many others. The famous theory “uncanny valley” [10] was discovered in investigating the

relationship between the similarity of robot motion and appearance to humans and familiarity.

In [11], they hypothesized that the appearance and motion of the robot independently affect

the human-robot interactions. Designing the robot with human-like appearance is relatively

easy. More and more research have started focusing on enriching robot motions.

Furthermore, the synchronized verbal and nonverbal behaviors was designed and applied
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to many humanoid robots to improve the quality of HRI. In [12], the authors proposed a model

which can generate different types of gestures for a humanoid robot by using arbitrary input

text. In their research, the gestures were organized into several categories and implemented

on the Honda humanoid robot: emblems are the gestures that can be understood without

verbal contents like waving hands to say goodbye; deictics are the gestures that robot can

point out both abstract and concrete things by using parts of its body during interaction;

beats are rhythmic hand motions that are in synchrony with speech; iconics are gestures that

can be used to describe some concrete things like using hands to show how big something

is; metaphorics are able to provide imagery of some abstract things. The combined verbal

and nonverbal behaviors also were applied on the 3D virtual agent [13]. All these efforts were

made to enable the robots to act like humans. However, these behaviors were mainly used to

attract human’s attention during the interactions.

Emotional state is another important aspect of human beings. Every moment of our life,

we continuously and unconsciously response to everything that happens to us with emotions.

These emotions greatly affect how human behave and perceive the environments. In order to

understand human well, the robot also was enabled to recognize human emotion from facial

expression [14] or speech [15] during HRI. In [16], the authors also made efforts to enable

Pepper robots learn the emotional behaviors of the person in the interactions.

1.2 Personality Traits in Human-Human Interaction

Interacting with humans requires us to be able to efficiently and effectively generate

an impression from the counterpart’s behaviors, and respond to the counterpart based on the

generated impression. The behaviors that we used in the interaction are the expressions that

merged with human emotion, thoughts, personality traits, and others Fig. 1.3. Personality

is the pattern of collective character, behavioral, temperamental, emotional and mental traits

of an individual that has consistently over time and situations [17]. Personality traits have

strong and long-term influences on human’s habitual behaviors. How personality traits affect

humans behaviors throughout their whole life also was investigated in [18].
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Personality traits have been investigated their relation to many aspects of our life [19]

including physical and psychological health, happiness, criminal activity, occupational choice,

and many others. For example, people who are high on extroversion and conscientiousness were

predicted longer lives [20], people whose agreeableness is low were predicted earlier mortality

and poorer physical health [21]. Neuroticism and low agreeableness people turned out to

be easier to have negative relationship with others such as abuse, conflict, and ultimately

dissolution [22]. If people enjoy interacting more with their co-communicators in terms of

personality traits, they will adjust the behaviors and seek more chances to interact with co-

communicators.

As human, it is very easy to make the first impressions of other people from many social

clues. Even just looking at the face for 100 milliseconds, it will be enough for us to make

judgments about the likability, attractiveness, trustworthiness, aggressiveness, and compe-

tence [23]. Although, the first impression may not always be corrected [24]. Therefore, some

researchers designed an experiment in which the participants were asked to make judgment

from a photograph, and then make the second judgment after interacting with the real per-

son of the photograph for a while [25]. Two time judgments are correlated, but different.

The judgments were generally poor, but after a short interaction, the accuracy of personality

judgments was improved comparing to the first time judgments.
Introduction III
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The personality traits also influence human’s job performance [26, 27]. For example, a

significant relationship was found between emotional-stability, openness, and agreeableness

and management performance. A person’s career also was affected by his/her personality

traits [28]. The career role preference such as presenter, guide, director, is greatly influenced

by human’s extroversion, conscientiousness, and openness to experience. Some people whose

professions are teacher, accountant, and doctor usually tend to be more introverted; most of

salespersons and managers are more extroverted.

The relationship between personality and emotion also was addressed in many related

studies. A helpful analogy that was mentioned in [29] plainly explained the relationship

between personality and emotion: personality is to emotion as climate is to weather. There is

a study [30] which also investigated the influences of personalities to the relationship between

primary emotions and religious/spiritual well-being.

1.3 Personality Traits in Human-Robot Interaction

It has been predicted that human-robot relationship may be more common than human-

human connection by 2050 [5, 31]. Social robots will interact with humans in domestic envi-

ronments and become a part of our life in the future [32]. With the deepening of studies in

human personality traits, some researchers also realized the importance of personality traits

not only in human-human interaction, but also in human-robot interaction.

An experiment that investigate human’s similarity-attraction and consistency-attraction,

and whether human can recognize the personality (introversion and extroversion) of computer-

generated speech was conducted in [33]. The participants (introvert and extrovert) were

asked to tell the personality of synthesized voice (introvert or extrovert) on a book-buying

website. In their second experiment, the verbal content also was endowed with personality.

The experimental results showed that similarity-attraction did occur, which means that the

participants was more attracted to the voice with similar personality, and the participants was

able to recognize the personality even from computer-synthesized speech.

Soon afterward, the robots were endowed with extroversion or introversion personality
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71
Figure 1.4: Similarity attraction and complementary attraction

to interact with humans. In [34], the robot was play a role of socially assistive therapist

and able to interact with human with extroversion or introversion personality trait. Their

experimental results reveal two valuable phenomena personality matching and robot behavior

matching. Humans were able to recognize the personality trait of robot and rate a higher

score for their feeling that the robot has a similar personality to theirs. It is also important

that the robot’s behavior matches its personality. Coach-like therapy robot will use aggressive

words during the interaction. Nurturing therapy style robot was using gentle and comforting

language and lower volume to interact with participant. Higher or lower volume, and faster or

slower speech rate were used to discriminate which personality extroversion or introversion the

robot is. In conclusion, the introverted nurturing therapy robot was more appealing to users.

Another interesting founding was mentioned in [35]. Participants did not willing to assign

their personality traits to match the robot’s personality traits. However, the robot that was

used in [35] was fixed throughout the experiment with mechanical-looking. Some participants

who scored low on extroversion and emotional-stability like mechanical-appearance more [36].

Apparently, the relation of the appearance, behavior, and personalities of robot to human

personalities, as well as the human-robot interaction scenarios, requires further investigation.

Additionally, some studies [37, 38, 39] also revealed that people who treat robots with more

positive attitudes scored high on extroversion or openness to experience.
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Moreover, some researchers also believed that not only the synchronized the verbal and

nonverbal behaviors are important for HRI, but also these behaviors should be generated based

on human personality traits [40]. Therefore, a system was proposed in to synchronized the

verbal and nonverbal behavior based on human personality traits. Their system was composed

of several sub-system and tested on the NAO robot platform. They firstly translated speech to

text and estimate the human personality traits from the text information. A natural language

generator is able to generate a response text based on the personality dimensions. Finally, the

generated text was translated into robot’s gestures.

As mentioned above, the similar attraction had been approved and applied in many HRI

scenarios. Many evidences have show that people would be more comfortable when interacting

with a robot with similar personality than a robot with dissimilar personality [41]. Similar

attraction is also very common in human-human interaction [42]. Furthermore, complementary

attraction also was uncovered in researching human-computer and robot interactions [43, 44].

The social robotic pet AIBO was used to interact with participants. The results suggested that

participants were more enjoying the interaction with the robot with complementary personality

(extroversion or introversion). The robots with similar personality was not appealing to the

participants.

These two different attraction principles also were taken into account in analyzing the

engagement and the relationship between engagement and personality in HRI [45, 46]. the

authors proposed an intelligent system for generating combined verbal and nonverbal behav-

iors, then the participants were asked their preference of the robot’s movements [45]. The

results showed that the introverted users prefer the movement of introverted robot, and the

extroverted user like the movement of extroverted robot. Similarly, the results of [46] showed

that the best classification results for predicting the engagement state were achieved when

both participants and robot were extroverted. While the personality of participants and robot

both are introverted, the classification results were the worst.
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Figure 1.5: Integrating the model of inferring human personality traits into robot behavior
generation module

1.4 Research Objective

Those aforementioned studies clearly explicated how important the personality is during

human-human or robot interactions. Therefore, theoretically, the quality of HRI will be im-

proved while the robot is able to understand human personality traits and adapt its movements

to satisfy its user. Fig. 1.5 illustrates our final goal in where the robot is able to recognize

the personality traits of human’s and adjust its speech rate, voice volume, body gestures, and

others to interact with human.

In order to achieve the final goal, firstly, the robot should be endowed with the capability

of inferring human personality traits. In the current stage, I am focusing on solving the

problems that I met when enabling the robot to recognize human personality traits.
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1.5 Thesis Outline

This thesis was organized as follows.

Chapter 2 showed some related works on personality traits, verbal, and nonverbal behavior

representations.

Chapter 3 showed a pilot experiment for personality traits recognition. The pilot experi-

ment was designed to test the feasibility of inferring personality traits from nonverbal behavior

features, and find more practical problem in human-robot interaction.

Chapter 4 showed another experiment that aims at solving the problems which were found

in the pilot experiment, including multi-model feature fusion, and compensating the camera

motion that was caused by enabling robot to interact with human with body movements.

Chapter 5 drew the conclusion and presented some possible future directions.
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2
Literature Review

Personality traits encompass the feelings, thoughts, and behaviors of humans. Sometimes,

we can directly ask the personality traits of other people [47]. However, people may also not

know their personality traits well. And in order to endow the robot with this capability,

quantitative analysis is necessary. Therefore, piles of studies were proposed to analyze human

personality traits from behavior cues. The personality traits and behavior cues that can be

used to infer human personality traits will be introduced in the following.

2.1 Introduction

Human is able to make a judgment of other people’s personality traits within seconds, and

the judgment usually will not change much across time [48]. As it was mentioned before, the

impression of the personality traits can be generated even before the communication starts.

During the interaction, the verbal and nonverbal information exchange will greatly help human

to know each other well. The usage of verbal and nonverbal behavioral cues can be traced

back to several decades ago.
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Humans are able to generate the spoken utterance from their thoughts. On the other

hand, humans are also able to grab the meanings from the sounds including both verbal and

nonverbal information. The verbal communication involves the words that were used in both

speech and writing. During the communication, humans have to express themselves clearly, as

well as listen respectfully in order to understand each other well. The verbal information also

strongly related to the nonverbal behaviors. The words that were used in speech and writing

also encompass the emotion [49], and many other human characteristics.

There are two-thirds of all the communications that were represented by the nonverbal

behaviors [50]. The nonverbal cues can be simply divided into three domains which are face,

body, and speech tone. The cues from human face are including facial expressions such as

smiling, and many others which were expressed via facial muscles, as well as eye or eyebrow

movements such as gaze direction, glazing, winking and many others. Body language involved

many different kind of gestures that were carried out with body and limbs. Therein, the gesture

can be postures that performed by body, arms, and hands such as closed arms, crossed arms,

body lean, and many others, movements of the body such as fast movements, position change,

waving, and many others. The vocal cues were the manifestation of speech. The features

of vocal cues are including speech rate, fundamental frequency, amplitude, and many others.

The differences among both verbal and nonverbal cues were used to judge many aspects of

human beings such as emotional states, leadership, engagement states, others.

In the following of this chapter, first of all, the psychological studies on personality traits

were presented. And then, a review of the usage of verbal and nonverbal features for infer-

ring human characteristics (such as personality traits, emergent leaders, and emotions) were

presented.

2.2 Personality Traits

Personality traits are known as they are able to shape the way of how human think,

feel, and behave. There are a number of studies that were proposed to describe the person-

ality traits from different perspectives. A few influential and different theories in personality
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Table 2.1: Gordon Allport’s Trait Theory

Trait Category Descriptions

cardinal traits
Cardinal traits are rare, and dominate, usually developing later in life
such as Machiavellian, narcissistic, and others

central traits
These traits form the foundations of basic personality.
We usually use these traits to describe other people.
such as intelligent, honest, anxious, shy, and others

secondary traits
These traits are usually related to attitudes or preferences.
These traits also are usually used in certain situations or specific
circumstances, such as impatience, public speaking anxiety, and others.

psychology were proposed by Sigmund Freud [51], Alfred Adler [52], Gordon Allport, Hans

Eysenck, Abraham Maslow, and Carl Rogers. Some of these studies focus on describe how

personality develops, while others meant to elaborate individual differences in terms of per-

sonality. Therein, Allport’s trait theory, Eysenck’s 3 dimensions trait theory, 16 personality

factors, and 5-factor theory [53] will be introduced in the following.

Allport generated his idea when going through a dictionary [54]. He found that some

words or terms can be used to describe a personality trait. Soon after, a list that contains

4504 English words to describe traits was reorganized into three categories: cardinal traits,

central traits, and secondary traits which were showed in Table 2.1.

The famous British psychologist Hans Eysenck also developed a three dimension per-

sonality system [55]. Three dimension were described by three universal trait labels which

were introversion/extroversion, and neuroticism/emotional stability. However, Eysenck also

realized that there are some people who were suffering mental illness. Then, he added one

more personality dimension which was called psychoticism to his traits theory. The detail

descriptions of these three traits were showed in Table 2.2.

Trait theorist Raymond Cattell built his 16 personality factor [56] upon Gordon Allport’s
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Table 2.2: Eysenck’s Three Dimensions of Personality

Trait Descriptions

Introversion
People who are high in introversion usually focus on inner experiences,
such as quiet and reserved people.

Extroversion
People who are high in extroversion usually put more attention outward
on other people and environment, such as sociable and outgoing people.

Neuroticism
People who are high in neuroticism are easier to become upset or
emotional.

Emotional People who are high in emotional stability usually tend to remain
Stability emotionally constant.

Psychoticism
People who are high on this trait tend to have difficulty dealing with
reality and could be antisocial, hostile, non-empathetic, and others.

trait theory. More than 4000 words that were summarized by Gordon Allport to describe

personality were reduced to 171 by Raymond Cattell. Then, a statistical technique method

was applied to analyze and identify the traits that were related to one another. Finally, 16

factors were kept in his list to describe personality from different aspects of human behaviors.

Table 2.3 is showing the Cattell’s 16 personality dimensions.

What we can found from above is that Allport’s and Cattell’s theory was too complicated,

because their traits theory involved too many terms for describing the personality. On the

contrary, Eysenck’s traits theory was limited. Therefore, many researchers believed that there

are five core personality traits [57]. The initial type of Big Five personality dimension was

firstly proposed in [58]. This theory has been enriched and perfected gradually by many

research, such as Smith (1967) [59], McCrae and Costa (1987) [60], and others. As we usually

design some labels for each dimension, therefore, the big-five personality traits which are

extroversion, agreeableness, conscientiousness, emotional-stability, and openness are briefly

described in Table 2.4.
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Table 2.3: Cattell’s 16 Personality Factors

Trait Descriptions

Abstractedness Imaginative versus practical

Apprehension Worried versus confident

Dominance Forceful versus submissive

Emotional stability Calm versus high-strung

Liveliness Spontaneous versus restrained

Openness to change Flexible versus attached to the familiar

Perfectionism Controlled versus undisciplined

Privateness Discreet versus open

Reasoning Abstract versus concrete

Rule-consciousness Conforming versus non-conforming

Self-reliance Self-sufficient versus dependent

Sensitivity Tender-hearted versus tough-minded

Social boldness Uninhibited versus shy

Tension Inpatient versus relaxed

Vigilance Suspicious versus trusting

Warmth Outgoing versus reserved

2.3 Personality Annotation

The big-five personality traits model has been developed very well. Thus, it also

was used in here. As the studies on personality become more and more popular, a number of

questionnaires have been designed since a few decades ago in order to assess human personality

traits. Most of these questionnaires were formatted to the Likert scale. Ten Item Personality
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Table 2.4: Big-Five Personality Traits

Big-Five personality High on this trait Low on this trait

Extroversion

Enjoy meeting new people Prefer solitude
Like being attention center Dislike being attention center
Easy to make new friends Think things through
Has a wide social circle Do not talk much

Agreeableness

Care about others Do not interest in others
Prefers to cooperate Manipulates others frequently
Enjoy helping others Insult and belittle others
Kind and compassionate Competitive and stubborn

Conscientiousness

Keep things in order Make messes
Pay attention to details Do not take care of things
Enjoy having a schedule Delay to finish tasks
Goal- and detail-oriented Less detail-oriented

Emotional Stability

Do not worry much Worry about many things
Deal well with stress Experience a lot of stress
Rarely feel depressed Get upset easily
Emotionally stable Appears anxious or irritable

Openness
Enjoy tackling challenges Do not enjoy new things
Like abstract concepts Resist new ideas
Open to trying new things Not very imaginative

Inventory (TIPI) questionnaire [61] contains 10 questions in total, and each question can be

rated on a seven-point scale. The Revised NEO Personality Inventory which is also known as

NEO-PI-R contains 240 questions [47]. There is also a shortened version of NEO-PI-R which

is named NEO Five-Factor Inventory (NEO-FFI contains 60 items) [62], and the International

Personality Item Pool (IPIP) Big-Five Factor Markers (50 items) [63]. Comparing all these

questionnaires, we found that the questions in the IPIP Big-Five Factor Markers were designed
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to be easily understandable from the participant’s perspective, such as “leave my belongings

around”, “feel comfortable around people”, to name a few. In this paper, the IPIP BigFive

Factor Markers were used to assess the personality traits of each participant.

Table 2.5: Positive and negative questions of IPIP Big-Five Factor Markers

Big-Five personality positive question negative question

Extroversion Feel comfortable around people Don’t talk a lot.

Agreeableness Sympathize with others’ feelings Feel little concern for others.

Conscientiousness Am always prepared. Leave my belongings around.

Emotional Stability Am relaxed most of the time. Am easily disturbed.

Openness Have a rich vocabulary Understanding abstract ideas

IPIP Big-Five Factor Markers contains 50 questions. All the questions were organized

into five categories for five personality traits. In each group, there are five questions that

describe the traits positively, and other five questions that describe the negative side of the

trait (Table 2.5 shows some examples of these questions). Each question was scored from 1

to 5. For a positive question, the score of strongly disagree is one point, the score of strongly

agree is five points, the neutral equals three points. Scoring negative question is opposite to

the positive question. For a negative question, the score of strongly disagree is five point, the

score of strongly agree is one point, the neutral also equals three points. Each personality

trait was measured by calculating the mean score of ten questions. The mean score of each

personality trait, whose range is from 1 to 5, was used to train the regression models. The

mean scores also were binarized by calculating the mean of all participants on each personality

trait as the cutoff point for training the classification model.

There is a public dataset of the big-five personality traits scores available online. Nearly

twenty thousand people from more than one hundred and fifty countries answered the ques-

tionnaire (IPIP Big-Five factor markers), and their data were also collected and placed in the
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category of “BIG5” ( https://openpsychometrics.org/_rawdata/).

I also analyzed the if the participants’ personality traits could be assessed accurately

when they answered the questionnaire with the second language. Statistics of the public data

set showed that 12147 native English speaker and 7202 non-native English speakers answered

the questionnaire. The mean and standard deviation of five personality traits of the native

and non-native English speakers are presented on the first and second row separately.

Table 2.6: The mean scores and standard deviation of five personality traits of native and
non-native English speakers.

Big-Five personality
Mean Standard Deviation

native non-native native non-native
speakers speakers speakers speakers

Extroversion 3.1304 3.0937 0.4144 0.4382

Openness 3.0625 3.0724 0.4125 0.3986

Emotional Stability 2.8286 2.8198 0.3915 0.3856

Conscientiousness 3.2569 3.1884 0.3702 0.3841

Agreeableness 2.9031 2.9339 0.3797 0.3867

Table 2.6 shows that the distribution of the personality trait scores of the non-native

English speakers is similar to that of the native English speakers. It can be understood

that using a second language has little to do with personality changes. Specifically, in our

experiments, we used only the physical sounds of the participants who substitute their mother

tongue’s sounds for those of English. We therefore believed that the personality traits of

the participants, who are non-native English speakers, could be assessed accurately using an

English-based questionnaire and interactive communication.
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2.4 Verbal Behaviors

Human personality traits affect the way that people use their language. And the

language that human used to communicate each other is valid and reliable cue for measuring

and understanding personalities.

Essays Conversation 

Social media 

WeChat Weibo

66

Figure 2.1: Verbal behaviors in human-human interaction

In [64], the conversation and text data were used to perform both classification and regres-

sion tasks for recognizing Big-Five personality traits. The authors measured the personality

traits of participants by using the reports of both self and external observers. Linguistic

Inquiry and Word Count (LIWC2001) [65] were applied to organize the words to several cate-

gories. Then, the correlation between the words and personality traits was analyzed, and the

classification and regression task also were performed.

The writing language also was investigated its relationship to human personality traits

in [66]. There are two corpus for personality traits analysis. The first corpus consisted of 2479

essays that were asked psychology students to write whatever comes through their mind for

twenty minutes[67]. The second corpus were the conversation from 96 participants including

15269 utterances which contains 97468 words in total. The words were manually labeled to

analyze their relationship to big-five personality traits.

The blogs that were hosted on Google’s Blogger service also was used to analysis the

bloggers’ Big-Five personality traits [68]. Nearly 5000 bloggers were invited in the experiment,
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however, there are only 10% to 20% of them that filled the questionnaire for measuring their

personality traits. The words were categorized into 66 categories based on the LIWC2001

for analyzing their correlation to personality traits. Neuroticism (in contrast to emotional

stability) positively correlated with the usage of the words that were categorized into negative

emotion (including fear, sadness, anger, and others). Agreeableness was discovered that it

negatively correlated with using negative emotion words and swear words, and positively

correlated with the word categories of social communality and positive emotion (e.g. family,

friends, first person plural references). Moreover, the frequency of the words usage also was

analyzed the correlations to personality traits. A similar study was proposed in [69]. A

personality lexicon was designed as the prior-knowledge. Based on the Chinese semantic

lexicon, the semantic features of participant’s micro-blogs were extracted and analyzed their

correlation to personality traits. There are more similar studies on inferring personality traits

from blogs such as [70, 71].

Some authors realized that there are limited number of research on inferring personality

traits by the deep learning methods from text information. Thus, the work was proposed

in [72]. In their work, the data of user’s Facebook state updates or essay information were

analyzed. Based on the word relations, word co-occurrence, and documents relations, a graph

convolutional networks (GCN) was designed to infer user’s personality traits.

All the aforementioned studies showed that the personality traits can be recognized from

verbal cues. However, there raises another problem that it is hard to find a single standard due

to the language differences. And this problem also was considered in [73], when they asked

the external observers to annotate the participants’ personality traits by watching the video

in which the audio was removed. And analyzing the verbal cues can be strenuous. Therefore,

the verbal cues were not adopt.

2.5 Nonverbal Behaviors

The natural habitat of humans also was analyzed its correlation to big-five personality

scores [74]. 96 participants were asked to wear the Electronically Activated Recorder (EAR)
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Figure 2.2: The natural habitat of humans

for two consecutive weekdays. The EAR was able to record most of the sound near the user’s

such as conversation, waking, and many others. Then, several researchers annotated the

participants’ behaviors, conversations, and social environments based on the sound recordings.

Four major categories which are the participant’s current location (indoors, outdoors, others),

activities (listening to music, eating, others), interaction (alone, talking with others, on the

phone, others), and mood (laughing, crying, sighing) were defined as the detected features

of participants. Their results were in line with our common sense, such as the extroverts

spent more time with others and less time alone than introverts, the agreeable participants

used more first-person singular pronouns (I, me, my) and spent more time outdoors than the

disagreeable participants, and many others.

Recognizing emotion from human facial expression is no longer a difficult work for human

or machines [75]. Therefore, human believe that face expression also provide information of

personality traits [76]. In [77], more than ten thousand participants were asked to take selfies

while looking directly at the camera in the good light condition, and without facial expression,

makeup, and other people in the image. Later, an artificial neural networks (ANNs) was
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designed to recognize personality traits from the static facial images. Even though their

results were promising, but there is limitation. The facial image that they used were too

ideal to apply to the practical interactions. Because most of time, human interacts with facial

expressions not only when they are speaking, but also when they are listening.

The social distance also is an important factor during human interactions. Each person

has his/her own personal area that the person is not willing to share with others during

interactions [78]. There are four different interpersonal distances that were defined as public

distance, social distance, personal distance, and intimate distance. With the relationship

becoming more intimate, people will allow others to come closer. Therefore, the robot also

was enable to change the distances to human depending on various of social cues [79]. The

interpersonal distance also was analyzed it relation to human personality traits. It shows

that the extroverts allow others to come closer than the introverts [78]. In the human-robot

interaction, the distance change which is also known as proximity information were used to

infer participant’s extroversion trait [80, 81].

benefiting from co-occurrence features, the best classification
accuracy was achieved with individual-level features for
openness. Fang et al. [28] further explored similar features
under three categories, namely, individual (related to only
one participant), dyadic (related to a pair of participants)
and group features (related to one participant with respect to
the rest of the participants) for predicting self-assessed per-
sonality; unlike [27] dyadic and group features were
extracted from audio clips only. Combining three feature cat-
egories yielded the best results as compared to using individ-
ual features alone, e.g., classification performance increased
from 64.71 to 77.45 percent for extroversion. Individual and
interpersonal features together were also found to be useful
for predicting extroversion within the scope of HRI in [29]
where Rahbar et al. combined similar individual features
with interpersonal features including synchrony, dominance
and proxemics.

There is another line of work examining the effect of per-
sonality matching (similar or complementary personality
types) on the engagement state of the participants within the
scope of HRI. Celiktutan and Gunes [8] investigated correla-
tions between the self-assessed personality and interaction
experience from first-person perspective, with respect to two
robot conditions (extroverted versus introverted). They found
that perceived engagement with the extroverted robot is
found to be positively correlated with participants’ extrover-
sion trait, indicating the similarity rule. They also extracted a
set of low-level features from the first-person recordings in
order to describe camera wearer’s head movements and gaze
patterns, and applied support vector regression in order to
predict Big Five personality traits. This approach yielded
state-of-the-art results for agreeableness, conscientiousness
and extroversion. Salam et al. [9] expanded on this idea and
further investigated the impact of the participants’ personal-
ities on their engagement states from the Kinect depth sensor
recordings. Unlike [8], these recordings contained interactions
between two participants and the robot from a static, third-
person perspective. To do so, they collected personality labels
and engagement labels from external observers using an
online crowd-sourcing service, and extracted two sets of fea-
tures, namely, individual and interpersonal features. They
first applied Gaussian process regression for personality pre-
diction. They then combined the predicted personality labels

with the individual and interpersonal features to classify
whether the participants were engaged or not, where the best
results were achieved using individual features together with
personality labels.

2.3 Our Work
The MHHRI dataset was built with the aim of studying per-
sonality simultaneously in dyadic human-human interac-
tions and triadic human-human-robot interactions, and its
relationship with perceived engagement. We conducted a
controlled interaction study where, in the first stage, dyadic
interactions between two human participants took place
with the interactants asking a set of personal questions to
each other. The second stage of the study was recorded dur-
ing a triadic interaction between two participants and a
humanoid robot, where the participants were asked to
answer questions similar to the first stage, but posed by the
robot. Sample snapshots are given in Fig. 1.

The main contributions of the MHHRI dataset are
highlighted in Table 2. The MHHRI dataset complements
the existing databases along three main avenues:

� The MHHRI dataset incorporates two different inter-
action settings, namely, human-human interaction
and human-robot interaction, whereas the previous
databases exclusively focus on either human-human
interaction or human-robot interaction.

� In addition to the static, third-vision cameras, the
conversations were recorded using dynamic, first-
person vision cameras. First-person vision provides
the most relevant information for recognising social
interactions [30]—people that the camera wearer
interacts with tend to be centred in the scene, and
are less likely to be occluded when captured from a
co-located, first person perspective rather than from
a static, third-person perspective. Social signal proc-
essing with respect to first-person vision cameras is
still an understudied research problem.

� Similar to the ELEA corpus [20], the MHHRI dataset
offers both personality and engagement labels. How-
ever, while the ELEA corpus [20] comprises audio-
visual recordings only, the MHHRI dataset provides
fully synchronised recordings of six different data
modalities ranging from visual to physiological.

Fig. 1. The human-human interaction setup is shown in the first row: Simultaneously captured snapshots from (a) Kinect sensor; (b-c) ego-centric
cameras that are placed on the forehead of the participants. The human-robot interaction is shown in the second row: Simultaneously captured snap-
shots from (d) Kinect depth sensor; (e-f) ego-centric cameras that are placed on the forehead of the participants.
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Figure 2.3: A snapshot of the human-robot interaction

There is another human-robot interaction data set that was collected for analyzing per-

sonality and human-robot engagement [82]. As it can be seen from Fig. 2.3 which is from [82],

sub-graph (a), (b), and (c) could be used to analyze human-human interaction. The human-

robot interaction was showing in the sub-graph (d-f). The sub-graph (a) was captured by
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a Kinect sensor, sub-graph (b) and (c) were captured by the ego-centric cameras that each

participant was wearing on the forehead, the sub-graph (d) was from another Kinect sensor,

sub-graph (e) and (f) were captured by the participant’s ego-centric cameras. This data set

has been applied in [46] for analyzing the relationship between human-robot engagement and

personality traits. In [46], the authors used the human-human distance, human-robot distance,

the number of moving pixels, and many other features to analyze human personality traits

and human-robot engagement as well as the relationships of these two factors.

The personality traits recognition task also was performed in the group discussions.

In [83], the participants were asked to discuss how to survive from a disaster scenario. Mean-

while, the cameras and microphones were also equipped in the experimental room to record

the participant’s body and speech activities. The personality trait of each participant was

measured as well. Soon after, this data set was used to train a support vector machine (SVM)

model for inferring participants’ traits: extroversion and Locus of Control [84] which is the

degree that people scored to show how well they can control over the outcomes of events in

their life. In [85], the speech features such as conversational activity, pitch, amplitude and

others, and visual features such as the energy of the body gestures, others were combined to

perform the classification task.

Another audio-video recordings of group meetings Emergent LEAder (ELEA) corpus [86]

also were applied to perform the personality recognition task [73]. Fig. 2.4 which is from the

article [87] shows a snapshot of the ELEA corpus video. The web camera was showing inside

the red circle, the microphone was showing in the blue circle. Firstly, big-five personality

traits of the participants in the meeting were annotated by the external observers. Then,

nonverbal features of each participant were extracted from audio recordings and videos. The

audio features were including speaking turn features which indicated the speaking states of

each participant, and prosodic features which were the statistical information of voice energy

and pitch. The visual features were including head activities, statistical features of the body

activities which were extracted by weighted Motion Energy Images (wMEI) [86], and visual

focus of attention features [88] which described where the participant was looking at. And

this work also was further improved in [89], in which the authors explored the behaviors that

happened simultaneously such like the target person speaks while other members move their
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Figure 2.4: A snapshot of the ELEA corpus

body.

There also some research that applied in the non-interactive settings, such as the self-

presentations videos or vlogs. The authors attempted to infer 21 impression variables from

vlogging that was posted on YouTube [90]. 37000 video were downloaded from over four

hundred vloggers, and 21 impression variables of the vloggers including technology, personality,

mood, and skills were measured. Some similar features, such as voice intensity, formants, pitch,

wMEI were used to infer the impression variables. With the enormous amount of training

data, the deep-learning based methods also was applied to infer human personality traits from

YouTube vlogs [91, 92]. In [91], all the audio, video, and text cues were combined and used

for inferring personality traits. Except the deep-learning, most of the aforementioned studies,

their methods for nonverbal feature extraction are from the research on identifying emergent

leaders. Therefore, the related studies also were investigated.

24



In the work of [88], the nonverbal activities were used to detect the emergent leadership

in the small groups discussion about a winter survival task. The speaking activities included

speaking length, speaking turn, speaking interruptions, and average speaking duration. Visual

activities involved attention changes such as received attention, give attention, others. There

are also features which indicated that speaking and visual activities happened at same time

(e.g. looking while speaking, being looked while speaking, and others). The authors provided

more nonverbal features in [86], such like prosodic nonverbal cues which were voice energy

and pitch, head activity which is calculated the moving pixel by applying optical flow on

the face area, the body activity which is calculated the moving pixel on the rest of body

area, and motion template based features (weighted motion energy image) which contains

the accumulated motion information. All the above visual features were extracted from the

images with a static background.

I have made a brief summary of some related studies and presented in the Fig. 2.5.

Except inferring human personality traits form raw video and audio by using deep learning,

many different features were proposed to describe human’s nonverbal behaviors such as the

head, body activity, voice pitch, energy, and others. And the methods included classification

model such as SVM and regression model like ridge regression or linear regression.
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The commonly used nonverbal features for recognizing dominance, emergent leaders, personality traits and

investigating group interactions in meetings were summarized in [1,2].
Figure 2.5: A brief summary of the related studies

The commonly used nonverbal features for recognizing dominance, emergent leaders, per-

sonality traits and investigating group interactions in meetings were summarized in [93, 94].

It should be noticed that calculating the statistical information was the most popular way

of using the nonverbal features in the most of existing studies. We know that the charac-
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teristics which were mentioned above have relatively long-term effects on human’s behaviors.

Therefore, the statistical feature is a good option while investigating the relationship between

nonverbal behaviors and human characters. But, I think that how the behaviors changes in

the time series is also important. In the following two chapters, instead of statistical features,

the raw form features were used for personality traits recognition.

In light of these studies, most of the nonverbal features were extracted from images pixels.

It is important to know that any changes of the distances between robot and participants will

cause the subsequent changes on the images. To avoid this, I did not use the proxemics features

to describe human nonverbal behaviors. During the experiments, the distances between robot

and each participant also were limited to a range. The same methods also were applied

for inferring human personality traits such as SVM and ridge regression. Because our data

set were limited, therefore, the deep learning methods such as convolutional neural networks

(CNNs), multi-layer perceptron (MLP), and others were not used.
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3
Nonverbal Features for Personality Traits

Recognition in HRI

A pilot experiment which was conducted in order to test the feasibility of the nonverbal

features and find the practical problem for inferring personality traits in HRI is going to be

introduced in this chapter. First of all, the methods of nonverbal feature extraction will be

presented. Then, the experimental setup, as well as the robot that used to interact with

human, will be introduced in detail. Afterwards, the machine learning methods and results

will be proposed. Finally, the problem and weakness will be summarized to carry forward a

new chapter.

3.1 Nonverbal Feature Representation

In light of the previous studies, a pilot experiment was designed. The general idea of

the experimental scenario (refer to Fig. 3.1) is that the robot will ask each participant a few

questions, and each participant will make a response with body gestures. Meanwhile, the video
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Figure 3.1: Experimental protocol for inferring human personality traits

and audio will be recorded by the robot for nonverbal feature extractions. On the other hand,

the personality traits of each participant were measured by a questionnaire. There are three

visual nonverbal features which are head motion, gaze score, and body motion energy, and

vocal nonverbal features which are voice pitch, energy, and mel-frequency cepstral coefficient

(MFCC). The methods of nonverbal feature extraction will be introduced in the next section.

This section aims at clarifying the experimental detail.

By considering the aforementioned studies, some similar nonverbal features were ex-

tracted. The nonverbal features were divided into visual nonverbal features and vocal non-

verbal features as mentioned in the previous chapter. The verbal feature were not considered

because many different languages were used during HRI, and analyzing the verbal contents

would be strenuous work. All the nonverbal features were briefly introduced in Table 3.1

three visual nonverbal feature which include head motion, gaze score, and motion energy, and

three vocal nonverbal features which are voice pitch, energy, and MFCC. In the experiment

scenario, the visual features can be extracted both when participants and robot were talking.

In Table 3.1, HM2, GS2, and ME2 are extracted while robot was asking questions. The total

time duration of robot’s speaking turn was too short to provide sufficient data for training

the model. Therefore, these three features were not used.
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3.1.1 Head Motion

In [86], the authors applied optical flow to calculate the moving pixels to detect the head

activity. Based on the head activities, it would be able to detect for how long and when the

head moved. Instead of using their method, 3-D head angles (pitch, yaw, and roll) of the head

were calculated and used to represent the head motion in here. In [95], the authors proposed

Table 3.1: Nonverbal Feature Representation

Nonverbal
Activity Abbreviation Description

Behavior

Visual

Head Motion
HM1 Users move head while they are talking
HM1b Binarized HM1
HM2 Users move head while pepper is talking

Gaze Score
GS1 Users’ gaze score while they are talking
GS1b Binarized GS1
GS2 Users’ gaze score while pepper is talking

Motion Energy
ME1 Users move body while they are talking
ME1b Binarized ME1
ME2 Users move body while pepper is talking

Vocal

Pitch
Pn Normalized pitch
Pnb Binarized pitch

Energy
En Normalized energy
Enb Binarized energy

MFCCi One of the 13 MFCC vectors, i is from 1 to 13
MFCC MFCCib Binarized MFCCi

m_MFCC The average vector of the 13 MFCC vectors
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their method for head tracking and head pose estimation from low resolution images. The

method that was proposed in [96] was applied to calculate head angles. First of all, human

face was extracted from each frames. Then, the face area was inputted to 60 detectors which

were already trained based on the different set of face images which were categorized based

on face angles. Actually, only eight detectors were trained, because the Haar features can be

rotated 90° and flipped horizontally. The definition of 3D head angles (pitch, yaw, and roll)

can be seen from Fig. 3.2. The output of the pitch angle covers from -90° to 90° ; the roll

angle covers from -45° to 45°; the yaw angle covers from -20° to 20°.

The head motion was calculated based on the 3D head angles based on the following

equation. The Greek alphabet α, β, and γ were used to denote the pitch, yaw, and roll angles,

respectively. Eq. 3.1 calculate the Manhattan distance of the head angles from every two

contiguous frames. i is greater or equal to 1.

HM1i+1 = |αi − αi+1|+ |βi − βi+1|+ |γi − γi+1|, (3.1)

Figure 3.2: The 3D head angles
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3.1.2 Gaze Score

How gaze influences human interaction has been addressed in [97]. As mentioned in the

previous chapter, the visual focus of attention features were used to infer emergent leaders in

the group discussions [88]. In order to analyze the eyes motion, high-resolution images are

needed. The usage of high-resolution images will increase the computational cost for both

robot and feature extraction. In the experiment, the distance between each participant and

robot also relatively far in terms of camera resolution of the robot, since the eyes only occupied

a few pixels in the frames. Therefore, another method was needed in order to analyze the

gaze movements. It has been revealed in [98] that the gaze direction and head pose are highly

related. Therefore, the gaze direction can be calculated based on the head pitch and head yaw

angles. The head pitch and yaw angles bother are 0°, if the participants were looking directly

in the robot’s face (top camera). It also was found that the face would be hardly detected if

the head pitch or yaw angle exceeded 20°. Taking all these information into consideration, a

score whose range is from 0 to 1 was used to indicate that the confidence of the face that each

participant was looking directly at the robot.

The equation for calculating gaze score was presented in the following, where the α and

β were used to denote the head pitch and yaw angles respectively. The αmax and βmax are the

maximum degrees of the head pitch and yaw angle. i is the frame that is greater or equal to

1.

GS1i = 1−

√√√√ β2i + γ2i
β2max + γ2max

, (3.2)

3.1.3 Motion Energy

In the aforementioned studies, the weighted motion energy image (wMEI) [86] was

proposed to calculate the accumulated motion information. Inspired from their work, the

moving pixels of two consecutive frames were calculated to measure the participant’s motion.

Fig. 3.3 illustrates the moving pixels by overlapping two consecutive frames. This is a simple
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Figure 3.3: The moving pixels of two consecutive frames

and effective method for measuring the body motion of each participants. However, it requires

the video to have a stationary background. In order to do that, the Pepper robot was disabled

all the body motions during the interaction. Otherwise, any robot’s motion would cause the

camera vibration, which would produce a changing background. The change of the background

would be detected as the moving pixels. On the other hand, if the distance between participant

and robot changed too much, which also cause the inaccuracy of calculating moving pixels.

For a same motion, if the participants approach to the robot, the number of moving pixels

will increase. There is another difference between this method and wMEI [86]. The moving

pixels in the head area also were counted into the overall moving pixels. Finally, the motion

energy was represented by the ratio of the moving pixels to the total number of pixels of the

frame which is 640× 480.

All three visual nonverbal features were normalized in the whole data set and represented

by HM1, GS1, and ME1. The binary features HM1b, GS1b, and ME1b also were calculated

based on whether the values of HM1, GS1, and ME1 were greater than 0 or not.
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3.1.4 Voice Pitch and Energy

The information that was compressed in the voice is more than the verbal meanings. The

vocal nonverbal features also are important way to express many aspects of human. Therein,

the voice pitch and energy are two well-known vocal features. They have been commonly

used in many emotion recognition tasks [99, 100]. For example, lots of people think that men

with lower-pitched voices are physically stronger [101] and more socially dominant [102]. And

people usually think that women with higher-pitched voices are more attractive [103] and the

lower-pitched women are socially dominant [104].

Pitch, which is perceived as the fundamental voice frequency (F0), is produced by vi-

brating the vocal cords. Many different algorithms have been proposed to detect the voice

pitch, such as the simple inverse filter tracking (SIFT) [105], the average magnitude difference

function (AMDF) [106], the auto-correlation function (ACF) [107], others. In the following,

the ACF which was denoted by acf(τ) and given in Eq. 3.3 was applied to detect voice pitch.

si is the audio signal of each frame, τ is the time delay, and N is the frame size.

acfi(τ) =
N−1−τ∑
n=1

si(n) si(n + τ), (0 ≤ τ < N), (3.3)

In Fig. 3.4, the first figure is a sound clip that less than 2 seconds. The second figure

shows the detail of the sound in 1 frame (si) which is corresponding to the signal that was

marked by red solid lines in the first figure of Fig. 3.4. The third figure shows the output of

ACF.

Generally, it is better to extract the voice pitch when the audio signal of each frame

contains more than two periods. I also supposed that the pitch of human voice is higher than

50 Hz. Based on this assumption, the range of the frame size N can be defined by the following

equation Eq. 3.4:

16000
50

≤ N
2

, (3.4)
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Figure 3.4: Pitch tracking based on Auto-Correlation Function

The sampling rate of the microphone is 16000 Hz. Therefore, the relation between time

duration T and frame size N can be defined by Eq. 3.5:

T = N
16000

. (3.5)

The time duration T was defined to 50 milliseconds. Then, it will be easy to calculate
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the frame size N which is 800.

Finally, pitch of frame i can be calculated by dividing the sampling frequency by the

index number of the second peak of acf(τ). The index number of the second peak was defined

as the pitch point which was denoted by ppi. Based on the assumption, the pitch is smaller

than 800 Hz. Therefore, the pitch point ppi should be greater than 20, which can be seen from

Eq. 3.6 (where i is greater or equal to 1).

ppi = arg max
τ

(acfi(τ)), (20 ≤ τ),

Pti = 16000
ppi

(3.6)

The short-term voice energy was calculated by the following equation Eq. 3.7:

Eni = 1
N

N∑
n=1

si(n)2, (3.7)

where si is the audio signal of the i-th frame, i is greater or equal to 1, and N is the frame

size which has already been defined above.

Therefore, in the third figure of Fig. 3.4, the first 20 values of ACF were removed. Then,

it can be seen that the index of the second peak ppi of ACF is marked by the red line.

3.1.5 Mel-Frequency Cepstral Coefficient

Mel-Frequency Cepstral Coefficient (MFCC) [108, 109] has been well-known in speech

recognition domain [110] for its good performance. In the following, the procedures for ex-

tracting MFCC will be briefly introduced.

First of all, the audio signal of each frame was calculated by using fast Fourier trans-

form (FFT). This procedure is motivated from the concept that explains how human brain

understands the sounds. Sounds could cause the vibrations in different spots of the cochlea
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Figure 3.5: The procedures for extracting MFCC

depending on the frequency of the sounds. Depending on the vibrations in different spots,
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the cochlea inside our ears is able to convert the sound waves to the electrical impulses to

inform our brain that some frequencies has appeared. Initially, more than five hundred FFT

points was calculated and squared in order to acquire the power spectrum of the audio signal.

Finally, Only the first 256 power spectrum points were kept.

Then, the Mel-spaced filter-bank that contains a group of 20-40 triangular filters (usually

26) was calculated based on the size of the power spectrum. The triangular filters become

wider when the frequency increases. This is because it is hard to discern the differences of the

closely spaced frequencies, and it becomes even harder with the increases of the frequencies.

Each filter-bank was multiplied with power spectrum, and the coefficients were added up. In

the end, 26 coefficients were kept.

Finally, the 26 coefficients were calculated the logarithm to compress the values. This

is because human need to used more than 8 times energy in order to double the loudness

of our sounds. Due to that the Mel-spaced filter-banks were partially overlapped each other,

the discrete cosine transform (DCT) also was applied to the logarithmic energies in order to

decorrelate the features. At last, 13 coefficients were kept.

Each of 13 MFCC feature vectors (MFCCi where i is from 1 to 13) was used to train a

machine learning model. The average vector m_MFCC of 13 MFCC vectors also was calculated.

All the vocal features also were normalized in the whole data set. The binarized features of

voice pitch and energy (Pnb and Enb) were calculated by evaluating the tendency of the Pn

and En, e.g., if the normalized pitch of frame i is smaller than the value of previous frame, the

binary pitch of frame i would be assigned 0. Otherwise, Pnb(i) would be assigned 1. On the

other hand, the MFCCi was binarized (MFCCib) by estimating whether the value is smaller,

or greater and equal to 0.

As mentioned above, all the nonverbal features were normalized based on the following

equation Eq. 3.8:

X = F− E(F)
Var(F)

, (3.8)
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where F is the raw form nonverbal feature; X is the corresponding normalized nonverbal

feature; E(F) calculates the mean of the raw form nonverbal feature F ; and Var(F) calculates

the variance of the raw form nonverbal feature.

3.2 Experimental Setup

In this section, the robot that was used to interact with each participant will be introduced

first. And then, the experiment environment and human-robot interaction scenario will be

presented in detail.

3.2.1 Pepper Robot

The humanoid robot Pepper 1 [111] which was manufactured by Softbank Robotics

(Aldebaran Robotics) and launched in June 2014 was used to interact with each participant.

Pepper is able to recognize basic emotion from human face and voice tones by using emotion

recognition functions in order to maintain a stable and good companionship with its user.

Pepper was designed as a social robot to bond with people, and give them a positive, engaging

experience. Pepper also can be customized to be a male or female depending on the user’s

preference.

There are four microphones, two HD cameras, and a 3-D depth camera that were equipped

in the robot’s head. The video can be recorded with the resolution from 40×30 to 2560×1920

and frame rate from 1 to 30 frame per second (fps). While the camera resolution is higher

than 640×480, the frame rate will be decreased to 1 frame per second. The depth camera can

capture the objects from 0.4 to 8 meters away with a view range from 40 × 30 to 320 × 240.

Pepper have 20 degrees of freedom that enable the robot to express various gestures to attract

human attentions. Pepper can make some movements to imitate some animal’s movements,

and indicate that it is listening or speaking.

With three omnidirectional wheels, Pepper is able to move freely toward to the users
1 Softbank Pepper Robot: https://www.softbankrobotics.com/emea/en/pepper
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The distance between user and Pepper is about 1.5~1.7meters

observable
Parameters:

Camera: Top Camera

Resolutions:

640*480px 

Framerate: 1 fps

Figure 3.6: Illustrative diagram of experimental setup

and interact with them. It is also equipped with sonar sensors, laser sensors, and infrared

sensors on the below body parts to detect the obstacles or keep an interpersonal distance

while interacting with people.

The online-accessible foftware development kit (SDK) platform is also provided. More-

over, there are more than 300 applications 2 that were developed for Pepper including the

speech generation engine, speech recognition engine, customizing motion generation engine,

human perception engine, interaction engine, and many others. Various robotics applications

can be created through the SDK for advancing customized use. There are also many applica-

tions that can be installed on the tablet in Pepper’s chest, which provide more options for the

robot to interact with human.

3.2.2 Human-Robot Interaction Scenario

All the participants were students of Japan Advanced Institute of Science and Technology.

The experiments were conducted in a separate room. In case that some technique problem

happened, an operator was also staying at the same room, but with a screen to separate him

from each participant. The operator was able to use the computer to monitor the robot’s

states and participant’s states through robot’s HD camera which was already connected with

the computer. Initially, 15 participants took part in the experiment. However, there are three
2 Softbank Robotics Documentation: http://doc.aldebaran.com/2-5/index_dev_guide.html
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Figure 3.7: Snapshots of real experiments

participant who were excluded because they frequently looked to the operator.

Inspired from the related works, the participants were sitting in front of the robot and

with their arms resting on the tabletop to interact with robot. Fig. 3.6 and 3.7 illustrate the

circumstance of HRI. It also can be seen from Fig. 3.6 and 3.7 that only upper part of each

participant’s body was captured by the camera. The distance between each participant and

robot was about 1.5 meters to 1.7 meters. The top camera and one of the microphones of

Pepper were used to record the video and audio of all interactions. There are no any devices

that were used in the experiment. And more importantly, the videos that were token by the

top camera of robot’s forehead are very similar to the view of humans. Due to the limitation of

the robot’s hardware, if the camera resolution increased too much, the frame rate will become

unstable. The resolution of the camera was set to 640 × 480. And the videos were recorded

one frame per second. Too many subtle movements will be detected while the frame rate is

very high. On the contrary, the subtle movements will be hard to detected while the frame

rate is very low. During the interaction, the robot was disabled all the body movements (the

reason will be explained in the subsection. 3.1.3).

Pepper would proactively ask each participant a series of questions regarding to their life

(refer to Table 3.2). The participants could use any language such as Chinese, English, Italian,

and Vietnamese to communicate with Pepper. Even Pepper have four microphone, only one

of them was used to record the audio. Therefore, the audio was recorded in 16000 Hz.

Fig. 3.8 shows the pipeline for extracting the nonverbal features during HRI. At first, the
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Table 3.2: Questions that Pepper used to interact with each participant

question No. questions

1 hello, nice to meet you, I’m Pepper. Can you introduce yourself?

2
How long have you been in Japan? Is there any difference of the
lifestyle while you are living here or your hometown?

3
Today is a good day. So, how about the wether in your hometown?
Can you describe your hometown for me? Because I want to know
more interesting places.

4
It sounds like a very nice place. And can you introduce me some
your local food? I may not be able to eat, but I can talk to my
friends next time.

robot would try to detect whether there is a person in front to talk to. Then, the robot would

select the question from Table 3.2 one by one sequentially. Meanwhile, Pepper also recorded

the video and audio for nonverbal feature extraction. The participants were told that they can

pause for five seconds to let the robot know that it can ask next question. Finally, the data

of 12 participants were collected. Fig. 3.8 showed that some visual nonverbal features were

extracted, which will be introduced later. Each 30-seconds long clip was used as a sample. In

order to get more samples, each clip was divided with 50% information that was overlapped

with previous clip.

3.3 Classification and Regression Model

In [93, 112], many different methods were used to infer the emergent leaders or human

personality traits, such as the logistic regression [73, 89, 113], Gaussian mixture model [114],

support vector machine [73, 89, 115], rule-based [116, 117], and many others. In light of

these studies, the ridge regression and linear support vector machine (SVM) were trained and

evaluated.
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The following equation Eq. 3.9 shows how to calculate the regression parameters ω:

ω = (XTX + γI)−1XTy, (3.9)

where X is the nonverbal features, y is personality traits label, γ is the ridge parameter

that was calculated by the following equation Eq. 3.10:

γ = ei−10(i ∈ [0, 29], i ∈ N). (3.10)

Based on the Eq. 3.10, i is an integer whose range is from 0 to 29, which means that the

ridge regression model was ran for thirty times in the each training in order to optimize the

regression parameter ω. The ridge regression model was used to perform both regression and

classification tasks, which will be introduced in the following.
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Figure 3.8: The pipeline for feature extraction
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SVM is a famous supervised learning method. Different types of kernel functions enabled

SVM to perform both linear and nonlinear classification tasks. It also was found that the

binary features could not provided good classification results by ridge regression. Therefore,

the binary features were not used for training the SVM. The SVM classifier was introduced

in [118], which also is shown in the following Eq. 3.11

y(x) =
M∑

m=1
amymK(x, xm) + b, (3.11)

where y(x) is the predicted binary personality trait label of the training sample x, am are a

set of Lagrange multipliers, xm are the training samples, ym are the corresponding personality

traits label of the training samples, b is a bias parameter, and K(x, xm) is the linear kernel.

The linear kernel function also can be detailed by the following equation Eq. 3.12.

K(xi, xj) = xTi xj, (3.12)

where the xi and xj are two data samples.

The SVM classifiers were trained by choosing different penalty parameter of the error

term from [0.1, 0.4, 0.7, 1]. Finally, both ridge regression and and linear SVM were evaluated

by leave-one-out method.

3.4 Experimental Results

The classification results of SVM and ridge regression were presented at first. As the re-

gression method also was applied, therefore, the regression results were analyzed subsequently.

3.4.1 Classification Results

Table 3.3 shows the classification results of ridge regression. Table 3.4 shows the

classification results of linear SVM. The machine learning model was trained for each feature
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with the corresponding five personality traits label. The bold figure is the highest accuracy

of each personality trait. By comparing Table 3.3 with 3.4, the accuracies of four out of five

personality traits (agreeableness, conscientiousness, emotional stability, and openness) that

were acquired by linear SVM are higher than the accuracies that were acquired by ridge

regression. All thirteen MFCC feature vectors were used to train different machine learning

models. Only the classification accuracy of the sixth MFCC vector is higher than the average

accuracy of all thirteen MFCC vectors. The six MFCC feature vector was denoted as MFCC6

in Table 3.3 and 3.4.

The results of single features in both Table 3.3 and 3.4 were compared. It can be seen that

Table 3.3: Averaged Accuracies for Big Five Personality Traits (Ridge Regression Classifier)

Feature
Personality Traits

Extroversion Agreeableness Conscientiousness
Emotional

Openness
Stability

HM1 0.5601 0.5739 0.5282 0.5693 0.5280
HM1b 0.5289 0.5483 0.5455 0.5399 0.5335

GS1 0.6363 0.5087 0.5087 0.5298 0.5601
GS1b 0.5951 0.5629 0.6364 0.5418 0.6391

ME1 0.5252 0.6961 0.6658 0.5554 0.5923
ME1b 0.5151 0.6126 0.5695 0.5262 0.5455

Pn 0.5703 0.5142 0.5189 0.6033 0.5592
Pnb 0.5400 0.5776 0.6446 0.5280 0.6281

En 0.5363 0.5611 0.6979 0.6612 0.7053
Enb 0.5473 0.5868 0.6446 0.5409 0.6281

MFCC6 0.5225 0.8696 0.7594 0.7456 0.6079
MFCC6b 0.5629 0.6171 0.6694 0.5666 0.6574

m_MFCC 0.5751 0.6430 0.6141 0.6588 0.6219

FRR 0.6243 0.8641 0.6082 0.8320 0.6165
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Table 3.4: Averaged Accuracies for Big Five Personality Traits (Linear SVM Classifier)

Feature
Personality Traits

Extroversion Agreeableness Conscientiousness
Emotional

Openness
Stability

HM1 0.5068 0.6689 0.7364 0.7635 0.7162

GS1 0.5946 0.5878 0.6149 0.5472 0.4459

ME1 0.4122 0.7973 0.6014 0.6622 0.7162

Pn 0.5581 0.5814 0.8682 0.5194 0.6202

En 0.5349 0.5193 0.8527 0.5891 0.6976

MFCC6 0.5113 0.8915 0.8527 0.7209 0.5504

m_MFCC 0.4806 0.5736 0.7984 0.6899 0.5349

FSVM 0.6401 0.8411 0.8645 0.6963 0.5761

the highest accuracy for inferring extroversion by both ridge regression and linear SVM was

acquired by GS1. Obviously, the highest accuracy for inferring extroversion was 0.6363 that

was provided by GS1 by ridge regression. The MFCC6 also provided the highest accuracy for

inferring agreeableness in both ridge regression. Therein, the highest accuracy of agreeableness

which was acquired by linear SVM is 0.8915. Comparing the results of conscientiousness in

Table 3.3 and 3.4, Pn provided higher accuracy which is 0.8682 in linear SVM than the

accuracy 0.7594 that was provided by MFCC6 in ridge regression. It is also obvious that the

accuracy of HM1 in Table 3.4 for inferring emotional stability, (which is 0.7635) is higher than

the accuracy 0.7456 that was acquired by MFCC6 with ridge regression. For openness, linear

SVM also provided a higher accuracy than ridge regression. In Table 3.4, HM1 and ME1 both

provided same result 0.7162 that is higher than the accuracy 0.7053 of En by ridge regression.

Moreover, the nonverbal features GS1, En, and MFCC6 that provided the highest accu-

racies of the five personality traits were concatenated as a fusion feature. The fusion feature

which was abbreviated as FRR in Table 3.3 was used to train another five ridge regression

models for five personality traits. It can be seen that only the result of FRR for inferring emo-
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Table 3.5: The Maximum Values of R2 of the Regression Results for Extroversion, Agreeable-
ness, and Emotional Stability

Personality Trait
Features

HM1 GS1 ME1 Pn En MFCC6 FRR

Extroversion 0.05 0.30 0.01 0.01 0.11 0.01 0.15

Agreeableness 0.11 0.01 0.12 0.01 0.01 0.28 0.18

Emotional Stability 0.17 0.01 0.05 0.01 0.09 0.12 0.31

tional stability is higher than the single features. Similarly, based on the results in Table 3.4,

the HM1, GS1, ME1, Pn, and MFCC6 also were concatenated as a fusion feature. The fusion

feature that was abbreviated as FSVM for training SVM only provided a higher accuracy than

the single features for inferring extroversion. The fusion feature FSVM in linear SVM increased

the classification accuracy of extroversion about 7% to 0.6401 than the single features. For the

emotional stability, the fusion feature FRR in ridge regression increased the accuracy about

11% to 0.8320 than the single features.

Table 3.3 and 3.4 showed that the extroversion appears to be the personality trait which is

very difficult to be classified comparing other four traits. Agreeableness and conscientiousness

are the traits that can be easily classified.

3.4.2 Regression Analysis

In order to analyze the regression performance, the mean squared error (MSE) [119]

and the coefficient of determination (R2) [120] were calculated. The higher R2 score and lower

MSE score indicate that the regression model fits the data well. The following equations is

showing how to calculate MSE (Eq. 3.13) and R2 (Eq. 3.14).

MSE = 1
S

S∑
i=1

(Yi − Ŷi)
2 (3.13)
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R2 = 1−

S∑
i=1

(Yi − Ŷi)
2

S∑
i=1

(Yi − Yi)
2
, (3.14)

where S is the number of training samples, Yi is the personality trait label that was

calculated the mean score of the questionnaire of the sample i, Ŷi is the regression score of the

sample i, and Yi is the average personality trait score of all training samples.

The highest R2 score was presented in bold in Table 3.5. However, the maximum R2

scores of conscientiousness and openness are still smaller than 0.1. Therefore, the R2 scores of

these two personality traits were not presented in Table 3.5.

From Table 3.5, the highest R2 scores of extroversion, agreeableness, and emotional sta-

bility were calculated based on the regression results of GS1, MFCC6, and FRR which also

provided the highest classification accuracies in Table 3.3.
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Figure 3.9: MSE values of the ridge regression for inferring extroversion

The MSE values were presented in Figs. 3.9 - 3.13. In order to clearly show the changes

of MSE scores of five personality traits, the range of the horizontal axis i which is used to

calculated the ridge parameter γ in Eq. 3.10 was set from 0 to 16. The MSE scores of each
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Figure 3.10: MSE values of the ridge regression for inferring agreeableness
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Figure 3.11: MSE values of the ridge regression for inferring conscientiousness
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Figure 3.12: MSE values of the ridge regression for inferring emotional Stability

0 2 4 6 8 10 12 14 16
i ( = ei 10)

0

2

4

6

8

M
SE

OP_HM1
 OP_GS1
OP_ME1
OP_En
OP_Pn
OP _MFCC6

OP_FRR

Figure 3.13: MSE values of the ridge regression for inferring openness
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feature for different personality traits were represented by using two capital letters of the

personality trait and the abbreviation of the nonverbal features. For example, the MSE score

of HM1 for inferring extroversion was denoted as EX_HM1 in Fig. 3.9.

3.5 Discussion

As it was described in this chapter, the nonverbal features were defined to extract as easily

as possible from video and audio. These nonverbal features also provided promising results

for classifying human personality traits. In [121], their work also analyzed the personality,

however, in which the nonverbal features were extracted from each participant’s first person

vision. Fig. 2.3 of Chapter. 2 already showed the snapshot of the views from the ego-centric

cameras that participants wore on their forehead. The nonverbal features that were extracted

from robot’s first-person vision could be a reason that the system provided quite promising

classification results.

It also need to be noticed that the results of extroversion were the worst comparing to

the results of other four personality traits. The reason could be the experimental setup, in

which each participants sat in front of robot with a table which limited the body movements

of each participant.

There are also other limitations based on the current experimental setup. This experiment

was inspired from [87] which also can be seen from Fig. 2.4. The camera was fixed to make

sure that the background did not change. However, this conflict with the idea that robot that

was enable to understand human personality traits aims to behave more properly. Therefore,

the robot has to interact with human with synchronized verbal and nonverbal behaviors,

meanwhile, the robot also can recognize human personality traits.

It also can be seen from the classification results in Table 3.3 and 3.4. Each feature

showed its advantage in a different aspect. However, different nonverbal features can provided

different personality traits classification results. It is not a standard way of drawing the

conclusion for declaring the user’s personality traits. Then, the problem arose as how to unify

the classification results, or how to fuse the multi-modal features.
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And the human-robot interaction scenario also need to be refined. It may not very

common that human keep talking to robot. The robot need to grasp the information about

human personality traits efficient and effectively.
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4
Multi-modal Feature Fusion Approach for

Human Personality Traits Recognition in HRI

In order to overcome the limitations that were mentioned in the end of previous chapter,

a new experiment was conducted and proposed in the following of this chapter. Moreover, the

feature extraction methods also were modified for better adapting to the new experiment sce-

nario. Considering unknown patterns and sequential characteristics of human communicative

behavior, a multi-layer Hidden Markov Model also was proposed to improve the classification

accuracy of personality traits by taking advantage of fusing multiple features.

4.1 Problem Review

Various studies have been performed in different contexts to recognize human personality

traits through different resources, including words used in blogs [68] or self-narratives [122],

videos and audios in group meetings [73, 89], YouTube vlogs [123], and human-robot interac-

tion [124]. Considering the three limitations that were introduced in the previous chapter and
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reviewing the prior studies on nonverbal behaviors, three problems will be addressed in the

following:

(1) How can the accuracy of inferring personality traits be improved by combinations of

multimodal features?

Multimodal feature fusion has drawn increasing attention from researchers in analyzing

various multimedia data [125, 126, 127]. Usually, the statistical features of audio and video

were concatenated to generate a fusion vector, or used to analyze the co-occurrent event [89].

Most of the methods proposed for feature fusion rarely investigate how to selectively combine

features. [85] mentioned some methods of combining the features of the target person and the

other group members to recognize the personality traits of the target person. Therefore, it

need to be investigated that whether it is necessary to use all the features available and what

combination of features can achieve the best accuracy for inferring human personality traits.

(2) It is technically difficult to sample different features at equal intervals. How can the

feature vectors of variable length be handled?

Dealing with the feature vectors of variable lengths is another important point to address.

In [128], audio and video were input to the framework that combined Convolutional Neural

Networks (CNNs) with Recurrent Neural Networks (RNNs) to generate a fused vector handling

variable length features. However, training a neural network required a large number of data.

In the speech recognition, the dynamic Bayesian networks can process multi-stream features

and features of variable lengths [129].

(3) How to extract visual features from the videos that were recorded by the robot’s shaky

camera?

As previously stated, robots will need to interact with humans through synchronized

verbal and nonverbal behaviors aligned with human personality traits. For this, robots need

to analyze the video taken from the robot’s first-person perspective with an on-board camera.
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However, to the best of our knowledge, previous studies [73, 89, 123, 124, 128] only used a fixed

camera position. Some studies allowed the robot to move, however, features were extracted

from an external RGB-D sensor placed above the robot’s head [130] analyzing human motion

and distance change to the robot. Likewise, a depth sensor was placed behind the robot

to record human-robot interactions and to analyze the relationship between engagement and

personality [46]. Is important to extract the nonverbal behaviors, such as eye contact, head

movements, and body movements, from the robot’s first-person perspective in order to better

understand human characteristics using a self-contained system.

4.2 Experimental Setup

Similarly, the Pepper robot was used to interact with participants. The robot performs

movements during the interaction, and records the audio and video data of each participant

at the same time. The visual and vocal nonverbal features were extracted from the video and

audio while the human was talking as shown in Fig.4.1. The utterances with different lengths

were used to train a model for inferring human personality traits.

Hi
I am pepper

Video and audio stream

Feature:

1) Visual Features

2) Vocal Features

Human is talking Robot is talking

Inferring human personality traits

Figure 4.1: Diagram of human-robot interactions

Fig. 4.2 shows how to enabled the Pepper robot to communicate with each participant.
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Figure 4.2: Spoken dialog system using NUANCE and Dialogflow

It consists of two parts: the built-in NAOqi applications 1 and the natural language under-

standing platform (Dialogflow 2). A similar method also was used in [131] as a smart home

user interface [132]. The built-in speech recognition engine provided by NUANCE converts

speech to text. The text is then sent to Dialogflow for acquiring a proper response. As soon as

the robot received the response, the NUANCE speech engine synthesizes the speech to com-

municate with each participant. To avoid spending too much time designing a conversational

interface that covers multiple topics, I proactively narrowed down the topics, mainly related to

our campus life. The robot played as an advisory staff providing such information as research

laboratories and facilities on campus as well as students’ welfare services.

In a separate room, each participant sat in front of the robot 1.5 to 2 meters away as shown

in Fig. 4.3. In order to respond to robot failures, an operator was present in the room during

the interaction. Sometimes the robot abruptly looked up at the ceiling due to air conditioner

noises. Then, the operator would tell the participant and terminate the interaction. After

resolving such problem, the participant was asked to keep on interacting with the robot. All

the participants (from China, Italy, Vietnam, Thailand, and Turkey) were asked to interact

with the robot by using English. Due to the accent, sometimes, the speech recognition engine
1NaoQi documentation: http://doc.aldebaran.com/2-5/index_dev_guide.html
2Dialogflow: https://dialogflow.com/
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Figure 4.3: Floor plan of the experimental room

was not able to accurately translate the participant’s speech to the texts.

A camera and a microphone embedded into the robot head (as shown in Fig. 4.3) were

used to record the video and audio during the interaction. The robot can track the human head

movements to indicate that the robot pays attention to the person. The camera resolution

was set to 640×480 pixels, and the frame rate was set to 5 frames per second. Simultaneously,

the robot recorded the audio with the sample rate of 16, 000Hz by the microphone.

It should be noticed that the human-robot interaction scenario in this experiment is

different from the previous one which has been introduced in Chapter 3 Section 3.2.

In the previous experiment, the robot asked each participant questions. The partici-

pants were supposed to reply the questions with habitual behaviors. And then, during the

participants were replying questions, every 30 seconds clips were considered as one sample.

In this experiment, a total of 21 participants were recruited from the Japan Advanced

Institute of Science and Technology. Pepper was playing the role of a consulting robot that

was able to provide many information about our campus. Each participant asked questions

such as “how can I borrow a book from the library?”, and “I am worried a lot about my

56



research” to the robot. In total, 329 sentences of participants asking robot questions were

collected. These sentences were used as the training samples.
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Figure 4.4: Number of participants that scored high or low on each personality trait com-
pared to the mean scores

The blue and red bars in Fig. 4.4 are the number of participants that were scored low

and high, respectively, on the personality traits compared to the mean scores from the ques-

tionnaire survey. The video and audio that were recorded separately would be synchronized

manually. The noises of the robot’s fan were also removed from the audio. The timestamps

that indicate when the participant started talking and when the participant finished talking

were not completely accurately recorded. Therefore, the timestamps were manually revised.

Then, multimodal features were extracted while participants were asking questions.

The personality traits were annotated with the same method that was mentioned in

Section 2.3. Each participant was asked to fill out an IPIP questionnaire. A total number of

50 questions are divided into 5 groups to describe 5 different personality traits. Each group

contains 5 positive-scored questions that positively describe a personality trait and 5 reverse-

scored questions that negatively describe a personality trait. Each question is rated on a

five-point scale. For the positive question: Strongly Disagree equals 1 point, Neutral equals 3

points, and Strongly Agree equals 5 points. The rating for reverse-scored questions is just the

57



Table 4.1: The mean scores of five personality traits are based on IPIP Big-Five factor mark-
ers.

Personality
Extroversion Openness

Emotional
Conscientiousness Agreeableness

Trait Stability

This study 3.0286 3.8048 2.9571 3.5381 3.9048
Public dataset 3.1499 3.0357 2.8290 3.2072 2.9011

opposite. The final score of each personality trait is the average score of 10 questions. Then,

we used the mean score of all participants as a cut-off point to binarize the personality traits

of each participant. The binary personality traits were used to perform a classification task

and indicate how high or low the participants rated their personality traits.

The relationship between the personality traits score of the participants and the public

dataset ( https://openpsychometrics.org/_rawdata/) which has been mentioned in the

previous chapter also was investigated. The mean scores of five personality traits were pre-

sented in Table 4.1. The first row shows the mean scores of all participants in this study,

which were used as the cutoff points. And the second row shows the mean scores of the people

who answered in the IPIP Big-Five Factor Markers questionnaire.

We also presented Table 4.2 to show how many participants in this study score high on

each trait depending on two different cutoff points (mean scores) given in Table 4.1. The first

row of Table 4.2 shows the number of participants who score high on each trait using the cutoff

points of this study (21 samples). The second row shows the number of participants who score

high on each trait using the cutoff points of the IPIP Big-Five Factor Markers questionnaire

participants (19,719 samples).

Table 4.2: How many participants are high on each trait depending on different cutoff points.

Personality
Extroversion Openness

Emotional
Conscientiousness Agreeableness

Trait Stability

This study 9 10 13 10 12
Public dataset 9 20 15 14 21
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The differences in extroversion, emotional stability, and conscientiousness presented in

the two tables are negligible, while the differences in openness and agreeableness are seem-

ingly notable. In our experiments, almost all participants (20 out of 21) were international

postgraduate students. In the literature, a study [133] reported that most of the interna-

tional postgraduate students rate high in agreeableness, openness, and conscientiousness, while

extroversion and neuroticism are subsequently at medium levels. The findings in the above-

mentioned study are consistent with the data of our participants that showed considerably high

cutoff points on the openness and agreeableness scales.

Furthermore, Hypothesis Tests including the T-test and Kolmogorov-Smirnov-test (KS-

test) were also performed and presented in Table 4.3. The results of T-test were presented

on the first row of Table 4.3. The second row of Table 4.3 showed the results of Kolmogorov-

Smirnov-test. The null hypotheses of T-test and Kolmogorov-Smirnov-test are given below:

T-test : the data in vectors b1 and b2, which represent the personality trait scores of the

participants in our study and IPIP dataset, come from independent random samples

from normal distributions with equal means and equal but unknown variances at the 5%

significance level.

KS-test : the data in vectors b1 and b2, which represent the personality trait scores of the

participants in our study and IPIP dataset, are from the same continuous distribution

at the 5% significance level.

The results of hypothesis tests are in line with the previous analysis associated with Table 4.2.

There are comparatively small number of participants in this study. However, their personality

traits distribution is representative.

Table 4.3: The results of hypothesis tests.

Personality
Extroversion Openness

Emotional
Conscientiousness Agreeableness

Trait Stability

T-test Accept Reject Accept Reject Reject
KS-test Accept Reject Accept Reject Reject
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Table 4.4: Nonverbal feature representation

Activity Abbr. Description

Visual Nonverbal Features

Head Motion HM
A score describes the scale of the participants’ head motion
while they are talking to the robot

Gaze Score GS
A score describes the confidence in the fact that the
participant is looking at the robot

Body Motion ME
A score describes the scale of the participants’ body motion
while they are talking to the robot

Vocal Nonverbal Features
Pitch Pt The voice pitch of the participants

Energy En The voice energy of the participants

MFCC MFCCs One of the 13 MFCC vectors, s is from 1 to 13

4.3 Nonverbal Feature Extraction

From the previous chapter, the nonverbal features have showed their advantages on

inferring human personality traits. Therefore, the similar nonverbal features were extracted.

The brief descriptions of each feature were presented in Table 4.4. Under the current human-

robot interaction scenario, the image stabilization compensating for shaky camera motion

while extracting the visual features was performed.

4.3.1 Head Motion

In order to describe the participant’s head motion, the 3D head angles (roll, pitch, and yaw)

were extracted. Similarly, the Manhattan distance of the 3D head angles of two adjacent frames

was used to represent the head motion. A part of early studies on head pose estimation was

summarized in [134]. How to distinguish the participant’s head motion from the camera’s

rotation, however, was not mentioned in these studies. An interesting and straightforward
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Figure 4.5: Warping the target image

geometric method was proposed in [135]. Hence, our head angle calculation method built

upon the idea of [135] by minimizing the effects of camera movement, as will be detailed in

the following content.

The robot moved its head while interacting with each participant. For calculating the 3D

head angle from images, first of all, the effect of the camera’s movements shown in Fig. 4.5

where two successive frames (Imagei and Imagei+1) were used have to be minimized. The frame

(Imagei+1) was warped based on the previous frame (Imagei) using a feature-based image regis-

tration pipeline by extracting distinctive points and matching them through descriptor vectors.

If key points detected from the body of the participant were matched while he/she was moving,

this would generate large errors in motion estimation thus warping the image. Therefore, the

human was detected by a deep learning-based object detection model (e.g., MobileNets [136]

and SSD [137]), and removed from both images. A sample deep learning model was trained,

which was able to recognize more than twenty objects including car, cat, chair, person, and

others. The SIFT [138] was used to detect key points. Then, the RANSAC [139] algorithm was

applied to uncover a set of optimal inliers of two images. Based on the matched point pairs,

the 2D planar motion between the coordinate frames of the images can be easily calculated.

The target image could be warped by using this motion matrix [140].

Once the image was warped, an open-source library dlib3 [141] was used to detect the

key points of the human face from the warped image. There are 68 facial landmarks that can

be localized from the images as mentioned in [142]. Fig. 4.6 shows the facial key points that
3dlib: http://dlib.net/
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were localized using dlib and default 3D key points. Six facial key points which include left

corner of the left eye, right corner of the right eye, nose tip, left mouth corner, right mouth

corner, and chin were used to calculate the 3D head angles (roll, pitch, and yaw).

Open source library: dlib Default 3D key points

Figure 4.6: Facial key-points and head angles (the key points of the left image were detected
from warped image using dlib; the middle image shows the default 3D key points; the right
image illustrates the 3D head angles)

The following equation shows how the participants moved their head from the default

pose to other poses which were projected to the images 4:

F2D = K ∗ [R|T] ∗ P3D, (4.1)

where F2D is the facial key points that were detected from the image, P3D is the corre-

sponding default 3D key points, K is the camera matrix, R is the 3× 3 rotation matrix which

indicates how participants rotated their head, T is a translation vector. The robot’s camera

was calibrated using the method proposed in [143]. Therefore, the rotation matrix R can be

easily calculated by Eq. 4.1.

Eq. 4.2 shows how to calculate 3D head angles (roll, pitch, and yaw) in radians. Each

element of the rotation matrix R are denoted by r with two subscripts which represent the
4OpenCV: https://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_rec

onstruction.html
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row and column index, respectively.



α = Atan(r32/r33)

β = Asin(−r31) ,

γ = Atan(r21/r11)

R =



r11 r12 r13

r21 r22 r23

r31 r32 r33


(4.2)

where α, β, and γ denote the roll, pitch, and yaw angles, respectively. Then, the Manhattan

distance of two adjacent head angles was calculated to represent the head motion (HM) given

by the following equation Eq. 4.3 (which is exactly same with Eq. 3.1):

HMi+1 = |αi − αi+1|+ |βi − βi+1|+ |γi − γi+1|, (4.3)

where i and i + 1 are two consecutive frames, and i is greater than or equal to zero (the

first image of each sentence was used as the zero-th image Image0). Note that the head angles

with subscript i are calculated from the original image i, the image i + 1 is the warped image

with regard to the image i.

4.3.2 Gaze Score

Social eye gaze played an important role in human-robot interaction [144]. Therefore,

understanding the movements of the human gaze will contribute to enhancing human-robot

engagement. The gaze score was calculated based on gaze direction. As the gaze direction and

head pose are highly related to each other [98], I opted to calculate the gaze direction from the

participant’s head pose instead of analyzing movements of the eyes from the low-resolution

images. Different from the method for calculating head motion that was proposed Fig. 4.5,

the first image of each sentence was fixed as the reference image (Image0), and the rest of the

images of each sentence were warped to the reference image.

All the head angles were calculated from the warped images. When the participant

strictly faces the forehead camera of the robot, the roll, pitch, and yaw angles are 0°. The
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Figure 4.7: Adjusting the body pose of two successive images

pitch and yaw angles fall within the closed interval of [−π/4, +π/4]. The gaze score describes

the confidence in the fact that the participant is looking at the robot. As the gaze direction is

highly related to the pitch and yaw angles, Eq. 4.4 which is same equation as shown in Eq. 3.2

shows how the gaze score of the frame i (i is greater than or equal to one.) is calculated. As

mentioned above, β and γ denote the pitch and yaw angle, respectively:

GSi = 1−

√√√√ β2i + γ2i
β2max + γ2max

, (4.4)

where βmax and γmax represent the maximum degree of the head pitch and yaw angle,

respectively.

4.3.3 Body Motion

The motion energy is acquired from a long period of time over the whole interaction. The

same abbreviation ME (body motion energy) was used here. Comparing with the method in

the previous chapter, computing motion energy with different pixels [124] of between images
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is not feasible when the images are blurry due to camera shake. The method of [145] was

used to extract the skeleton of human body. The body motion was calculated from two

successive images, the original images (Imagei) and the warped image (Imagei+1) as shown in

Fig. 4.5. With the neck as the center of rotation and the joints two shoulders, and two hips

as the reference point, four angles ω1,2,3,4 were calculated to approximately compensate for the

camera motion as shown in Fig. 4.7. However, sometimes the robot may not be able to capture

the whole body of the participant. Any ωi (when i is 1 and 2 means the rotation angles from

neck to two shoulders, ω3 and ω3 are the rotation angles from neck to two hips as shown in

Fig. 4.7) that can be calculated from the frames will be used to calculate a mean rotation angle

The rotation angle ω is the mean of all the angles calculated from the angles mentioned above.

Then, the second skeleton was rotated based on the rotation matrix in Fig. 4.7. Sometimes,

the robot looked up and only the upper body could be captured by the camera. Therefore,

the rotation angle was only calculated when it was possible to see the whole body in images.

Finally, the neck of each participant’s skeleton was used as the center to overlap the skeletons

of two frames to calculate the change of each joint.

Shoulder(s)

Elbow(e)

Wrist(w)

Initial point: 

shoulder

Initial point: 

Elbow

Figure 4.8: Example of calculating the upper arm motion

Fig. 4.8 shows how to calculate the body motion from the overlapped skeleton. If the

shoulders of two frames are overlapped, the triangle area constituted by two upper arms (from

shoulder to elbow) in two consecutive frames i and i+1 from image sequence, can be calculated

using the cross product (Eq. 4.5) of two vectors.

BMSE
i+1 = 1

2
∥−→SEi ×

−→
SEi+1∥, (4.5)
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where BMSE
i+1 is body motion of the upper arm. SE is a vector which represents the upper

arm from shoulder to elbow. And i is greater than or equal to zero. As the size of the human

face will occupy different number of pixels according to the distance to the camera, the sum

of all the triangle areas was standardized by dividing the size of the human face.

4.3.4 Vocal Nonverbal Features

Three vocal nonverbal features are voice pitch, energy, and Mel-frequency cepstral

coefficient. The methods for extracting all three these features have been already mentioned

in the previous chapter. As the same methods were used to extract vocal features, the methods

will not be introduced again in this chapter.

4.4 Feature Fusion and Classification Models

4.4.1 System Architecture

Fig. 4.9 illustrates the overview of the proposed framework for estimating human personality

traits that will be detailed in the following five steps:

Step 1: The visual and vocal features, namely, head motion, gaze, body motion, voice

pitch, voice energy, and Mel-Frequency Cepstral Coefficient (MFCC) were extracted from

video and audio, respectively, following our prior research [124]. Since the visual and vocal

features were extracted at different sampling rates, although they were extracted from the

same sentence, the length of the visual feature is different from that of the vocal feature.

Step 2: The linear interpolation was applied to the visual features to make their length

equal to the length of vocal features.

Step 3: All the features from the training data were gathered to generate a matrix, where

each row is an independent feature. The column vector represents a behavior pattern at

a specific time point, e.g., the person was facing to a robot or not, was there a significant

movement comparing to the last time point, the person was using high or low voice pitch
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Figure 4.9: Overview of the proposed framework

while talking, etc. The behavior patterns were clustered into several categories.

Step 4: The feature matrix of each sentence from the training data was represented by a

consecutive series of category labels representing the different behavior patterns that happened

at a specific time point. The time-based arrays were used to calculate the initial probabili-

ties and state transition probabilities based on the concept of HMM. Since the duration of

representing each behavior could vary, therefore, every two or more behavior patterns were

combined as one pattern to generate the second and later layers to compute initial and state

transition probabilities.

Step 5: Based on the results of the combination of multiple layers of HMM, the SVM

with different kernel functions, ridge regression, and the voting method were trained to classify

67



Visual Features

Vocal Features

Linear Interpolation

With same size

Time:

Visual

Features

Vocal

Features

C clusters of 

behavior pattern

HMM

Cluster label:

KmeansAll Training data

Pattern 

vector:

Size of 

N*1

The cluster labels (behavior

patterns) will be used to

calculate the state transition

and start probabilities.

Figure 4.10: Linear interpolation and clustering behavior pattern

the user’s personality trait.

4.4.2 Multimodal Feature Fusion

The visual and vocal features were extracted from each sentence as shown in Fig. 4.10.

Due to the difference in sampling rate of the camera and microphone, I applied the linear

interpolation to make visual and vocal features have the same length. Then six nonverbal

features composed of eighteen feature vectors defined in Table 4.4 (HM, GS, ME, Pt, En, and

thirteen MFCC feature vectors). Testing all the combinations of eighteen feature vectors (the

number of all the combinations is more than twenty thousand) is completely overwhelming.

Therefore, all combinations were restricted to contain at most one MFCC feature vector. I also

used all eighteen features vectors as one combination for a simple comparison. In this study,
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Figure 4.11: Relation of the total distances to the number of times that k-means was run
with different centroid seeds (the values shown in the vertical axis are in the hundred thou-
sandths decimal place of the sum of distances)

448 feature combinations (including the combination of all eighteen feature vectors) were

tested. The parameter N in Fig. 4.10 indicates what features were used in a combination.

Once the combination of the features was decided, a feature matrix, each row of which

represents a nonverbal feature, was generated. Each column of the feature matrix delineates

patterns of behavior that were clustered by k-means [146]. In Fig. 4.10, the parameter C

indicates the number of clusters or behavior patterns.

In order to determine the parameters of k-means, the relation of the total distances to the

number of times that k-means was run with different centroid seeds (the abbreviation n_seeds

was used to represent this parameter) was presented in Fig. 4.11. The results were acquired

for eight clusters and all six nonverbal feature vectors, in which the first MFCC vector was

used. Thirty thousand iterations for a single run was enough to make the clustering results

converge to the data set. In Fig. 4.11, the values shown in the vertical axis are in the hundred

thousandths decimal place of the sum of distances. It can be seen that the sum of distances

was minimized when n_seeds is larger than 360. Therefore, n_seeds was set to 400 in this study.
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Figure 4.12: Approach to generating multiple layers of HMM and making decision

Based on the cluster labels, each sentence can be considered as the transition of a sequence

of observable behavior patterns. Considering human behaviors in reality, the duration of

each behavior varies. Therefore, two or more successive behavior patterns were combined to

generate new transition sequences as shown in Fig. 4.12. Each sentence can generate several

new transition sequences in which a state is a combination of up to L behavior patterns. To

distinguish this new method from the traditional HMM model, the proposed method was

named as multi-layer HMM. The number of the HMM layer was defined by the number

combined behavior patterns in the transition sequence, e.g. the transition sequence of the

second layer HMM was generated by combining every two successive behavior patterns as

shown in Fig. 4.12. In order to avoid the appearance of the isolated behavior pattern at the

end of the transition sequence, the combined behavior patterns were slid with a step length

of one behavior pattern.

All the training data were divided into two parts, sentences of which the personality

trait is positive or negative. In Fig. 4.12, + trait is the prediction score or probability that

the personality is high on this trait. − trait is the prediction score or probability that the
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personality is low on this trait. I generated two dictionaries that contain all the state transition

probabilities, and two dictionaries that contain the start probabilities of the sentences, both

for binary personality traits (high versus low).

With the increase in the number of clusters, C and the number of combined behavior

patterns L, the categories of transition states would increase dramatically. Consequently,

some states would only exist in a positive or negative personality trait. The transition and

start probabilities of these states were appended to the opposite dictionaries with a minimum

probability. In testing, probabilities of the states that only existed in the testing data were

assigned 1.
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Figure 4.13: Relation of average loss to layers and clusters

I defined the average loss, which was calculated by averaging the ratio of the number of

the appended states to the number of the states in stock, to show the relationship between

the appended states and parameter C and L. In Fig. 4.13, the horizontal axis is the number

of layers L ranging from 1 to 11. The vertical axis is the average loss. The number of clusters

C was tested from 3 to 10. The results in Fig. 4.13 were obtained by a combination of all

six feature vectors, in which the first MFCC vector was used, in terms of extroversion trait.

There are no rigid requirements for the parameter C and L. In this study, the range of the

parameter C is from three to eight, and the maximum L is six. Therefore, 63 combinations of

71



the outputs of different layers were tested.

4.4.3 Machine Learning Model

In the testing phase, each layer can provide two probabilities of the personality trait.

In light of the previous work that predicted the leadership style [93], I adopted to use the

same methods in this study. Therefore, voting based ensemble learning method, SVM, and

Ridge Regression were used to classify the participants’ personality traits. Voting method is

a relatively easy for making a decision. The personality trait was considered as positive when

the majority of the higher probabilities is + trait.

As I have explained above, each HMM was able to output two prediction scores to indicate

that the personality is high or low on this trait. I combined the output of different layer HMM

as a input to the SVM, ridge regression, and voting methods for final decision. The dimension

of the input to SVM, ridge regression, and voting methods was two times of the number of

combined HMM. For instance, if the prediction scores of the 1st and 3rd layer HMM were

combined, the dimension of the input to SVM and ridge regression would be 4 which included

two + trait scores and two − trait scores of the 1st and 3rd layer HMM. In terms of voting

method, I would directly compare + trait and − trait score. If both two + trait scores are

higher than two − trait scores of the 1st and 3rd layer HMM when inferring extroversion, the

participant would be regard as extrovert, otherwise, he would be regard as introvert.

The formula of SVM [118] is given in Eq. 4.6.

y(x) =
M∑

m=1
amymK(x, xm) + b, (4.6)

where y(x) is the predicted label of the sample x. The data xm and the corresponding

label ym were used to train a set of optimal Lagrange multipliers am. K(x, xm) is the kernel

function. I tested three different kernel functions: linear, RBF (radial basis function), and
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sigmoid given by

K(xi, xj) =



xTi xj , Linear

e−λ∥xi−xj∥2 , RBF

tanh(λxTi xj) , Sigmoid

(4.7)

where xi and xj are two data samples, and λ was chosen from [0.01, 0.05, 0.1, 0.5, 1, 5].

For training each SVM, the penalty parameter of the error term was chosen from [0.4, 1, 1.6,

2.2, 2.8, 3.4, 4].

While training the ridge regression, the inputs are the probability, the predicted value

is the averaged personality trait score ranging from 1 to 5. The regression parameters were

optimized by cross-validation methods. The regression parameters can be calculated by the

following equation:

ω = (XTX + γI)−1XTY, (4.8)

where X is the probability, I is an identity matrix, Y is the personality traits score which

is the mean of ten questions that were used to describe each personality trait, and γ is the

ridge parameter defined by

γ = e0.5i−10(i ∈ [0, 32], i ∈ N). (4.9)

The performance of voting, SVM, and ridge regression was evaluated by using leave-one-

out,

In view of previous studies [73, 85], the statistical information such as mean, maximum,

minimum, standard deviation, and variance of each nonverbal features can be easily used to

classify the personality traits. On the other hand, zero-padding is also very popular in the field

of signal processing [147]. Therefore, I padded zero to the end of each raw form nonverbal
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feature to separately generate the visual and vocal features with equal length. Moreover,

different combinations of statistical features and zero-padded features were concatenated and

tested. The same classification methods described above were applied to evaluate these two

features. The feature combinations that yielded the best result of each trait were used as the

baseline.

4.5 Experimental Results and Analysis

In this section, the classification results, comparison to the baseline, and the regression

analysis were presented. The results of the controlled experiment were also presented, where

the visual features were extracted without compensating for the robot’s camera motion.

4.5.1 Classification Results on the Testing Data

The regression model was trained with the personality traits labels that was calculated the

mean score (from 1 to 5) of ten questions that were used to describe each personality trait in

the questionnaire. Then, the mean score of personality traits of all participants was used as a

cutoff point when I analyze the classification performance of the ridge regression. For example,

the predicted personality trait score whose range is from 1 to 5 was used to compare to the

cutoff point. If the predicted score was higher than cutoff point, the binary label (classification

label) was assigned to 1, which is similar to the procedure of annotating personality traits.

The results of single features and combined features were presented separately.

Classification Results of Single Features

The accuracy of every single feature for inferring five personality traits were presented from

Figs. 4.14 to 4.18, respectively. Each figure contains thirty sub-figures. Each row represents

different layers defined in Fig. 4.12, where each column shows a different classifier. In each

sub-figure, the vertical axis indicates the classification accuracy and the horizontal axis shows

the number of clusters to determine different behavior patterns defined in Fig. 4.10. The result
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of every single feature is distinguished by different colored solid or dashed lines. This part

reports on the following findings obtained:

1) Increasing the number of layers is helpful for achieving a higher accuracy. However, if

the number of layers increased to a substantially large value, the accuracy will decrease;

2) With the increase of the number of layers, the number of clusters should be decreased,

and vice versa. Increasing the number of clusters is helpful when the number of layers

is small;

3) The less influential features can be filtered out with the increase of layers.

Now, I elaborate on Figs. 4.14- 4.16. As shown in Fig. 4.14, the accuracy of SVM with

RBF kernel is the lowest compared to the other four methods. And En apparently is the best

feature for inferring Extroversion. In Fig. 4.15, the performance of SVM with RBF kernel is

not accurate. It is also obvious that both GS and En are good at inferring Openness. As shown

in Fig. 4.16, HM, GS, ME, and En are good at inferring Emotional Stability when using SVM

with three different kernels. In the ridge regression and voting, ME outperforms the other

features. Notably, the results of some single features in Fig. 4.16 show periodic trends in all

five methods. With the increase of the number of layers, the peak of the results moves forward.

However, it can be seen that the peak of the highest accuracies of ridge regression and voting

methods for inferring emotional stability appeared again when the layer is six and the cluster

is eight.

However, the aforementioned findings were not obvious in Figs. 4.17 and 4.18. Except

for the sigmoid kernel SVM, the other four methods did not provide encouraging results. On

the other hand, it is hard to tell what single features were filtered by increasing the number

of layers. Although ME provided an extremely high accuracy by the sigmoid kernel SVM in

inferring conscientiousness, I hardly find any patterns in Fig. 4.17. In Fig. 4.18, I have the

same situation such as En by the sigmoid kernel SVM and MFCC2 by voting provide higher

accuracy for inferring agreeableness, however, I did not observe any patterns.
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Figure 4.14: Accuracy of each single feature for inferring Extroversion
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Figure 4.15: Accuracy of each single feature for inferring Openness

77



3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

la
ye

r1

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

la
ye

r2

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

la
ye

r3

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

la
ye

r4

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

la
ye

r5

3 4 5 6 7 8
SVM_Linear

0.3
0.4
0.5
0.6
0.7

la
ye

r6

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
SVM_RBF

0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
SVM_Sigmoid

0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
Ridge Regression

0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
0.3
0.4
0.5
0.6
0.7

3 4 5 6 7 8
Voting

0.3
0.4
0.5
0.6
0.7

HM
GS

ME
Pt

En
MFCC1

MFCC2
MFCC3

MFCC4
MFCC5

MFCC6
MFCC7

MFCC8
MFCC9

MFCC10
MFCC11

MFCC12
MFCC13

Figure 4.16: Accuracy of each single feature for inferring Emotional Stability
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Figure 4.17: Accuracy of each single feature for inferring Conscientiousness
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Figure 4.18: Accuracy of each single feature for inferring Agreeableness
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Table 4.5: Highest accuracies for Big Five Personality Traits with different feature combinations and parameters VS best of base-
line

Personality Trait
SVM Ridge

Voting all_18
Baseline

Linear RBF Sigmoid Regression 0pad Sta

Extroversion
C7F441L2 C7F431L2 C3F193L9 C4F133L2 C4F142L7 C7L2_Ridge F133

0.7508 0.7477 0.7173 0.7629 0.7538 0.6869 0.7325 0.6748
0.7568 0.7447 0.6049 0.7629 0.7508 0.6717 0.7325 0.6748

Openness
C7F364L7 C7F375L2 C3F202L26 C7F411L1 C5F370L7 C8L23_Voting F364

0.8237 0.8146 0.7690 0.8146 0.8207 0.6687 0.7112 0.7781
0.8024 0.8055 0.5502 0.7994 0.8024 0.6717 0.7264 0.7781

Emotional Stability
C7F379L2 C3F311L3 C4F172L12 C4F142L11 C7F26L1 C8L1_RBF F142

0.7872 0.7842 0.7751 0.7994 0.7660 0.7568 0.7599 0.7477
0.7325 0.7447 0.7325 0.7964 0.7204 0.7325 0.7812 0.7416

Conscientiousness
C7F354L7 C5F238L12 C3F3L8 C5F244L11 C7F362L2 C4L41_RBF F3

0.7173 0.6930 0.9149 0.7052 0.7021 0.6353 0.6383 0.6109
0.6109 0.6748 0.7690 0.6474 0.6383 0.6444 0.5805 0.5562

Agreeableness
C8F425L7 C8F425L7 C3F302L7 C8F425L7 C7F82L23 C3L1_Sigmoid F302

0.6960 0.6778 0.9210 0.6900 0.7325 0.7964 0.6444 0.5532
0.6960 0.6687 0.5532 0.6960 0.6049 0.7447 0.6231 0.5623
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When I review the three findings mentioned above, I realized that increasing the number

of layers or clusters also increases the number of behavior patterns (Figs. 4.10 and 4.12) and

the average loss (Fig. 4.13). In other words, less information of each sentence remained useful

with the increase in the number of layers or clusters. Therefore, it causes a decrease in accuracy

when the number of layers or clusters increases. On the other hand, increasing the diversity of

behavior patterns properly improves the classification accuracy, which is in accordance with

the findings 1 and 2. In layer 1, the results of the influential features are bad. As the behavior

patterns in the first layer are independent of each other, some of which could be deceptive.

However, while the number of layers was increased, some deceptive patterns could be removed

by incorporating successive patterns. I believe that the features that provided high accuracy

match the personality trait well. Therefore, increasing the number of layers or clusters has less

effect on the classification performance of these features. Thus, the finding 3 can be explained.

Classification Results of Combined Features and Baseline Comparison

The highest accuracies of each method were presented in Table 4.5, where C denotes

the number of clusters, F is the index of feature combinations, and L is the index of layer

combinations, respectively. The results of all_18 were acquired by combining all eighteen

nonverbal features. The best results were presented in the second row. The third row is the

results of the controlled experiments, where the same feature and layer combinations without

camera motion compensation. The best results of each personality trait were shown in bold.

The italic figure indicates the cases that the accuracy of the controlled experiment is higher

than that of the proposed method. The details of the feature and layer combination of the

best results were presented in Table 4.6. The last column of Table 4.5 shows the baseline

results, where 0pad denotes the results of the zero-padding features, and Sta denotes the results

of statistical features. The training methods were omitted in the Table 4.5 due to the space

limitations.

I found that the results of extroversion, openness, and emotional stability in Table 4.5 are

highly correlated with Figs. 4.14, 4.15, and 4.16. As I mentioned above, the sigmoid kernel

SVM did not provide accurate results as to extroversion and openness in Figs. 4.14 and 4.15,
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which is in accordance with the results in Table 4.5. Likewise, the results of emotional stability

provided by five different methods are pretty similar, comparing Fig. 4.16 and Table 4.5.

In [148], the authors statistically analyzed the correlations between nonverbal patterns and

personality traits self-report questionnaire, where Eye contact and Raise voice are considered

as basically the same as the proposed features GS and En, and personality traits. In [149], the

author not only summarized research on relationships between nonverbal cue and personality

traits from the self-report, which was named cue validity, but also the evaluation of external

observers, which was named cue utilization. These works support this results, which will be

detailed below.

En provided the best results when increasing the number of layers for inferring extrover-

sion with all four methods, except for the sigmoid kernel SVM. The results provided by the

linear and RBF kernel SVM, ridge regression, and voting method in Table 4.5 achieved high

accuracies by the feature combinations that include En. As mentioned in [148], “High levels

on the extroversion scale will correlate with a high tendency to raise the voice to emphasize

something”. Similarly, [149] showed that some studies supported that loudness of voice affects

both cue validity and utilization. In brief, the observers used loudness of voice to infer the

co-communicator’s extroversion, and extroversion also affects loudness of voice.

The same situation emerged in openness. The results with the RBF kernel SVM are

relatively poor compared to the other four methods. Moreover, GS and En are the best features

in inferring openness. These two points were supported by the results in Table 4.5. Similarly,

the correlation analysis in [148] suggested that individuals scoring high on the openness scale

also might look back at the co-communicator while being in a conversation. On the other

hand, there is a somewhat weak correlation between Raise voice and openness. However, it

was found that individuals that score high on the openness scale feel comfortable when others

raise their voices. It could be conjectured that people who scored high on openness would

tend to raise their voices to inspire the co-communicator to raise their voices. In [149], there

was only one study showing that loudness of voice has effects for both utilization and validity.

eye contact showed less obvious effects on openness. However, it is opposite of the observer

viewpoint.
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Table 4.6: A part of feature combinations and layer combinations (Part 1)

F

Feature Combination

L

Layer Combination
3 [ME] 1 [1st]
26 [HM, ME, Pt] 2 [2nd]
82 [HM, GS, En, MFCC2] 3 [3rd]
133 [En, MFCC4] 7 [1st, 2nd]
142 [ME, En, MFCC4] 8 [1st, 3rd]
172 [GS, En, MFCC5] 9 [1st, 4th]
193 [HM, MFCC6] 11 [1st, 6th]
202 [GS, ME, MFCC6] 12 [2nd, 3rd]
238 [ME, En, MFCC7] 14 [2nd, 5th]
244 [HM, ME, En, MFCC7] 23 [1st, 2nd, 4th]
302 [ME, En, MFCC9] 26 [1st, 3rd, 4th]
311 [GS, ME, En, MFCC9]
354 [GS, MFCC11]
362 [GS, ME, MFCC11]
364 [GS, En, MFCC11]
370 [HM, GS, En, MFCC11]
375 [GS, ME, En, MFCC11]
379 [HM, GS, ME, En, MFCC11]
411 [HM, GS, ME, En, MFCC12]
425 [HM, En, MFCC13]
431 [Pt, En, MFCC13]
441 [ME, Pt, En, MFCC13]

Table 4.5 shows that the feature combination with the highest accuracy of the emotional

stability by the linear kernel SVM consists of HM, GS, ME, En, and MFCC11, therein, single

feature HM, GS, ME, and En also yielded good results as seen in Fig. 4.16. Similarly, in

Fig. 4.16, GS, ME, and En by the RBF kernel SVM, GS and En by the sigmoid kernel SVM,

ME by ridge regression and voting are in accordance with the results in Table 4.5. In [148],

they revealed that neuroticism, which is contrary to emotional stability, is highly associated
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Table 4.7: Highest accuracies of visual nonverbal features for Big Five Personality Traits

Personality
Extroversion Openness

Emotional
Conscientiousness Agreeableness

Trait Stability

HM
0.6565 0.6991 0.7356 0.6444 0.6353
0.6261 0.7082 0.7264 0.6474 0.6565

GS
0.6201 0.7508 0.7508 0.6869 0.6322
0.6444 0.7538 0.7416 0.6778 0.7143

ME
0.6778 0.6505 0.7173 0.9149 0.6748
0.7143 0.7173 0.7234 0.769 0.6109

with Eye contact and Raise voice. Their investigation result is in line with the results obtained

by SVM with three kernels. The results also revealed that the body motion ME is somehow

highly related to emotion stability. [149] described negative aspects between head movements

and neuroticism with regard to cue validity, and positive aspects with regard to cue utilization.

Loudness of voice showed effects on both validity and utilization. eye contact showed less

obvious effects on cue validity. The effects on cue utilization of eye contact are clear. The

effects of body movement on emotional stability in terms of both validity and utilization are

not obvious.

As shown in Fig. 4.17, the best results of conscientiousness were obtained by ME, on the

condition that the number of clusters is 3 and the number of layers is 1 or 3, which is in line

with the highest accuracy obtained by the sigmoid kernel SVM. In Table.4.5 agreeableness,

except for the feature combination that yielded the highest accuracy by the sigmoid kernel

SVM, it is the same feature combination used in the linear and RBF kernel SVM, and ridge

regression. All the combinations of F425, F301, and F82 contain En. This is partially supported

by the investigation of [148] [149], where individuals that score high on agreeableness do not

raise their voices to emphasize something and also showed the effects of head movements,

eye contact, and body movement in terms of cue utilization on both conscientiousness and

agreeableness.
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Referring to [148] and [149], the results of the experiments are supported by social science

research. I also noticed that MFCC contributed significantly to improving the classification

accuracy. However, the relationship between MFCC and personality trait estimation needs to

be further investigated with a specific experimental design and setup. Table 4.5 also showed

that most results of the feature combinations that contain visual features with camera motion

compensation are better than without camera motion compensation. Excepts F441 for inferring

extroversion and F425 for inferring agreeableness, the results of visual features without motion

compensation are slightly higher than or equal to the results of visual features with motion

compensation. F133 and F431 are all vocal features, therefore, their results are the same.

Table 4.7 showed the best results for each personality traits that acquired by single visual

features. The results of the visual feature with camera motion compensation were presented

in the first row, those without camera motion compensation were given in the second row. It

can be noted that the visual feature with camera motion compensation did not always provide

better results. However, the results of combining visual features with motion compensation

with vocal features were better as shown in Table 4.5. It was understood that individuals’

voices did not match their visual nonverbal behaviors, if the visual features were extracted

without compensating for camera motion. On the other hand, combined features can provide

better results than single features and all features all_18, comparing Table 4.5 and 4.7.

Moreover, compared to the baseline, the proposed feature fusion method outperformed

the baseline method.

The total results of each classifier are 477×6×63 (including 447 feature combinations,

6 clusters, and 63 layer combinations). There are too many results to present in a table.

Therefore, the accuracies of the combined features were showed in the Appendix A, where each

figure showed the accuracy on different layers. The results of each sub-figure were acquired on

the different number of clusters. The vertical axis of each sub-figure is the accuracy, and the

horizontal axis shows the index number of the feature combination. The line with different

colors represents different classifiers. Only the results of five personality traits on the first 6

layers were included in Appendix A.

The lowest accuracies of the combined features on five personality traits also were pre-
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Table 4.8: Lowest accuracies for Big Five Personality Traits with different feature combina-
tions and parameters

Personality Trait
SVM Ridge

Voting
Linear RBF Sigmoid Regression

Extroversion
C8F288L29 C5F36L5 C3F228L13 C3F23L4 C5F416L5

0.3951 0.3799 0.3283 0.5805 0.3647

Openness
C6F355L38 C6F387L19 C3F153L24 C7F160L1 C7F355L19

0.3617 0.3769 0.3222 0.5502 0.3739

Emotional Stability
C4F416L10 C7F320L62 C3F3L52 C8F366L25 C6F196L4

0.3009 0.3617 0.2948 0.304 0.2766

Conscientiousness
C7F240L6 C7F240L6 C3F53L33 C3F9L4 C6F224L19

0.3708 0.3799 3739 0.5441 0.3678

Agreeableness
C6F72L1 C6F163L6 C7F321L3 C3F75L6 C7F192L5

0.2705 0.3921 0.3678 0.4681 0.3982

sented in the following table 4.8. The feature combinations, and parameters including the

number of cluster, and index number of layer combinations that provided the lowest classifi-

cation accuracies on Table 4.8 were presented on Table 4.9.

In Table 4.8, the combined features that provided lowest classification accuracy on ex-

troversion did not contain En voice energy. The combined features that provided lowest

classification accuracy on openness did not include GS and En. Based on the results of classify-

ing emotional stability, except that the feature that provided lowest classification accuracy by

SVM with sigmoid kernel was ME, and the combined feature in ridge regression also included

ME, HM, GS, ME, and En were not found from other feature combinations. However, based

on the classification results on conscientiousness and agreeableness, the pattern was not as

clear as the previous three traits.
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Table 4.9: A part of feature combinations and layer combinations (Part 2)

F

Feature Combination

L

Layer Combination
3 [ME] 1 [1st]
9 [HM, Pt] 4 [4th]
23 [HM, GS, Pt] 6 [6th]
36 [GS, Pt, MFCC1] 10 [1st, 5th]
53 [GS, ME, Pt, MFCC1] 13 [2nd, 4th]
72 [HM, Pt, MFCC2] 19 [4th, 5th]
75 [GS, Pt, MFCC2] 23 [1st, 2nd, 4th]
153 [ME, Pt, En, MFCC4] 24 [1st, 2nd, 5th]
160 [MFCC5] 25 [1st, 2nd, 6th]
163 [ME, MFCC5] 29 [1st, 4th, 5th]
192 [HM, MFCC6] 33 [2nd, 3rd, 5th]
196 [Pt, MFCC6] 36 [2nd, 4th, 6th]
244 [HM, ME, En, MFCC7] 38 [3rd, 4th, 5th]
228 [Pt, MFCC7] 52 [2nd, 3rd, 4th, 5th]
240 [HM, GS, ME, MFCC7] 62 [2nd, 3rd, 4th, 5th, 6th]
288 [MFCC9]
320 [MFCC10]
321 [HM, MFCC10]
355 [ME, MFCC11]
366 [ME, En, MFCC11]
387 [ME, MFCC12]
416 [MFCC13]

4.5.2 Regression Analysis

It was conjectured that using the probabilities to calculate the regression of personality

traits does not have any explicit physical meanings. However, based on Table 4.5, the classi-

fication results of ridge regression of Extroversion and Emotional-Stability were surprisingly

good. I calculated the Mean Squared Error (MSE) values and coefficient of determination
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(R2) to evaluate the ridge regression of the Extroversion and Emotional Stability. MSE was

calculated using the regression results of the group of parameters that provided the highest

classification accuracy. Referring to Table 4.5, the regression results of the proposed methods

for inferring Extroversion (C4F133L2) and Emotional Stability (C4F142L11) were used.

Table 4.10: MSE and R2 scores of Extroversion and Emotional-Stability

Personality Trait Extroversion Emotional Stability

MSE 0.248 0.389

R2 0.024 0.196

MSE and R2 were calculated based on the equations that were mentioned in Eq. 3.13 and

3.14. Note that since the R2 score is relatively small, the results of regression model did not

fit the data perfectly.
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Figure 4.19: Scatter plot of Extroversion

However, the classification accuracies of the ridge regression on extroversion and emotional-

stability were the highest comparing to other classifiers. Therefore, the scatter plot of extrover-

sion and emotional-stability were showing in the following. In Fig. 4.19 and 4.20, the orange
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Figure 4.20: Scatter plot of Emotional-Stability

dots are the ground truth label, and the blue dots are the prediction scores. The orange solid

line is the mean score of all participants, and the blue solid line is the mean score of all the

prediction scores. The mean score and standard deviation of the ground truth and prediction

scores of extroversion and emotional-stability also were presented in Table 4.11.

It can be seen that the prediction scores on extroversion in Fig. 4.19 distribute around

the mean score. The standard deviation of extroversion on Table 4.11 also suggests that the

predicted values are close to the mean score. In terms of emotional-stability, Fig. 4.20 also

showed that the prediction scores are not matching the ground truth well.

Table 4.11: Mean and standard deviation of Extroversion and Emotional-Stability

Personality Trait
Extroversion Emotional Stability

Mean Standard Deviation Mean Standard Deviation

ground truth 3.0286 0.5041 2.9571 0.6815

prediction scores 2.9486 0.3077 3.2359 0.5075
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4.5.3 Classification Results by Optimizing Hyper-parameter Using Training

Data

In the previous subsection, the classification results were acquired based on the testing

data. The parameters (combination of features, number of clusters, and combination of layers)

were fixed in the beginning. The highest and lowest classification accuracies on different

combinations of parameters were presented and analyzed.

Algorithm 1 Training with Hyperparameters
Input: Nonverbal features: X;

The corresponding personality trait labels: Y;
Number of samples: N

Output: Accuracy of test data: Acc;
Number of time that the parameter was used: Par_usage

1 for i = 1 to N do
2 # Leave-one-out;

Test_x,Test_y = Xi,Yi;
Train_data,Train_label = X(not i),Y(not i);
for j = 1 to 5 do

3 # 5-folder cross validation;
Valix,Valiy = Train_data(1/5),Train_label(1/5);
Trainx,Trainy = Train_data(4/5),Train_label(4/5);
initialize validation accuracy: Valiacc;
for F in Feature combinations do

4 for C in Number of clusters do
5 for L in Layer combinations do
6 Training the proposed method by Trainx,Trainy;

Classifier: Classifier(F,C,L);
Testing by using the validation data Valix,Valiy;
Update Valiacc;

7 end
8 end
9 end

10 end
11 F,C,L = argmax(Valiacc);

Update Par_usage ← F,C,L;
Predicted label Predy = Classifier(F,C,L)(Test_x);

12 end
13 Compute Acc by Predy and Testy;

return Acc Par_usage;
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Table 4.12: highest accuracies for Big Five Personality Traits

Personality Trait
SVM Ridge

Voting
Linear RBF Sigmoid Regression

Extroversion 0.7356 0.6687 0.6413 0.6930 0.6930

Openness 0.7872 0.7386 0.5988 0.7872 0.7568

Emotional Stability 0.7568 0.7325 0.7052 0.7629 0.7203

Conscientiousness 0.6383 0.6170 5502 0.6018 0.6292

Agreeableness 0.5957 0.5684 0.5258 0.6292 0.6444

In the following, the parameters were considered as the hyperparameters in the learning

phase. The procedure for training the model was explained in the pseudo-code in Algorithm

1. In brief, all the samples were divided into three parts: one test sample, one fifth validation

data, and four fifths training data. The classifier will be trained with the training data

according to different parameter combinations (different combination of features, different

number of clusters, and different combination of layers). The parameters that provided the

highest classification accuracy on the validation data would be recorded to test the testing

data. Finally, the final accuracy on the testing data was presented, as well as the parameters

that provided the highest classification accuracy on validation data.

The classification accuracies on extroversion, openness, and emotional stability in Table

4.12 were not as high as the classification accuracies in Table 4.5. However, the differences of

the classification accuracies on conscientiousness and agreeableness are notable between Table

4.12 and Table 4.5.

In Table 4.12, the highest classification accuracy on each trait was highlighted in bold.

During the training and testing, the number of time that these parameters were used also

was analyzed. Table 4.13 showed the number of time that the number of clusters was used

by each classifier on extroversion. Instead of counting the combination of the features or the

combination of the layer, I only counted the number of time that single feature or layer. For
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instance, if the combinations of [1st, 2nd, 4th] and [1st, 5th] were used, the 1st would be counted

twice. Similarly, if the feature combination of [HM, GS, En] and [ME, En], En would be

counted twice. Fig. 4.21 showed the number of time that the layer was used by each classifier

on extroversion. And Fig. 4.22 showed the number of time that the nonverbal feature was

used by each classifier on extroversion.

Table 4.13: Number of time that the number of clusters was used by each classifier on extro-
version

Number of cluster
SVM Ridge

Voting
Linear RBF Sigmoid Regression

C3 38 19 114 57 0
C4 0 0 116 19 79
C5 19 79 40 21 19
C6 38 38 19 116 96
C7 119 95 0 78 59
C8 115 98 40 38 76

Table 4.13 did not provide any notable patterns. Fig. 4.21 showed the first and second

layers were used most frequently. Fig. 4.22 showed that the En was used most frequently,

which is in line with the previous founding. The results in Appendix B also showed the similar

patterns. Such as GS and En were frequently used on classifying openness. GS, En, and MFCC4

were frequently used on inferring emotional stability. These patterns on conscientiousness and

agreeableness were not as clear as previous three traits. From the analysis, the En was used

most frequently on all five traits.

4.6 Discussion

Several important issues of understanding human personality traits in social human-

robot interaction have been addressed based on the experiments involving human participants.

Single features or using all apparently is not able to improve the classification accuracy. If

the features were fused purposefully by drawing on the experience of the psychological studies,
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Figure 4.21: Number of time that the layer was used by each classifier on extroversion

HM GS ME Pt En MFCC1 MFCC2 MFCC3 MFCC4 MFCC5 MFCC6 MFCC7 MFCC8 MFCC9 MFCC10 MFCC11 MFCC12 MFCC13

Single nonverbal feature
0

50

100

150

200

250

300

Nu
m

be
r o

f t
im

e 
th

at
 th

e 
no

nv
er

ba
l f

ea
tu

re
 w

as
 u

se
d SVM_Linear SVM_RBF SVM_Sigmoid Ridge Regression Voting

Figure 4.22: Number of time that the nonverbal feature was used by each classifier on extro-
version
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the performance of human personality traits recognition can be improved. Our model also is

able to deal with the data with variable lengths. Finally, visual features that were extracted

with camera motion compensation could not always provide good results. Once these visual

features were combined with vocal features, their results outperformed the same combinations

in which the visual features were extracted without camera motion compensation.

The multi-layer HMM model in the proposed framework presented some interesting find-

ings. It can be used to filter out less influential features, by which some features can be

fused with purpose. The results also showed that extroversion, openness, and emotional sta-

bility can be easily influenced by some specific features. On the other hand, conscientiousness

and agreeableness received relatively less influenced by features. Recent social science studies

showed many evidences that supported my findings. The results showed that extremely high

accuracies of conscientiousness and agreeableness could be obtained, leveraging the machine

learning algorithms.
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5
Conclusion and Future Work

5.1 Conclusion

The importance of personality traits in human-robot interaction has been clearly ad-

dressed with the related works in Chapter 2. As the social robots were designed to acquire

a intimate companionship during the long-term engagement with human, therefore, under-

standing human personality traits is of benefit to the robot for both understanding human’s

feelings, thoughts, behaviors, and many others, and adjusting its own behaviors. Many related

studies on personality traits were discussing the relationship between the Big-Five Personality

Traits model and many other aspects of human life. And in light of the previous studies, the

nonverbal features showed their advantage on inferring human personality traits.

Soon after, the first experiment was designed to test the feasibility of inferring personality

traits from nonverbal behavior features, and finding more practical problem in human-robot

interaction. Some nonverbal features such as head motion, gaze, body motion, voice pitch,

energy, and Mel-Frequency Cepstral Coefficient were extracted to represent each participant’s
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nonverbal behaviors. Based on the results in Chapter 3, different nonverbal features can pro-

vided different personality traits classification results. A standard way for drawing conclusion

of user’s personality traits is needed. During the human-robot interaction scenario, robot

was disabled body movements to ensure that the camera was fixed in order to keep a static

background, which, however, conflicts with the idea that robot that was enable to understand

human personality traits aims to behave more properly.

In order to solve the problems (1) fusion of visual and audio features of human interaction

modalities, (2) integration of variable length feature vectors, and (3) compensation of shaky

camera motion caused by movements of the robot’s communicative gesture, another experi-

ment was conducted. Lastly, considering unknown patterns and sequential characteristics of

human communicative behavior, a multi-layer Hidden Markov Model that improved the clas-

sification accuracy of personality traits and offered notable advantages of fusing the multiple

features was proposed. The promising results were presented in Chapter 4. The proposed

multimodal fusion approach is expected to deepen the communicative competence of social

robots interacting with humans from different cultures and backgrounds.

I summarized the contributions of this work as the followings:

• A new framework was proposed for compensating camera motion and fusing multi-modal

features to improve the personality traits classification accuracy.

• The fusing features could improve the performance of human personality traits recogni-

tion.

• And the proposed method multi-layer HMM model could be used to filter out less

influential features, by which some features can be fused with purpose.

• The relationships between nonverbal cues and extroversion, openness, and emotional

stability were clearer and more straightforward than the relationships between nonverbal

cues and conscientiousness and agreeableness.
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5.2 Future work

From the current work, I also found that there are some improvements that can be

accomplished as some future works. Two main aspects: feature extraction and improvements

of the model have been presented in the following.

• Currently, our visual nonverbal features mainly describe the magnitude of the move-

ments. Inspired from the methods applied to social science, some methods for extract-

ing describable nonverbal features or cues need to be designed. A human can interact

with a robot while standing and approaching it, or sitting. The nonverbal cues such

as closed arms, self-touch, and facial expression will be extracted and used to analyze

human personality traits.

• Intuitively, more body parts of the human that can be captured by robot are of benefit

to the robot for understanding human personality traits. Sometimes, the robot may not

be able to capture the whole body of the participants. Inferring the body posture of

human that is out of the camera from the body parts that have been captured by the

camera could be very useful for the robot to understand the nonverbal behaviors.

• On the other hand, the number of combined successive behavior patterns was fixed. The

system will be extended to include a varying number of combined successive behavior

patterns. It is also well known that the personality traits will likely become apparent over

time. Therefore, robots need to update their impression of personality traits whenever

they are interacting with humans in an incremental fashion.

• The personality traits can be better understood through frequent and long-term inter-

actions. Therefore, the system should be able to update its understandings of the user’s

personality traits whenever the robot interacts with its user.
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A
Classification Accuracies of Combined Features

Each figure showed the accuracy on different layers. The results of each sub-figure were

acquired on the different number of clusters. The vertical axis of each sub-figure is the accuracy,

and the horizontal axis shows the index number of the feature combination. The line with

different colors represents different classifiers. Only the results of five personality traits on the

first 6 layers were included in Appendix A.
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Figure A.1: Accuracies of combined features for inferring Extroversion (layer 1)
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Figure A.2: Accuracies of combined features for inferring Extroversion (layer 2)
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Figure A.3: Accuracies of combined features for inferring Extroversion (layer 3)
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Figure A.4: Accuracies of combined features for inferring Extroversion (layer 4)
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Figure A.5: Accuracies of combined features for inferring Extroversion (layer 5)
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Figure A.6: Accuracies of combined features for inferring Extroversion (layer 6)
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Figure A.7: Accuracies of combined features for inferring Openness (layer 1)
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Figure A.8: Accuracies of combined features for inferring Openness (layer 2)
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Figure A.9: Accuracies of combined features for inferring Openness (layer 3)
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Figure A.10: Accuracies of combined features for inferring Openness (layer 4)
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Figure A.11: Accuracies of combined features for inferring Openness (layer 5)
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Figure A.12: Accuracies of combined features for inferring Openness (layer 6)
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Figure A.13: Accuracies of combined features for inferring Emotional Stability (layer 1)
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Figure A.14: Accuracies of combined features for inferring Emotional Stability (layer 2)
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Figure A.15: Accuracies of combined features for inferring Emotional Stability (layer 3)
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Figure A.16: Accuracies of combined features for inferring Emotional Stability (layer 4)
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Figure A.17: Accuracies of combined features for inferring Emotional Stability (layer 5)
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Figure A.18: Accuracies of combined features for inferring Emotional Stability (layer 6)
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Figure A.19: Accuracies of combined features for inferring Conscientiousness (layer 1)
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Figure A.20: Accuracies of combined features for inferring Conscientiousness (layer 2)
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Figure A.21: Accuracies of combined features for inferring Conscientiousness (layer 3)
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Figure A.22: Accuracies of combined features for inferring Conscientiousness (layer 4)
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Figure A.23: Accuracies of combined features for inferring Conscientiousness (layer 5)
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Figure A.24: Accuracies of combined features for inferring Conscientiousness (layer 6)
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Figure A.25: Accuracies of combined features for inferring Agreeableness (layer 1)
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Figure A.26: Accuracies of combined features for inferring Agreeableness (layer 2)
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Figure A.27: Accuracies of combined features for inferring Agreeableness (layer 3)
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Figure A.28: Accuracies of combined features for inferring Agreeableness (layer 4)
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Figure A.29: Accuracies of combined features for inferring Agreeableness (layer 5)
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Figure A.30: Accuracies of combined features for inferring Agreeableness (layer 6)
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B
Number of time that each parameter was used

Table B.1: Number of time that the number of clusters was used by each classifier on open-
ness

Number of cluster
SVM Ridge

Voting
Linear RBF Sigmoid Regression

C3 0 0 20 0 0
C4 0 0 0 0 0
C5 79 76 18 0 100
C6 156 138 18 235 193
C7 74 40 60 56 18
C8 20 75 213 38 18
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Figure B.1: Number of time that the layer was used by each classifier on openness
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Figure B.2: Number of time that the nonverbal feature was used by each classifier on open-
ness
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Table B.2: Number of time that the number of clusters was used by each classifier on emo-
tional stability

Number of cluster
SVM Ridge

Voting
Linear RBF Sigmoid Regression

C3 0 39 137 0 0
C4 116 175 0 39 57
C5 0 79 74 0 97
C6 0 0 58 40 40
C7 155 18 0 210 75
C8 58 18 60 40 60
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Figure B.3: Number of time that the layer was used by each classifier on emotional stability
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Figure B.4: Number of time that the nonverbal feature was used by each classifier on emo-
tional stability

Table B.3: Number of time that the number of clusters was used by each classifier on consci-
entiousness

Number of cluster
SVM Ridge

Voting
Linear RBF Sigmoid Regression

C3 20 73 0 18 20
C4 58 0 0 78 39
C5 74 40 0 57 80
C6 117 59 80 19 58
C7 40 118 135 20 113
C8 20 39 114 137 19
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Figure B.5: Number of time that the layer was used by each classifier on conscientiousness
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Figure B.6: Number of time that the nonverbal feature was used by each classifier on consci-
entiousness
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Table B.4: Number of time that the number of clusters was used by each classifier on agree-
ableness

Number of cluster
SVM Ridge

Voting
Linear RBF Sigmoid Regression

C3 38 20 38 0 0
C4 57 79 0 77 21
C5 78 76 0 39 40
C6 19 77 19 20 19
C7 20 20 80 95 134
C8 117 57 192 98 115
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Figure B.7: Number of time that the layer was used by each classifier on agreeableness
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Figure B.8: Number of time that the nonverbal feature was used by each classifier on agree-
ableness
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