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Abstract

Nowadays, with the rapid development and innovation of new technologies,
the Internet has become the main driving force of national and even global
economic growth, which has greatly enriched people’s lives. Millions of
users can obtain information, exchange information, express their views and
share their experiences, and express various emotions on the Internet. When
people want to evaluate something, they often have their subjective emotional
tendency, and when people want to make decisions, they usually refer to
other people’s opinions. From then on, people’s lives are more and more
affected by the information on the Internet. Therefore, sentiment analysis
and applications have become more critical and popular as a branch of
Natural Language Processing (NLP).

This thesis studies on the online food delivery platforms that have compre-
hensive coverage of loyal user groups among many social media platforms.
Analyzes the user’s emotion behind the text through the massive comments
data generated by the on-demand delivery apps and clarifies the user’s
attitude towards service and orders, which is of positive significance to the
improvement and development of providing services. The thesis includes two
main parts. The first part summarizes the related work of sentiment analysis
and the basic concepts of Deep learning models. The second part experiments
the sentiment analysis for the comment data on the online food delivery
platforms as the research object to explore its potential user sentiment. We
used the deep learning language model to realize the short text sentiment
classification task compared with traditional practical analysis.

In addition, this thesis applies the transfer learning technique by using
the pre-training BERT model. Then, the fine-tuning process updates the
pre-training parameters of the model. Finally, the corresponding online
food delivery platforms data set is used to evaluate the performance of the
trained model. The results show that the above improvement can achieve
classification accuracy in the final sentiment classification stage. It also
shows the progress of fine-grained sentiment analysis on online food delivery
services, directing further research in this field.

Keywords: Online food delivery, sentiment analysis, natural language
processing, BERT model
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Chapter 1

Introduction

1.1 Online food delivery platform

Online services have been attracting researchers’ attention and food delivery
applications for a long time. In fact that, users could not only score the star
of the merchant (1-5 star), but also comment on the merchant’s services or
products in details. In the follow-up study, we made a statistical analysis on
the comments of the Meituan merchants, which is the Chinese largest online
food delivery platform, in June 2021. The distribution of users’ emotional
tendency among different star-rated merchants are analyzed. The overall star
rating of merchants reflects the users’ overall sentiment tendency towards
the merchant. At the same time, we found that there is a lot of negative
emotional content in the comments of high star rated merchants. There are
also many positive emotional contents in the comments of low star merchants.
The reason is that a large number of star ratings in user comments are
inconsistent with the emotional tendency of corresponding comments. There
are negative emotional content in high star comments and positive emotional
content in low star comments.

With the development of transportation and online services, especially,
the impact of COVID-19, many conventional restaurants that only focus
on dine-in service have been forced to close, while the online food delivery
service has proliferated. As shown in Figure 1.1, the figure provides the
variable annual growth rate of 9 cities in China from 2019 to 2020 which
shows that delivery service contributed to the sales of restaurants during the
COVID-19 pandemic [10].

On one hand, when a service comes to online ordering, users are often
referring the reviews or comments from others for making their own decisions.
For example, when the people are considering about where to go, what to
eat, and what time is suitable? especially, when users are in a new place,
when they are uncertainty about the surrounding environment. On the
other hand, the providers or restaurants want to understand more about
their customers. Then, they will improve the service to add more values
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Figure 1.1: Annual growth in attributes by cities (Taken from Kim et al,
2021).

to the users. Therefore, the providers must know more feedback from
their customers by reading the comments or mining the opinions from the
experiments of the users.

However, it is challenging to monitor the enormous numbers of comments
on the websites manually. Additionally, different experts have different
opinions, and that can easily cause biases in practical work. In recent
years, to handle these situations, researchers have explored a new research
direction in Natural Language Processing (NLP) [11,12] named aspect-based
sentiment analysis (ABSA) [13, 14]. It considers both the sentiment and
aspect information. Aspect-based sentiment analysis contains two sub-tasks:
aspect extraction and aspect sentiment analysis. The former extracts aspects
from the input, and the latter classifies the sentiment expressed on those
aspects.

1.2 Study questions

This thesis aims to answer to following questions under perspectives of know-
ing the insights of the business model, then using data analysis techniques,
and deep learning models to support the online food delivery services.

• How do the online food delivery platforms run?
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• How can we use the comment sentences or textual dataset on the plat-
form to mine opinions from the customers? Therefore, from viewpoint
of service providers who will add more values to the customers, and
from view point of customers who will have the references from others
for making decisions.

• What is the sentiment analysis, and are the sentiment analysis chal-
lenges for the online food delivery services?

• How to use natural language processing techniques for solving those
sentiment analysis challenges?

• How to collect the comment datasets from the platforms, and pre-
process these datasets?

• How to analyze and discuss about the experimental results?

1.3 Study aims and future direction

This study achieved the following main points:

• Fist, we understand the insights of the online food delivery business
model. For example, the necessary of the online delivery platforms
due to the demand from the customers, especially for young people.
Who want to use high technology for their routing daily. We know
the important of the customer comments for running the online food
delivery platforms.

• We did the experimental test for sentiment analysis tasks on the textual
dataset. We know the pipe-line of the data analysis procedure. Then,
we believe in using the data analysis techniques not only for sentiment
analysis on the online food delivery platforms, but also for many other
kind of online services or the recommendation systems in general.

We hope that through this study, on the one hand, we can fill the gap in
this research field and deepen our understanding of aspect-based sentiment
analysis, on the other hand, we can improve the economic effect of relevant
platforms and customers’ ordering experience.

In future works, on one hand, we will continue to experiment more on the
sentiment analysis tasks on the other application domains. For example, we
will mine the opinions from difference social platforms. Then, we can obtain
the insights of the customer more clearly by combining more sources of the
information. On the other hand, we also want to improve the techniques
that apply for the sentiment analysis tasks. For example, within the rapid
development of the deep learning models, how we can use the transfer
learning to shorter time for training a new model. Then, it is possible to
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mine the opinions or ideas from users in real-time approximately.
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Chapter 2

Background

2.1 Sentiment analysis

Sentimental analysis concept [15, 16] also known as opinion mining, is
a research problem that analyze people’s opinion, sentimental, appraisal,
attitude, and emotion about an entity expressed through text. The entities
here can be products, services, organizations, individuals, events, and var-
ious topics. Sentiment analysis can generally be divided into three levels:
document level, sentence level, and aspect level.

Document level divides the sentiment of the whole document into positive
or negative. This can be seen as a binary classification problem (it is unlikely
that there are comments without emotion because the purpose of writing
comments is to express feeling, even fragile emotion), so it is also called
document-level sentiment classification. For example, for a comment on a
commodity, we can analyze whether the sentiment of the comment is positive
or negative overall. It assumes that all comment sentences in this document
are directed to the same entity. If a document will comment on multiple
entities, this level of analysis is problematic.

Sentence level determines whether its sentiment is positive, negative,
or neutral for each document sentence. Unlike the previous document
level, some descriptive sentences have no sentiment, so there is a neutral
classification here, which means no sentiment. This problem has something
to do with subjective and objective classification. This task is to judge
whether a sentence is subjective or objective. Usually, neutral sentences are
objective, while positive or negative sentences are subjective. But they are
not the same. For example, “We should have the car last month, and the
windshield wiper has fallen off” is an objective sentence, but it describes an
undesirable thing, so it implies negative sentiment. Although the sentence “I
think he went home after lunch” is subjective, it has no positive or negative
sentiment.

Aspect level is different from both the document level and sentence level.
It needs to consider the target information (attribute) and its corresponding
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emotion simultaneously. For example,“this restaurant is well decorated, the
food is also delicious, but the location is very inconspicuous, it took me
a long time to find it, and the waiter’s attitude is not good.” Overall, it
is difficult to decide whether this sentence should be judged as positive or
negative because in the comments, users praised the decoration and dish
attributes of the restaurant but felt that the location and service attributes
of the restaurant were not good. We need to identify aspect-level sentiment
with finer granularity to get more comprehensive and accurate sentiment
information.

The aspect level analysis is academically called ABSA (aspect-based sen-
timental analysis) [17,18], which can be divided into ACSA (aspect category
sentimental analysis) and ATSA (aspect term sentimental analysis). The
ACSA is to identify the sentiment tendency in the corresponding predefined
attribute category (aspect category). For example, the above comments are
in the attribute category “dish taste”. Positive sentiment is expressed on the
attribute category “service attitude”, and negative sentiment is expressed on
the attribute category “service attitude”. The ATSA identifies the text’s
sentiment tendency for the corresponding attribute (aspect term). For
example, the above comments express positive sentiment for the attribute
“dish” and negative sentiment for the attribute “waiter”. The aspect level
sentiment analysis described in this paper mainly refers to the ACSA task.

2.2 Long-Short Term Memory

Long short term memory (LSTM) is an improved version of recurrent neural
network (RNN) [19]. The RNN model is a typical back propagation recurrent
neural network, in which back propagation (BP) [20] is also called error back
propagation. The RNN is very effective for the data with sequence charac-
teristics. It can mine the temporal information and semantic information in
the data. Using this ability of RNN, the deep learning model has made a
breakthrough in solving many problems in NLP fields.
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Figure 2.1: RNN structure [1]

Figure 2.1 shows the structure of the RNN after expanding it into a
complete network. The meaning expressed here is the network structure of
the whole sequence. The t−1, t, and t+1 represents the duration of the time
series x. The input sample St = f(W ∗St−1 +U ∗ xt) represents the memory
of the sample at time t, W represents the weight of the input, U represents
the weight of the input sample at the moment, and V represents the weight
of the output sample. When t = 1, input S0 = 0 for general initialization,
randomly initialize W,U, and V , and calculate with the following formula:

h1 = Ux1 +Ws0 (2.1)

s2 = f(h1) (2.2)

O1 = g(Vs1) (2.3)

Where f and g here are activation functions, f can be tanh, relu, sigmoid
and other activation functions, and g is usually softmax. The W,U, and V
are equal at each time, which means, the weight is shared. We can see that
the hidden state at each time is not only determined by the input at that
time but also depends on the value of the hidden layer at the previous time.
If a sentence is very long, it will not remember the beginning and details
of the sentence at the end of the sentence. Although the RNN has a good
effect on time series problems, there are some problems such as gradient
disappearance or gradient explosion due to the long-term dependence of the
BP algorithm on time series. The improved model LSTM based on this is
one of the most successful methods. Schmidhuber [21] proposed the LSTM
model in 1997.
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Figure 2.2: LSTM structure [2]

The difference between RNN and LSTM is that ht = Uxt + Wst−1 in
RNN is a simple linear summation process. As shown in Figure 2.2, LSTM
can remove or increase the information of “cell state” through the “gate”
structure to realize the retention of important contents and the removal of
unimportant contents. The sigmoid layer outputs a probability value between
0 and 1 to describe each part that can pass through. 0 means “no variables
are allowed to pass through”, and 1 means “all variables are allowed to pass
through”. The switch for forgetting information is called the forgetting gate,
the switch for adding information is called updating gate, and the switch for
outputting results is called the output gate. LSTM is specifically designed to
avoid long-term dependency problems. They are effective on various issues
and are now widely used in the field of deep learning.

2.3 Word2vec technique

Since Mikolov [22] put forward the concept of word vector in his 2013 paper
“Effective estimation of word representation in vector space”, the NLP field
seems to have suddenly entered the embedded world, sentence2vec, doc2vec,
and everything2vec. Based on the assumption of the language model - “The
meaning of a word can be inferred from its context”, the word vector puts
forward the distributed representation of words, which is compared with
the high-dimensional and sparse representation of traditional NLP, the word
vector trained by word2vec is low dimensional and dense. Word2vec uses the
context information of words to enrich the semantic information. At present,
common applications include:

• Use the trained word vector as the input feature to improve the existing
systems, such as the input layer applied in neural networks such as
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emotion analysis, part of speech tagging, language translation, and so
on.

• Apply word vectors directly from the perspective of linguistics, such as
using the distance of vectors to express word similarity, query relevance,
etc.

Before the birth of word2vec, there was no unified method to represent
text in the NLP field, although there were some special methods to represent
text, such as the one-hot vector or bow method. Chinese text segmentation
usually adopts various sequence annotation methods and then segments the
text according to semantics. For example, k-singles cuts a text into some
text segments into Chinese and use various sequence annotation methods to
segment the text according to semantics.

The TF-IDF [23] technique uses frequency to represent the importance of
words. In-text rank, the page rank method is used to describe the weight of
words. The LSA [24] is based on SVD pure mathematical decomposition word
document matrix. P in LSA, the document formation process is characterized
by probability means, and the solution result of the word document matrix
is given probability meaning. Two conjugate distributions were proposed in
LDA [25,26] to introduce a prior and so on perfectly.

Word2vec is a process of using a one-layer neural network (i.e., CBOW) to
call the sparse word vector mapping in the one-hot form an n-dimensional (n
is generally hundreds of) dense vector. In order to speed up model training,
the tricks include hierarchical SoftMax, negative sampling, Huffman tree,
etc.

In NLP field, the most fine-grained object is words. If we want to label
parts of speech, we can have a series of sample data (x, y) with a general
idea. Where x represents words and y represents parts of speech. What
we need to do is to find a mapping relationship between x → y. We can
apply traditional methods including Bayes, SVM, and other algorithms [27].
However, our mathematical models are generally numerical inputs.

11



Figure 2.3: CBOW model and Skip-gram model [3]

In fact, the words in NLP are the abstract summary of human beings.
They are in symbolic form (such as Chinese, English, Latin, etc.), so they
need to be converted into a numerical form or embedded into a mathematical
space. This embedding method is called word embedding, and word2vec is a
kind of word embedding. For example, x is regarded as a word in a sentence,
y is the word’s contextual word. Then function here is the “language model”
that often appears in NLP. The purpose of this model is to judge whether the
sample (x, y) conforms to the laws of natural language. More commonly, word
x and word y together to see whether the sentence has sense. Word2vec is
derived from this idea, but its ultimate goal is not to train function perfectly,
but to only care about the model parameters (especially the weight of neural
network) as the by-product of model training and take these parameters as a
vectorized representation of input x, which is called word vector. There are
two essential models in word2vec - CBOW model (continuous bag of words
model) and Skip-gram model. The schematic diagram is given in Tomas
mikolov’s [22] paper.

It can be seen from the name and the illustrated Figure 2.3 that CBOW
is to calculate the probability of a word according to the “C” words in front
of a word or the “C” consecutive words before and after a word (“C” stands
for the number of words). On the contrary, Skip-Gram model is based on a
particular word and then calculates the probabilities of certain words before
and after it.
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2.4 Attention architecture

In short, when we are looking at something, the current focus must be on
a specific place of what we are looking at. When our line-of-sight shifts,
our attention shifts with the change in the line of sight, which means
that when people pay attention to a target or a scene, the distribution of
attention in each spatial position of the target and scene is different. For
the comment text, the influence of each word in the sentence on its final
sentiment classification is distinct. To expand the power of the critical parts,
it is necessary to find and highlight the key features.

Therefore, based on the two-way long-term and short-term memory
network, an attention mechanism is introduced to extract the relatively
essential parts of the text for emotion classification and improve its weight
in the final generated text features. The greater the weight, the more critical
the representative is for emotional polarity classification. Hence, predecessors
have proposed the attention model, and the formula is as follows:

y

softmax

h1 h2 hn

a1 a2 an

Figure 2.4: Attention structure adapted fromJun 24,2018. [4]

ci =
Tx∑
j=1

αij × hj (2.4)

where ci represents the attention of i, Tx represents the sentence length, αij

represents the attention distribution coefficient of the jth word in the source
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input sentence when the ith word is output by target, and hj is the semantic
code of the jth word in the source input sentence. The calculation of attention
formula will be introduced in more details in Chapter 3.

2.5 Chinese word segmentation

As shown in Figure 2.5, the basic algorithms of Chinese word segmentation
mainly include dictionary-based methods, statistics-based methods, rule-
based methods, and neural network-based methods. According to the current
research, the method based on Neural Network combined with machine
learning is the best. Then first briefly explain the development of the Chinese
word segmentation algorithm, and then introduce the neural network word
segmentation method used in this paper.

Methodology

based on
dictionary 

based on
statistics

based on Neural
Network

based on word
tagging

Forward maximum matching

Reverse maximum matching

Best match

SRNN

Semi-CRF

NN-CRF

based on rules

Bidirectional maximum matching

Minimum segmentation mark

Figure 2.5: Word segmentation.

Figure 2.6 introduces the general flow of forward and reverse maximum
matching algorithm. The bidirectional maximum matching algorithm com-
pares the word segmentation results obtained by the forward maximum
matching method with the results obtained by the reverse maximum match-
ing method to select the correct word segmentation method. According to
the research, 90% of Chinese sentences are entirely consistent with the results
obtained by the forward maximum matching algorithm and the reverse
matching algorithm. In the remaining 10%, 90% of the two algorithms

14



must be correct, and only 1% of the sentences is divided incorrectly using
the maximum matching. Therefore, thanks to its strong word segmentation
ability, the maximum matching algorithm has existed for a very long time in
the history of word segmentation.

START

input S1 output  
S2=""Maxlen

preWord = sentence 
［：Maxlen］

preWord = preWord[:-1]

Print S2

S2 = S2 + W + "/" 
S1 = S1 - W

No

Yes
if S1 = 

none 

No

if preWord  
in P

Yes

No

if len(preWord) 
==1

Figure 2.6: Forward and backward maximum matching algorithm. [5]

Statistics-based word segmentation is another major category of word
segmentation task implementation. As the name suggests, statistics-based
means that the more times a word appears in the context, the more likely
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these words are to form a word. The typical algorithms are N -gram and the
Hidden Markov model (HMM) [28]. The idea of N -gram requires that the
probability of the occurrence of a word in a sentence is only related to all
the words in front of it, not to the words in the rear relative position. The
probability of the occurrence of the whole sentence is just the product of the
probability of the occurrence of each word constituting the sentence.

The method of the neural network is described as follows. In 2016,
Kong et al. [29], proposed a new algorithm, SRNN (partial recurrent neural
networks), which combines semi-CRF (semi conditional random field) [30]
and neural network. It is not difficult to find that semi-CRF originally came
from the conditional random field (CRF). The conditional random field is a
Markov process-based modeling, in which each element of the input sequence
is marked at each step of the random process. Semi means half, so semi-CRF
is a semi-Markov-based modeling process; all continuous elements in the
input sequence are marked at each algorithm step. The word segmentation
task has natural advantages. When marking constant and identical tags,
it can recognize words from the input sequence. The specific - calculation
formula is as follows:

p(s|x) = 1

Z(x)
× exp{W ×G(x, s)} (2.5)

where x represents the input sentence sequence, s represents the corre-
sponding word segmentation sequence, and G(x, s) is the mapping function
that converts x and s into feature vectors. In the SRNN model, the author
hopes to use a bidirectional RNN to model the G function. The bidirectional
RNN can combine the input word sequence vectors into word vectors. The
framework of the model is shown in Figure 2.7.
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Figure 2.7: SRNN structure adapted from Biswas, S., Gall, J. (2018, March)
[6]

According to the previous research results, the key to the problem is
constructing the G function. If a better neural network is designed to
construct the G function, the effect of word segmentation may be effectively
improved. With the help of this idea, Zhuo et al [31], started from the
combined network; in addition to taking the network structure as the G
function, they also added the word vector representation to the G function.
The network structure is shown in Figure 2.8.
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Xuj-1 Xvj-1 Xuj Xvj

Seg-Rep 
from Input Units

Seg-Rep 
from Segment

Seg-Rep 
from Input Units

Seg-Rep 
from Segment

Xuj-1 Xuj-1

look upsequential input

Figure 2.8: Combining word vectors and neural networks adapted from Rong,
X. (2014). [7]

Among them, “Seg-Rep from input units” represents SRNN, and “Seg-
Rep from the segment” represents some word vectors of the input sequence.
In this model, the large-scale input text is segmented using the word vector
independent model SRNN; the Word2vec word vector learns the segmented
words. The vector output is used as the input of the G function, and
finally, the word segmentation result is obtained. The word segmentation
effect on the public data set is significantly improved using this method.
After the online food delivery platforms comment text data set is segmented
using the method shown in Figure 2.7, the pre-training model provided by
BERT can be used for pre-training. To shorten the training time, we use the
training parameters provided by Google. The specific training details and
the following fine-tune method are in detail in Chapter 3.
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Chapter 3

BERT model

3.1 Introduction to BERT model

Converting natural human language into understandable computer represen-
tation has been a research hotspot for a long time. For example, the typical
methods such as One-hot, Word2vec, and GloVe proposed by Pennington
et [32] are based on the solution of this problem. The main purpose of these
methods is to learn context-free information representation.

In recent years, the academic community has taken the representation
of learning context-related information as the direction of technological
breakthroughs. ELMo uses the Bidirectional LSTM model to learn context-
related information; CoVe proposed by McCann et al. [33] uses machine
translation to embed context information into word representation.

This section introduces the BERT model to implement word embedding
in context. BERT is pre-trained based on the Markup Language Model and
Bidirectional Transformer. BERT is the first representation model based
on fine-tuning. Inspired by the previous pre-training, Bert also adopts the
model structure of pre-training and fine-tuning. The pre-training model
mainly adopts two training methods, Masked Language Model (MLM) and
Next Sentence Prediction (NSP). The specific methods of these two pre-
training tasks will be introduced in detail below. Then, we will introduce
the preparation of the BERT model.

The model’s input can clearly represent a sentence or a pair of sentences
in the tag sequence, such as the [question, answer] pattern. It should be
noted that the sentences mentioned here can be continuous texts of any
span, rather than semantically complete sentences in our real expression.
Sequence refers to the sequence label input into the model. It can be one or
two sentences combined into a composite sentence. The input representation
consists of the sum of Token Embeddings, Segment Embeddings, and Position
Embeddings [34].

Figure 3.1 is a logical description of the input representation. The plain
text content after data cleaning is input through input. First, use Wordpiece
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Figure 3.1: BERT input representation [8]

embedding of words. The first step of token embedding is to embed special
symbols. The token [CLS] is represented as the first token of each sequence.
Its output corresponding to the final transformer is used as the classification
task’s general sequence representation. For other tasks, this item is usually
ignored. For some non-single sentence input data, there are usually two types
of model processing methods. The first is to add a special [SEP] mark at
the end of a single sentence to separate the single sentence. The second is
sentence embedding, called Segment Embedding, which uses two markers to
distinguish sentences.

As shown in Figure 3.1, subscripts A and B represent the elements of two
single sentences, respectively. Unlike LSTM, Transformer does not record
the location information of each word, so additional location embedding is
required to record the location information of words, as shown in Figure 3.2.
Location embedding will record the location information of each word in the
whole sentence in turn through a unique method. For the particular case
with only one sentence as input, only the embedding of sentence a needs to
be used, and sentence B needs to be ignored.

Previous studies found that most deep Neural Network models adopt a
unidirectional data flow model, that is, choose from left to right or from
right to left according to different downstream tasks. Some recent studies
combine the two directions and use the Bidirectional model to make up for the
deficiency of the Unidirectional mode. Strictly speaking, this bidirectional
approach is not bidirectional, so it is just a simple combination of left to
right and right to left hidden layers.

Intuitively, as shown in Figure 3.2, the effect of the Deep Bidirectional
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model is better than the simple connection effect of the Bidirectional model.
Still, the results of the real experiment may not be better. Therefore, the
model provides two training tasks: the Language Masking task and the Next
Sentence Prediction task.

3.1.1 Mask language model

In order to train the depth bidirectional representation ability of the model,
a simple training method is adopted, the Masking Language Model (MLM)
[35], as shown in Figure 3.1, this method was proposed by Taylor in 1953
[36]. Similar to the early standard language model, the final hidden vector
corresponding to the masked tag will be input into the output softmax or
full connection layer corresponding to the vocabulary in order to correspond
the masked tag to A word in a vocabulary. Similar to the Noise reduction
autoencoder [37], the model randomly shields 15% of the word tags in each
sequence. The difference is that the model only predicts the shielded words
rather than the sentence input of the whole model.

In the process of fine-tuning, the model does not know the masking mark
of the pre-training model, resulting in a mismatch between the two. In order
to optimize this situation, a new masking method is adopted in the pre-
training model. First, the training data generator randomly selects 15% of
the training data for labeling, then selects 80% of them for the random mask,
10% of them are selected for a random word replacement, and the remaining
10% are selected for no replacement.

In the Transformer model, we do not know which words are masked, so we
do not know which words it is required to predict. Therefore, the model can
only be forced to learn the context representation of each input tag. From
the perspective of the whole model, only 1.5% (15%*10%) of the whole data
set is replaced randomly, so from the experimental point of view, it will not
greatly impact the language understanding ability of the model.

3.1.2 Next sentence prediction

In the sentiment analysis task, because the comment data text does not
always appear in a single sentence, it is also accompanied by many context-
related sentence texts. Therefore, adding the following sentence prediction
task in the model is necessary. The training task is a simple binary
classification task. There is a 50% probability that B sentences follow A
and the other 50% probability that B sentences are randomly selected from
the corpus in the provided pre-training example A and example B.
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The choice of which sentences are actual context sentences and which do
not context sentences also needs to be realized by random corpus selection.
From the experimental results, the above two increased training tasks have
greatly improved the accuracy of the deep bidirectional context model. In
the research process of the next section, we will change some details of the
model to achieve a better training effect for the comment text.

Figure 3.2: MLM model. [9]

3.2 The OFDP BERT model

This section will introduce the main task of this experiment in detail and
present a new model of BERT, named OFDP BERT. As a general language
representation model, from the perspective of the corpus, BERT has only
carried out long-term pre-training on Wikipedia and books Corps. It is
lacking in the field of sentiment analysis of Chinese short text.

First of all, BERT uses all English data set to train data and does not
carry out a large-scale targeted training on Chinese characters, so it can not
be universal in a Chinese environment. Later, Google provided a Chinese
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pre-training model test version, but the English Wordpiece representation is
not processed in Chinese, so Wordpiece does not apply to Chinese. The test
version model only modifies the English word representation Wordpiece to
character-based embedding; Google only modifies the word representation,
and there is no retraining of Chinese data. Therefore, BERT’s performance
in Chinese natural language processing tasks is not as good as in English.

In order to utilize the OFDP BERT model, this study uses Chinese short
text for pre-training. We consider that BERT needs industrial hardware
facilities for pre-training large-scale data. Through the experiments of
multiple groups of small data sets formed by random extraction algorithms,
we believe that better training results can be obtained through certain data
pre-training. The experiments verify that the cost is directly proportional
to the final results. The specific data information, experimental steps, and
results will be given in detail in Chapter 4.

Next, the internal calculation details of the model are explained in
detail. The main framework of OFDP BERT is the transformer. The core
contribution of the transformer is the self-attention mechanism. Thanks to
the support of self-attention technology, the whole model can take the whole
sentence corpus as the model’s input instead of sequence input so that the
long sentences can be better represented.

The specific self-attention representation and calculation steps are shown
in Figure 4.1. The input of the self-attention model is the matrix represen-
tation of sentences; Through three different full connection layers, the input
matrix is transformed into three difference matrices, which are distinguished
by Q (query), K (key), and V (value); through the calculation of Q and K,
we can obtain the parameter weights; then, by adding these weights to the
matrix V , we can obtain an available new matrix representation to complete
the self-attention calculation.
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Chapter 4

Experimental results

4.1 Experimental settings

This research work will be divided into two parts, experiment 1 and ex-
periment 2. The experiment 1 includes two parts, one is the pre-training
of OFDP BERT, the other is the fine-tuning process. The experiment 2 is
sentiment classification experiment. The experiment 1 includes reading the
comment data set document (TXT format) and data pre-processing (word
segmentation). The experiment will use the word segmentation technology
introduced in Chapter 2 to eliminate excessive text data. In the experiment
2, it is also necessary to pre-process the data and add a separate module for
mask operation.

We run our experiment with following settings:

• Intel Core i7-5600u (3.40GHz / L3 4m) with 16GB memory

• Python 3.9 program language

• Anaconda programming environment

• TensorFlow framework

• Two rtx2080ti GPU model with 12GB memory

• Experimental data with TXT format

4.2 Data set

In the experiment of this research work, we crawled the merchant’s ID,
merchant name, average score, address, average price and the total number
of comments. The results are saved in a TXT file, and one line represents the
data of a merchant. All data sets are obtained by crawling comment data
using the API extracted by Meituan open platformChina’s largest online food
delivery platform.
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Figure 4.1: Quantity distribution of each star level.

Our experiment is only based on the text content, so we only care
about the crawling comment text content. The target of data crawling
is all user comments of the top 40 best-selling restaurants in Beijing in a
month(June.2021). In the data pre-processing stage, the experiment carried
out routine data cleaning, including discarding comments less than five words
and deleting data with unrecognized symbols. Then, by sorting out a small
amount of existing data on the Internet for data expansion, a total of 62243
comment texts were collected. Next, we use the word segmentation method
introduced in Chapter 2 to segment words and get about 2 million words.

4.3 Experimental results and discussion

4.3.1 Experimental results

As can be seen from the table, our model performs better on the test set.
The reason may be that the test set has fewer data.
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Figure 4.2: Proportion of each star level.

4.3.2 Sentiment classification

Vectorization with BERT, divide the data into input (comment) and output
(star), call the encode method for vectorization, convert the multi-label
classification task into multi-category classification task and save the results.
Then encode the data, and classify the data according to the proportion of
8:2, that is, 80% of the positive and negative comments are selected as the
training set and 20% as the test set. In order to better represent the basic
situation of the data set, this paper adopts visual This method displays
the training set in the data set on two attributes. Firstly, we analyze the
emotional tendencies among different stars in the test set. The “0” represents

Dataset Accuracy Recall F1
Train 0.94 0.92 0.93
Test 0.95 0.93 0.93

Table 4.1: Experimental results
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negative emotion and “1” represents positive emotion. It can also be seen
that there are a lot of negative sentiment comments in high star reviews.

Figure 4.3: The number of labels on each fine-grained aspect.

Second is the sentiment label distribution of the training set: the
histogram distribution of the number of labels of the training set in each
fine-grained square is shown in the figure. We analyze which dimensions
users will pay attention to, including price, dishes, location, business service,
environment, and so on. We focus on the two dimensions of price and
dishes. This is actually a four-category task. For each comment, we need to
judge whether it is positive, negative, or neutral in terms of aspect, or not
mentioned at all. This is also a single sentence category task.
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Figure 4.4: The number of labels on each fine-grained aspect.

As can be seen from Figure 4.4, the number of tags varies in different fine-
grained aspects, but almost all show an unbalanced form. We can also see
that the number of sentiment labels is mainly distributed in “not mentioned”
and “positive”. It is impossible for consumers to mention all the fine-grained
aspects in the evaluation text. At the same time, consumers also tend to
evaluate the parts they feel very satisfied with. Therefore, there are more
“not mentioned” and “positive” sentiments in the overall distribution, which
is more appropriate to the actual distribution.
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4.3.3 Evaluation

In this part, we show the visualization results under each fine-grained aspect.
This experiment counted three kinds of sentiment attitudes in seven fine-
grained aspects: good rate, mid rate, and bad rate. The calculation of good
rate is showed as follows positive num is the number of sentiment labels that
are “positive” and negative num is the number of sentiment labels that are
“negative”, neural num is the number of sentiment labels that are “neutral”.
To prevent a denominator of 0, add +1 to the denominator. The other two
calculation formulas of sentiment attitude are the same.

The following figure shows the statistical display of the histogram of the
distribution of sentiment tendencies in the two fine-grained aspects most
concerned by customers. The higher the good rate, the more “positive”
sentiment tendencies of the consumer group under the merchant.

Figure 4.5: Sentiment tendency statistics under two fine-grained aspects.

According to the above good rate ratio, we randomly selected the senti-
ment of several merchants’ comments and the hot-ranking data of their stores
for linear regression analysis.

4.3.4 Word-cloud on stars level

From the results of regression analysis, there is a strong correlation between
ranking and good rate. We can conclude that the positively of comments
is directly proportional to the popularity ranking of merchants. Finally, we
made five Word cloud graphs according to the stars of the comment data set.
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Figure 4.6: Word cloud on stars.

As shown in the figure, the higher the star level, the greater the proportion
of “很”(Very) and “好”（Good）in the Word cloud, and the higher the
degree of positive sentiment of customers.
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Chapter 5

Conclusion

5.1 Summary

This thesis studies the BERT model with significant influence in the NLP
field and its application for the online food delivery platforms. In detail, we
reset the whole pre-training process to train OFDP BERT model by using
the Meituan’s Chinese comment data set. Then, we fine-tune the parameters
of the last layer of the pre-trained model.

We further add an attention layer to the output of the coding layer of the
original BERT to weight with different positions and finally take the weighted
features as classification features. Text and aspect phrases are embedded
into the model at sentence level for fine-tuning procedure. The multi-label
classification task is transformed into a multi-category classification task.
Finally, sentiment analysis performance is analyzed using the above trained
model, which proves the positive significance of this study.

5.2 Limitations and future directions

According to the experimental results, the rising space of the model and the
research space of the problem are still considerable. Firstly, in the part of
pre-training, we can increase the number of corpora in this field in the future
to make a more accurate judgment in the first step of emotion recognition.
The training method used in this paper is relatively simple, so the room for
improvement is rather large. In addition, we have not considered the issue of
long text at present, and we may have to improve the comprehensive support
of long text in future work. Nowadays, many Internets communication tools
support long text editing, which shows that the social media environment of
long text is an inevitable problem.

In addition, it is not just the problem of BERT model. It may exist in
many deep learning models. The classification results or prediction results
change when doing some simple word replacement, which is a research
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direction. How to improve the robustness and stability of the current pre-
training language model.
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Appendix A

Code Example

Figure A.1: Linear regression display.
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