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Interactive Layout Design Interface with User
Guidance

Jiahao Weng1,a) Haoran Xie1,b)

Abstract: It is challenging to create a visually appealing layout for common users, which is a time-consuming
task even for skilled designers. In this work, we propose an interactive layout design system with user guid-
ance and layout retrieval so that users can achieve satisfying design results. In particular, we focus on the
design of academic presentation slides in this work. With the proposed design interface, the user can refer to
the design guidance as a heat map, which is the layout distribution from our collected dataset. The proposed
system is data-driven, which allows users to intuitively explore the design data. The user can then edit the
layout to complete the layout design. In our user study, we verified the proposed interface by comparing it
with conventional design interfaces. The results demonstrated that the proposed interface can achieve high
retrieval accuracy while also providing a pleasant user experience.

1. Introduction

There is an increasing trend for online courses and aca-

demic conferences. In such cases, teachers and presenters

may need to create well-designed slides to give a lecture or

give a presentation. The audience’s comprehension will be

influenced by the quality of the slides [3], but it’s quite a

time-consuming for unseasoned users to create visually ap-

pealing slides. Although most of the software is very power-

ful, such as Microsoft PowerPoint, it might still be more dif-

ficult for inexperienced users to create well-designed slides

than for experienced designers. Even though PowerPoint

provides a toolkit to automatically generate layout sugges-

tions for users to help them design, it has some limitations,

which are that it cannot provide a unified style and also it

cannot provide suggestions when there is too much content

on one slide.

In this paper, we propose an interactive design interface

by retrieving the slide layout to support common users.

Since most academic presentations on the network are in

video format, it is difficult for users to find references using

the keyword-based retrieval system to create visually ap-

pealing slides, as shown in Fig. 1. Our system uses a slide

detection technique to extract slides from the slide-based

video and a cutting-edge image analysis approach to deter-

mine the layout of the slides. Then we apply CNN (Convo-

lutional Neural Network) to extract the features of slides for

further use when users retrieve slides. The interface of our

system consists of three parts: the first is the canvas part
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Fig. 1: The research concept illustration. First, users de-

sign the layout, and the system will provide guidance for

them to help them improve their design.

used for user editing; the second is the heat-map canvas for

prompting users, and the last one is the retrieval result part

used for showing similar slides with the user editing. The

design canvas can help users search and retrieve the refer-

ence slides conveniently. The heat-map canvas can inspire

and prompt inexperienced users to think about how they

can design the slide layout. The retrieval result page can

provide some reference for users to let them pick the layout

they prefer.

2. Related Work

2.1 Interactive Design Interface

A design interface can use a freehand drawing that is ab-

stract and lacks visual details. The sketch can let users

express their intention intuitively. In such cases, some re-

searches [4], [18] analyze the layout sketches to retrieve the

web page, and other researches [11], [15] analyze the sketch

stroke to edit the image. Previous researches [6], [8] also uti-

lize user sketches to generate shadow guidance to improve

user design skills, which can be used in motion retrieval [10]

and calligraphy [5]. The design interfaces have been pro-

posed for cartoon image generation [9] and facial images [11].
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Fig. 2: The framework of our system The left part is the offline computation process for slide extraction; the middle part is

the dataset collection; and the right part is the user interface.

In this work, we establish an interactive design interface to

provide guidance to users to support them in designing the

layout of slides.

2.2 Layout Design and Editing

The VINS [2] uses the UI (user interface) layout as input

to retrieve some designs of mobile interfaces. Other research

uses layout sketches to retrieve some example web pages that

have similar layout design [4]. However, all of this research

works only for the web design. In addition, some researchers

use the neural network [7] and the transformer network [1]

to generate the layout. Nevertheless, our work is focused

on supporting users to design rather than replacing them to

generate the layout.

2.3 Deep Learning for Layout

Nowadays, more and more researchers are applying the

deep learning technique to analyze [14], [16], [17] and gen-

erate [1], [7] layout. The PubLayNet [17] also contribute a

huge dataset for document layout analysis. In our work, we

also utilize the deep learning method [14] to train a model for

slides layout detection and analyze, and we apply the neural

network [13] to extract the feature of the slides layout.

3. System Overview

In this work, we propose a sketch-based interface for re-

trieval and support users to design the layout of slides.

3.1 System Framework

The proposed architecture consists of three parts: the

offline computation process for slide extraction (pre-

processing); the construction of a slide layout feature

database; and a user interface as shown in Fig. 2. First, we

extract slides from academic conference presentation videos

and store them in the database. Then, we use the layout-

parser [12] to analyze and label the layout of each slide in

our database. After that, we use the Convolutional Neural

Network (CNN) to extract the features of the labeled slide

and store them in the database. The proposed interface con-

sists of three sections: the sketch canvas section, the heat

map canvas section, and the result section.

When a user sketches a layout on the sketch canvas, the

client will simultaneously submit an HTTP request. The

back-end then processes the request and returns image data

to the client in the HTTP response. The front-end will then

render the data and show the slide image in the result sec-

tion.

3.2 Slides Extraction

Slides extraction plays a critical role in this system as it

is a basic stage in labeling layout, calculating the distribu-

tion, and extracting slide layout features as shown in the left

part of Fig. 2. We first create an algorithm to compare the

image hash of each frame in an academic conference presen-

tation video. If the differential of two frames is larger than
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Fig. 3: The left part is the original sketch canvas, the right part is the retrieval page after user sketch the layout.

Fig. 4: Part 1 is the heat-map of title layout, part 2 is the

heat-map of text layout, part 3 is the heat-map of figure

layout, and part 4 is the heat-map of all the layout.

the threshold, it means that the slide has changed; the slide

will then be extracted. After the extraction, we calculate

the distribution of all the slides and then generate a heat

map, which is used to provide reference and inspiration to

users. Then we use Detectron 2 [14] to train a model to

analyze the slides. After that, we apply layoutparser (a tool

that comes with a set of layout data structures with care-

fully designed APIs that are optimized for document image

analysis tasks: selecting layout elements in the document

and visualizing the detected layouts) to automatically label

the layout of each slide and use CNN to extract the feature.

The layoutparser can apply the model trained by Detec-

tron 2 and enables the extraction of complicated document

structures using only several lines of code with the help of

state-of-the-art deep learning models. Upon completion of

pre-processing, all slide features are stored in the database

and used for comparison with the user input sketch.

3.3 Design Interface

The design interface can help users retrieve some similar

slides drawn by themselves conveniently and efficiently. In

addition, it can help users design the slide layout and also

inspire them. When users want to get some reference on

how to design the slide layout, they can refer to the heat-

map (it shows the distribution of each layout by different

designers according to its shades of color), as shown in the

left part of Fig. 3. Then the system will extract the fea-

tures of the user input sketches and compare them with all

the features stored in the database. The most similar slides

will be rendered on the web page, as shown in the right part

of Fig. 3. When users edit their sketches, the reference result

will change simultaneously.

The heat-map shows the distribution of all the slide lay-

outs in the database, as shown in Fig. 4. It was created

to give users some ideas or inspiration on how to design the

layout. We divided the heatmap into three parts: title, text,

and figure. This can satisfy most design scenarios. The bot-

tom of the heat-map canvas is the legend; the darker the

color, the greater the distribution is. Users can see the dis-

tribution of each part or all the distribution by clicking the

different buttons, as shown in fig. When users finish or edit

the sketch, the distribution of the heat-map will also change

simultaneously to continuously advise users how to design

the layout.

4. User Study

First, we conducted an experiment to compare the conven-

tional retrieval interfaces with our interface. We invited 12

participants (college students around 20-years-old; 7 males

and 5 females) into 2 groups, and another 5 participants

(college students around 20-years-old, 5 males) to do the

evaluation. After a brief introduction of how to use our in-

terface, we let the first group use the traditional interface,

PowerPoint (PPT), and the second group use our interface.

We first gave each group an academic paper (a poster about

in the field of computer science), and let each participant

design three slides (only design the layout): introduction,

method, and result. After they finish this task, we ask an-

other 5 participants to evaluate their design (only evaluating

the layout). The participant will assess three factors: the

content in the slides is reasonably organized, the layout is

designed aesthetically, and the slides are designed in a con-

sistent style.
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Fig. 5: The retrieval result of layout guidance. The green box is the title layout, the red box is the figure layout, and the

blue box is the text layout.

4.1 User Experience

In the second experiment, we conducted a user study to

verify user experiences by asking participants to complete

the questionnaire. The questionnaire uses a 7-Point Likert

Scale (1 for strongly disagreeing and 7 for strongly agree-

ing). We asked the six participants who used our interface

in the first experiment to complete the questionnaire.

5. Results

We discuss the implementation details, the result of the

layout design guidance, the result of the user study, and user

feedback.

5.1 Implementation Details

In this work, our interface was programmed in Python

3.8 as a website application on Windows 11. A personal

computer with AMD Ryzen5 5600X (6-Core), 3.70 GHz,

NVIDIA RTX3060 GPU and 32GB RAM was used as the

developing environment. In addition, we used Django 3.2 to

establish the website, and Vue 3.0 to render the website. We

use the Detectron2 to train our model on our own dataset

(443 slide images). Our prototype requires 1.12s on average

for retrieving the slides.

5.2 Layout Design Guidance

Fig. 5 shows some retrieval results. Different input sketch

can retrieve different slides. Even if users didn’t complete

the whole layout, the system will also retrieve the most sim-

ilar slides for them according to the sketches. The top part

of Fig. 5 shows that the user only sketch the title layout, the

system still work well.

Fig. 6: The results of user study.

5.3 User Study

The questionnaire for comparing experiment uses a 5-

Point Likert Scale (1 for strongly disagreeing and 5 for

strongly agreeing). The result is shown in the Fig. 6. Our

interface can provide users with satisfactory slides, whilst it

can save their retrieval time. Furthermore, the design of a

heat-map has been shown to inspire users on how to design

layouts. Fig. 7 shows some results designed by participants

during the user study.

The result of user experience as shown in Fig. 8. Al-

though our interface cannot help users design slides with

aesthetic appeal, we will extend our research to have the

ability to provide references for the content of slides and

add more well-designed slides to our database in the future.

The user study verified that our interface can help users

design more uniform styles than the conventional interface.

6. Conclusion

We introduce an interface that can provide users with

references and help them design slide layouts. Using our

heatmap canvas can support and inspire users to edit the
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Fig. 7: Examples of the designed results by participants during the user study.

Fig. 8: The results of questionnaire.

layout. Then they can follow the recommended references

to design, or they might be inspired by the references and

design new layouts. This interface can help amateur users

find references quickly and help them learn how to design

the layout.

From our user study, we verified that our interface can

help users design the slide in a uniform style and arrange

the content more reasonably than the conventional inter-

face. It also showed that users prefer to use interactive edits

to retrieve the reference and that the reference can inspire

them during the design of the slide layout.

However, there was also some negative feedback obtained

in the user study. Some users complained that the retrieved

slides cannot help them to design because the guidance does

not meet their expectations. In this case, we will improve

our database to add more quality and well-designed slides.

There are 443 slides utilized in the user research. Sometimes,

it might be insufficient for users to find the results they are

satisfied with. Another complaint is that some users think

our interface has difficulty in aesthetically design. This is

because in this work we only focus on the layout design.

However, it’s only a part of slide design. In such a case,

we will expand our research to ensure that our interface can

provide references of slide content as well as inspire users on

how to design detailed slide content.
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