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Abstract—Commonalities and differences of human perception
for perceiving emotions in speech among different languages
in dimensional space have been investigated in previous work.
Results show that human perception for different languages is
identical in dimensional space. Directions from neutral voice to
other emotional states are common among languages. According
to this result, we assume that, given the same direction in
dimensional space, we can convert the neutral voices in multiple
languages to emotional ones with the same impression of emotion.
It means that the emotion conversion system could work for other
languages even if it is trained with a databases in one language.
We try to convert neutral speech in two different languages,
English and Chinese using an emotion conversion system trained
with Japanese database. Chinese is a tone language, English is a
stress language and Japanese is an accent language. We find that
all converted voices can convey the same impression as Japanese
voices. On the case, we can make a conclusion that given the same
direction in dimensional space, the synthesized speech among
multiple language can convey the same impression of emotion.
In a word, the Japanese emotion conversion system is compatible
to other languages.

I. INTRODUCTION

With developments of technology, people in different coun-

tries have more and more aspiration to communicate with

each others although they have different mother languages.

However, it is impossible to have a conversation if a common

language is not shared, that makes a challenge to design a

worldwide communication environment. One possible solution

to this challenge is to construct a speech-to-speech translation

(S2ST) system that can convert a spoken utterance in one

language to that of another language [1]. Information in speech

mainly can be divided into three parts: linguistic information

which represent the content of the utterance inferred from

context, paralinguistic information which is added by the

speaker to modify the linguistic information and nonlinguistic

information which can not be controlled by the speaker, such

as emotion, gender, etc [1] [2]. Conventional S2ST systems

directly translate one source language to the target one of

neutral utterance no matter what the emotion or emphasis

conveyed by the source utterance. It means conventional S2ST

systems only consider about linguistic information. While non-

linguistic information such as, emotional state conveyed by the

source language is crucial to be preserved and passed in daily

life. On that case, a system that can deal with emotional speech

in multi-language is of importance [3].

Many previous studies on emotional speech synthesis have

been conducted which can be mainly divided into two parts:

concatenative approach such as unit selection [4] [5] and

statistical approach such as hidden Markov model (HMM)

and Gaussian mixture model (GMM) [6] [7] [8]. Both of

them can synthesize emotional speech well when emotion

is represented in categories. While the intensity of a certain

emotion varies with time and situation, which may take any

arbitrary value such as little sad or much sad [9]. To describe

rich variations in the degree of affective states, a dimensional

space of valence and activation (V-A space) [10] [11] is

generally used to represent emotion as a point in dimensional

space. As for concatenative approach is based on the concept

of concatenating short samples of recorded sound and HMM

can only give the average inherent in the statistical approach,

both of them need a huge database when represent emotion in a

continuous scale. In order to represent emotion in a continuous

scale, a rule-based emotion conversion method is conducted in

this research. On this case, the synthesized speech can convey

all degrees of emotions.

In [12], a rule-based emotional speech conversion system

based on the three-layered model on dimensional approach

[10] is proposed. Inputs of this system are Japanese neutral

speech and a position on the dimensional space representing

the emotion category and degree. Through the estimation and

modification procedures in this conversion system, converted

emotional voices in Japanese can be outputted.

While this system is trained with Japanese database, we

attempt to know whether it can be applied to other languages.

It is found that human perception of emotions in speech in

different languages is identical in the dimensional space [13]

[14]. Following this finding, we assume that, given the same

direction in dimensional space, the system can convert the

neutral voices in multiple languages to emotional ones with

the same impression of emotion. It means that even if the



conversion system constructed for one language, it can also

work for other languages. In order to explore the validity of

this hypothesis, we utilize the emotional speech conversion

system in [12] constructed for Japanese to convert other

languages such as English and Chinese. Subjects were asked

to evaluated the synthesized voices in all three languages in

listening tests. As a result, even Chinese is a tone language

and English is a stress language, we find that all converted

emotional voices in Chinese and English can convey the same

impression of emotion categories and similar emotion intensity

as those in Japanese. The hypothesis is confirmed that even the

emotional conversion system is built in one language, it can

be applied for other languages. This means that the emotion

conversion system is compatible to other languages.

II. COMMONALITIES OF HUMAN PERCEPTION FOR

EMOTIONAL SPEECH AMONG MULTI-LANGUAGES.

In the previous study [13], five emotional speech databases

in five different languages, Japanese, German, English, Viet-

namese and Chinese, were analyzed in valence-activation

space (V-A space). Valence represents speech from positive

to negative and activation takes values from high to low.

Four emotional states, happy, angry, neutral, and sad, were

selected from the five databases. Thirty subjects from three

different countries, Japan, China and Vietnam, evaluated the

three databases in terms of valence and activation. It is found

that human perception for different languages is identical in

the dimensional space i.e. the directions from neutral voice to

other emotional states are common among languages. Based

on this result, we hypothesize that, given the same direction

in V-A space from neutral voice to other emotional states, the

emotion conversion system can also convert other languages

with the same impression of emotion. In order to confirm this

hypothesis, we apply the emotion conversion system build for

Japanese to two other languages, English and Chinese, without

training using the two languages. In the following section, the

outline of the emotion conversion system and the procedure

for applying the emotion conversion system to other languages

are illustrated.

III. OUTLINE OF CONVERSION SYSTEM TO EMOTIONAL

SPEECH

The conversion system proposed by the authors, in which

neutral speech is converted into emotional ones, represents

emotions in the V-A space. It requires two steps: estimation

and modification. As shown in Fig.1, in the estimation step,

the inputs are the expected V-A values to identify the position

in the V-A space and the outputs are estimated displacements

of the acoustic features from the source (neutral) speech.

The estimation step is structured using a three-layered model,

which consists of the acoustic features at the top layer,

semantic primitives at the middle layer, and V-A space at the

bottom layer [15]. The concept of the three-layered model

follows the human perception mechanism, which is based

on the belief from Brunswiks Lenz Model [17] that humans

perceive emotion not directly from academic acoustics such as

F0 and power envelope but from a series of adjective words.

An adaptive-network-based fuzzy inference system (ANFIS)

[16] based on fuzzy logic is utilized to connect the three

layers. From a Japanese emotion corpus, evaluated dimension

values for the two dimensions and the 17 evaluated primitives

are collected via listening tests and the 21 acoustic features

are extracted. These values are used for training ANFIS1 and

ANFIS2. ANFIS1 estimates the values of semantic primitives

from the position in V-A space and ANFIS2 estimates the

displacement of the acoustic features from the estimated values

of semantic primitives. In the modification step, acoustic

features are extracted from the source (neutral) speech using

STRAIGHT [19] and parameter values are obtained using the

proposed parameterization methods [12]. Considering relation-

ships between the estimated displacements of the acoustic

features in the first step and the extracted acoustic features of

neutral speech in the second step, the parameterized acoustic

features are modified. Applying STRAIGHT, we can resyn-

thesize emotional speech using the modified acoustic features.

A. Database

179 Japanese utterances from the Fujitsu database are used

for training the system. The Fujitsu database contains five

different emotional states: neutral, happy, sad, hot anger, and

cold anger that are uttered by one professional female actor.

The three-layered model is constructed within this emo-

tional speech conversion system. At the top of the three-

layered model, we extracted 21 acoustic features using

STRAIGHT from the neutral speech in [12], which con-

tains acoustic features related to 4 F0, 4 power envelope,

5 spectrum, 3 duration and 5 voice quality. We selected 17

semantic primitives (bright, dark, high, low, strong, weak,

calm, unstable, well-modulated, monotonous, heavy, clear,

noisy, quiet, sharp, fast, and slow ) in [15] because these

semantic primitives can express emotion in a balanced way.

The V-A space is located at the bottom layer, which consists of

activation (from calm to excited) and valence (from negative to

positive). The values of the V-A space and semantic primitives

are obtained by carrying out listening tests.

B. Estimation step

Following the work in [12], ANFIS is used to connect

the three-layered model. As shown in Fig. 1, two kinds of

ANFISs are built. ANFIS1 is trained when given the evaluated

valence and activation values as inputs and evaluated semantic

primitives as outputs. The inputs of ANFIS2 are the estimated

semantic primitives and the outputs are the displacements of

the extracted acoustic features from that of source (neutral)

speech. During the estimation procedure, when given the

expected values of valence and activation, ANFIS1 gives the

estimated values of the semantic primitives and ANFIS2 ac-

quire estimated displacement of acoustic features when given

the values of estimated semantic primitives from ANFIS1 as

inputs.



Fig. 1. Scheme of emotion conversion system.

C. Modification step

Extracted acoustic features including F0, power envelope,

spectrum and duration from the source (neutral) speech were

modified according to the estimated displacements of the 21

acoustic features in the estimation step.

The modification procedure is shown in Fig. 2. The mod-

ification procedure can be divided into three steps. First,

the duration information of every phoneme extracted from a

manually segmented voice. We modify the duration according

to the related acoustic features. In this step, we modify the

phoneme boundary for power envelope modification in the

target prediction model [18] and modify time constants for the

F0 contour modification in the Fujisaki model [2]. Second, we

obtain the modified parameter values of Fujisaki model using

the estimated displacements of the acoustic features from that

of the neutral speech. Then, we apply the Fujisaki model to

obtain the modified F0 contour. Next we modify the spectral

tilt by shifting formants. STRAIGHT is used to synthesize

speech utilizing the modified duration, F0 contour and spec-

tral sequence. Third, by modifying the magnitude of power

envelope in each phoneme, we acquire the modified power

envelope using a 2nd-order critically damped system. The

modified power envelope is applied to the speech synthesized

in the second step. Lastly, the final synthesized speech can be

obtained.

IV. APPLYING CONVERSION SYSTEM TO OTHER

LANGUAGES

As we investigate whether, given the same direction from

neutral speech to other emotional states, the converted speech

can give the same impression among multiple languages, two

different neutral speech as well as Japanese one are given as

input to the emotion conversion system.

One utterance is spoken in Chinese by a professional female

voice actor which is selected from the Chinese emotional cor-

pus developed by Institute of Automation, Chinese Academy

Fig. 2. Procedure of the modification step.

of Sciences (CASIA). The content is in Chinese means “He

ends an meaningless love” in English. Another utterance is

spoken in English by a female US English speaker from

English CMU ARCTIC database. The content is “LORD BUT

I’M GLAD TO SEE YOU AGAIN PHIL”.

This emotion conversion system built for Japanese shown

in Fig.1 is applied to Chinese and English sentences without

changing parameter values in the estimation and modification

steps. The inputted positions are the same among three lan-

guages, that we choose the 8 positions with either large or

small value of valence or activation to represent the intended

and intensity of emotion; Four in the 1st quadrant that rep-

resent joy and four in the 3rd quadrant which represent sad



emotion. The input position is shown as dashed line in Fig.3

and the hollow shape in Fig.4.

A. Listening Test

To verify whether the synthesized voices care well perceived

by humans, we carried out subjective listening tests to let

subjects evaluate the synthesized speech in the V-A space.

1) Subjects and Stimuli: In the listening test, 9 subjects

(two Vietnamese female, one Vietnamese male, three Japanese

male, one Chinese female and two Chinese male, mean 26

years old) with normal hearing ability gave evaluation scores

on three aspects: activation, valence and naturalness. 27 stimuli

are presented to the subjects. The 27 stimuli contains three

languages and each language has 9 stimuli. Among the 9

stimuli, four voices of joy, four voices of sad and one voices

of neutral. The neutral speech is the original speech given as

inputs of the system and the 8 stimuli for joy and sad are

prepared with either largest or smallest values of valence or

activation.

2) Procedure: Subjects were asked to listen to the stim-

uli presented through an audio interface (FIREFACE UCX,

Syntax Japan) and headphones (HDA200, SENNHEISER) in

a soundproof room. The original sound pressure level was 64

dB.

For valence and activation, subjects listened to all stimuli

twice. This was done so that they could acquire an impression

of the whole stimulus the first time and then evaluate one

dimension from -2 to 2. Valence and activation needed to

be done separately in order to avoid conceptual confusion.

Valence and activation were evaluated using 40 scales (Va-

lence: Left [Very Negative], Right [Very Positive]; Activation:

Left [Very Calm], Right [Very Excited]: range −2 ∼ 2 in

increments of 0.1). Subjects evaluated these scales using a

graphic user interface. During the listening test, subjects could

listen to the stimulus as many times as they wanted.

For naturalness, all synthesized voices were presented once

before subjects gave evaluations. The scale of evaluations was

divided into five levels from bad to excellent (1 ∼ 5). Subjects

gave evaluations according to original speech spoken by a

human whose naturalness is excellent.

B. Results

1) Emotion Perception: In Fig.3, evaluated positions in the

valence and activation space are shown with solid line in each

quadrant among multiple languages. The oval is calculated

using average and standard deviation in each quadrant. Here,

the dashed line are the inputs of the system and the solid

lines are the evaluated results by subjects in the listening test.

The dashed lines are what we want, and the solid lines are

what we actually obtained. The blue lines represent the joy

voices and the green lines show the sad voices. As among

three languages, blue lines are all in the fist quadrant and

green lines are all in the third quadrant. It means that subjects

can perceive emotions category well among three languages.

In Fig. 4, 9 stimuli with either largest or smallest value of

valence or activation are used to represent the intended and

obtained intensity of emotion in each quadrant. The red dashed

line shows directions from the intended positions to obtained

positions and the rectangles are the intended intensity and

the quadrilaterals are the obtained intensity from the listening

test in the V-A space. From Fig. 4, we can see that the

quadrilaterals in the first quadrant shows a small area but the

tendency of emotion intensity is the same except one valence

values of Japanese voices. And the quadrilaterals in the third

quadrant shows a large area and the tendency of emotion

intensity are similar as intended except for the synthesized

voice whose intended position is VA(-1.6,-1.2) which is caused

by the estimation part. From Fig.3 and 4, we can confirms that

this system can convert neutral speech to emotional ones with

the same intended category and similar intensity for multiple

languages.

2) Naturalness: The evaluation result for the naturalness

of synthesized speech is shown in Fig. 5. Mean opinion score

(MOS) of each quadrant is calculated separately. From these

results, we can see that all naturalness scores are above or near

2, that means not bad. The excellent synthesized speech in

terms of naturalness was Chinese joy voices. MOS of English

synthesized voices are all above 3, that means ordinary natural

and naturalness of sad voices is low for Chinese and Japanese.

The reason why sadness was not good is because the duration

control of sad speech sometimes fails in some points so that the

synthesized voices was long but the interval in each phrase was

not obvious. Therefore, the synthesized speech seemed like

machine-like. More precise control of duration ratios between

voiced and unvoiced periods is needed to be researched.

V. CONCLUSION

This paper shows that, given the same direction from neutral

speech to emotional states in V-A space, the conversion system

for emotion can convert neutral speech to emotional ones

among multiple languages. The conversion system for emotion

trained in Japanese is used to convert a tone language, Chinese

and a stress language, English. The results from the listening

tests by subjects confirmed that the synthesized voices can

convey the same category and similar intensity of emotion

among different languages which means that the conversion

system for emotion built for Japanese is compatible to other

languages.
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