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Abstract
Speech-enhancement methods based on the complex ideal ratio
mask (cIRM) have achieved promising results. These methods
often deploy a deep neural network to jointly estimate the real
and imaginary components of the cIRM defined in the com-
plex domain. However, the unbounded property of the cIRM
poses difficulties when it comes to effectively training a neu-
ral network. To alleviate this problem, this paper proposes a
phase-aware speech-enhancement method through estimating
the magnitude and phase of a complex adaptive Wiener fil-
ter. With this method, a noise-robust vector-quantized vari-
ational autoencoder is used for estimating the magnitude of
the Wiener filter by using the Itakura-Saito divergence on the
time-frequency domain, while the phase of the Wiener filter
is estimated using a convolutional recurrent network using the
scale-invariant signal-to-noise-ratio constraint in the time do-
main. The proposed method was evaluated on the open Voice
Bank+DEMAND dataset to provide a direct comparison with
other speech-enhancement methods and achieved a Perceptual
Evaluation of Speech Quality score of 2.85 and ShortTime Ob-
jective Intelligibility score of 0.94, which is better than the state-
of-art method based on cIRM estimation during the 2020 Deep
Noise Challenge.
Index Terms: Speech enhancement, vector-quantized varia-
tional autoencoder, complex Wiener filter, noise reduction

1. Introduction
There have been various methods proposed for speech enhance-
ment to improve speech intelligibility and quality under the ef-
fects of noise or reverberation. From the traditional concepts
such as spectral subtraction [1], ideal binary mask [2], and min-
imum mean squared error estimation [3], which can only handle
stationary noise, enhancement methods have evolved to handle
with various other types of noise by incorporating deep neural
networks.

There are many processing domains with these methods,
such as short-time Fourier transform (STFT), in which a com-
plex spectrogram is the output. In general, the output features
can be decomposed into magnitude and phase features. Most
of the initial methods focused on only the enhancement of the
amplitude features [4]. After clarifying the importance of phase
in speech quality and intelligibility [5], several studies devel-
oped phase-aware enhancement methods [6, 7, 8, 9], the most
successful of which were based on the concept of the complex
ideal ratio mask (cIRM) [10]. However, the unbounded prop-
erty of the cIRM makes it difficult for optimization due to the
infinite search space [11].

To address this issue, we focused on an approach based on
the complex adaptive Wiener filter. The Wiener filter is a com-
mon technique that has been applied to many signal enhance-
ment methods. Since the range of the Wiener filter is naturally

bounded, it should take less effort than estimating the cIRM.
We propose a phase-aware speech-enhancement method

that is effective even in an unknown environment through the
estimation of a complex Wiener filter. A complex Wiener fil-
ter can be constructed using three parameters: speech variance,
noise variance, and phase.

A vector-quantized variational autoencoder [12] (VQ-VAE)
is used to capture the distribution of speech variance by means
of a discrete latent space represented by a codebook. Thanks
to this discrete latent space, the VQ-VAE can sufficiently
model the distribution of high-quality speech-variance parame-
ters without any unintelligible variation appearing in the vanilla
VAE. Furthermore, the encoder network of the VQ-VAE is op-
timized with a noise-robust training strategy to minimize the
variation of the latent variables due to the presence of noise in
input speech. The noise variance is estimated using a feed-
forward convolutional network conditioned on the estimated
speech variance. A convolutional recurrent network is used to
estimate the phase of the complex Wiener filter by maximizing
the scale-invariant signal-to-noise ratio (SI-SNR) in the time do-
main.

In Section 2, we introduce the speech model upon which
our proposed method is based. We then present our speech-
enhancement method in Section 3. Objective evaluations are
conducted to measure the performance of proposed method.
The experimental setup and results are reported in Section 4.
We conclude in Section 5 with a brief summary.

2. Complex Wiener filter
In the STFT domain, let the noisy complex spectrogram X ∈
CF×T be the sum of the clean-speech complex spectrogram S
and noise complex spectrogram N. Let xft, sft, and nft rep-
resent the complex coefficients of X, S, and N, respectively,
as

xft = sft + nft, (1)

where F is the number of frequency bins, T is the number of
frames, f ∈ [0, F ) is the frequency bin index, and t ∈ [0, T ) is
the frame index. We assume the complex coefficients of the
speech and noise spectrogram follow the circularly symmet-
ric complex normal distribution, i.e., sft ∼ NC(0, σ

2
s,ft) and

nft ∼ NC(0, σ
2
n,ft), where σ2

s,ft and σ2
n,ft represent the vari-

ances of speech and noise, respectively. Since the speech and
noise are uncorrelated, the noisy signal then follows the com-
plex normal distribution as x ∼ NC(0, σ

2
s + σ2

n). By applying
the Wiener filter, the power spectral density of clean speech can
be estimated from the mixture signal as

∥ŝft∥2 = ∥xft∥2
σ2
s,ft

σ2
s,ft + σ2

n,ft

, (2)
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Figure 1: Overview of proposed method.

where ∥ŝft∥ is the predicted magnitude spectrum of clean
speech. To estimate the complex speech spectrum ŝft, the phase
ejφft of the complex Wiener filter can be introduced to Eq. (2)
as

ŝft = xft

√
σ2
s,ft

σ2
s,ft + σ2

n,ft

ejφft (3)

3. Proposed Method
In this section, we describe the proposed method for estimating
the parameters of the complex Wiener filter. For estimating the
speech variance from the noisy mixture, we use a VQ-VAE pre-
trained on a clean dataset. The noise variance and phase of the
clean speech are then estimated on the basis of the predicted
speech variance. An overview of the proposed method is shown
in Fig. 1. Its training process consists of two phases: VQ-
VAE pre-training on clean speech and main training on noisy
speech. The obtained latent codebook after the pre-training step
presumably captures the characteristics of the clean speech. In
the main training phase, the latent codebook is preserved while
the whole model is trained on the noisy speech mixture. An
overview of the training flow is shown in Fig. 2.

3.1. Noise-robust vector-quantized variational autoencoder

3.1.1. Vector-quantized variational autoencoder

A VQ-VAE is a generative model that consists of an encoder
and decoder network. It basically resembles a communication
system, in which the encoder compacts the input feature vector
into a continuous latent vector z by means of a non-linear trans-
formation. The continuous latent vector z is then quantized to
a discrete variable q on the basis of its distance to the pseudo-
vectors in the codebook ek, k ∈ 1...K.

q = ek, where k = argmin
k

∥z − ej∥ (4)

Finally, the decoder outputs the estimated speech variance
σ̂2
s,ft by minimizing the Itakura-Saito (IS) divergence [13] be-

tween ∥sft∥2 and σ̂2
s,ft. The latent codebook is updated simul-

taneously with other parameters of the model during the training
process. Due to the use of the argmin function in the quanti-
zation process, the computation graph is disconnected, and the
model cannot be trained with back-propagation. Therefore, the
straight-through reparameterization trick [12] is used to avoid
this problem:

zt = Enc(xt), (5)
qt = Quantize(zt), (6)
q̂t = zt + sg(qt − zt), (7)

σ̂s,t = Dec(q̂t), (8)

where σ̂2
s,t is the estimated speech variance vector, q̂t is the

straight-through variable from which gradient is copied to zt,
Enc(·) is the encoder function, Dec(·) is the decoder function,
Quantize(·) is the quantization function, and sg(·) is the stop-
gradient operator. The model parameters are obtained by mini-
mizing the following objective function:

Lvq = dIS(st, σ̂
2
s,t) + ∥sg(zt)− qt)∥22 + β∥zt − sg(qt)∥22,

(9)

where ∥sg(zt)− qt∥22 is the quantization loss, ∥zt − sg(qt)∥22
is the commitment loss, β is a hyper-parameter to control the
weight of commitment loss, and dIS(·, ·) is the IS divergence
defined as

dIS(st, σ
2
s,t) =

∑

f

(
∥sf,t∥2
σ2
s,ft

− ln
∥sft∥2
σ2
s,ft

− 1

)
. (10)

3.1.2. Method for achieving noise-robustness

The key point of a VQ-VAE for speech enhancement is noise
robustness, with which it can accurately estimate the speech
variance from the noisy speech input. The most straightforward
approach for achieving noise-robustness is to directly train the
model to estimate speech variance from noisy speech. However,
we observed that a VQ-VAE trained with a noisy mixture from
the beginning has a very low latent perplexity, which means that
fewer spectrogram patterns are encoded in the latent codebook.
Due to the low latent perplexity, the decoder cannot accurately
estimate the speech variance even with clean speech input.

In contrast, a VQ-VAE trained on clean speech can achieve
higher latent perplexity and lower reconstruction loss. On the
basis of this observation, we propose pre-training the VQ-VAE
on clean speech first. In other words, we set xt = st in the pre-
training phase. Except for the latent codebook, the parameters
of the encoder and decoder are then fine-tuned on the noisy mix-
ture to achieve noise-robustness. We also introduce the train-
ing objective with noise-robust commitment loss defined as fol-
lows:

Lvq = dIS(st, σ̂
2
s,t) + β∥ẑt − sg(zt)∥22, (11)

zt = Quantize(Enc(st)), (12)
ẑt = Enc(xt). (13)

Note that the quantization loss is omitted in the main training
phase to preserve the pre-trained latent codebook.

3.2. Noise-variance estimator

The noise variance σ2
n,ft needs to be estimated for the Wiener

filter. The noise-variance estimator is trained to reduce the IS di-
vergence between predicted noise variance σ2

n,ft and the noise
power spectrogram ∥nft∥2 as

Lnoise = dIS(nt, σ
2
n,t) =

∑

f

(
∥nft∥2
σ2
n,ft

− ln
∥nft∥2
σ2
n,ft

− 1

)
.

(14)
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Figure 2: Block diagram of proposed method. Blocks in pre-training phase corresponds to red block in main training phase.
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Figure 3: Left: noisy-speech log-power spectrogram. Right:
noisy-speech log-power spectrogram subtracted with estimated
speech log-variance that resemble noise log-power spectro-
gram.

To condition the noise-variance estimator on the estimated
speech variance σ2

s,ft, we empirically subtract the noisy speech
log-power spectrogram with the estimated speech log-variance.
Although it is not entirely accurate, this results in a represen-
tation that better resemble the noise log-power spectrogram, as
shown in Fig. 3.

3.3. Phase estimator

Direct phase estimation is difficult due to phase warping. To
overcome this problem, several studies have proposed using the
SI-SNR as the objective function. From the estimated phase
ejφft, the clean-speech complex spectrum ŝft can be derived
using Eq. (3). The speech waveform ŷ is then derived using
inverse STFT. The phase estimator is trained to maximize the
SI-SNR defined as

ytarget =
⟨ŷ,y⟩ · y
∥y∥22

, (15)

enoise = ŷ − ytarget, (16)

SI-SNR = 10 log10
∥ytarget∥22
∥enoise∥22

, (17)

where ŷ and y are the enhanced and clean speech waveforms,
respectively, ⟨·, ·⟩ denotes the dot-product between two vectors,
and ∥·∥ is the Euclidean norm of the vector.

In summary, the total loss to train the model is

Ltotal = Lvq + Lnoise − SI-SNR (18)
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Figure 4: Architecture of WaveNet block.

4. Experimental Evaluation
4.1. Dataset

We used the open dataset released by Valentini et al. [14] to
evaluate the proposed method. This dataset has been used with
several speech-enhancement methods, which we chose to in-
clude as baselines. The clean training set was composed of 28
speakers and the test set of two speakers from the Voice Bank
dataset [15]. The noisy training set was constructed by mixing
the clean training set with ten types of noise data from the DE-
MAND dataset at four SNRs: 15, 10, 5, and 0 dB. The noisy
test set was constructed by mixing the clean test set with five
other types of noise data at four SNRs: 17.5, 12.5, 7.5, and 2.5
dB. All speech waveforms were resampled from a sampling rate
from 48 to 16 kHz. The signal was transformed to the STFT
domain by applying the Hann window function with a frame
length of 400 and hop length of 100, followed by 512-bin fast
FT.

4.2. Data augmentation

To improve the robustness to variation of input speech, we ran-
domly scaled the input speech between −35 dB and −20dB.
Similar to a previous study [16], we applied random masking to
the STFT spectrogram at blocks of consecutive frequency bands
and blocks of consecutive time frames. These augmentation
steps were applied to both the pre-training and main training
phases.

4.3. Model configuration and training procedure

The WaveNet-like structure shown in Fig. 4 was used as the
basic block to construct the modules. A VQ-VAE with a hierar-
chical structure similar to that in a previous study [24] was used
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Table 1: Results of proposed and baseline methods trained on
Voice Bank+DEMAND dataset.

Method PESQ STOI

Noisy 1.97 0.91

SEGAN, 2017 [17] 2.16 0.93
MMSE-GAN, 2018 [18] 2.53 0.93
Wave U-Net, 2018 [19] 2.40 –
MetricGAN, 2019 [20] 2.86 0.92
DCT-UNet, 2019 [21] 2.70 –
µ-law SGAN, 2020 [22] 2.86 0.94

DCCRN, 2020 [23] 2.68 –
DCCRN+, 2021 [23] 2.84 –

Proposed method 2.85 0.94

Table 2: Performance of proposed method with- and without
phase correction at different SNRs.

SNR W/o phase correction W/ phase correction

PESQ STOI PESQ STOI

0 dB 1.714 0.880 1.889 0.885
3 dB 1.913 0.906 2.156 0.910
5 dB 2.096 0.919 2.333 0.922
10 dB 2.509 0.942 2.761 0.943
20 dB 3.254 0.965 3.480 0.966

to estimate the speech variance. In this VQ-VAE, each encoder
consists of six WaveNet blocks, and each decoder consists of
12 WaveNet blocks. We used a stack of six WaveNet blocks
for the noise-variance estimator. The phase-correction network
was constructed by stacking six WaveNet blocks and two long
short-term memory layers.

The training procedure consists of two steps. In step one,
the VQ-VAE is trained to estimate speech variance using the
clean training set for 1000 epochs. In step two, the latent
codebook of the pre-trained VQ-VAE is kept unchanged, and
the phase-correction network and noise-variance estimator are
trained together with the pre-trained VQ-VAE for 1000 epochs.
We use One-cylcle Learning Rate scheduler with initial learning
rate 5×10−4 and maximum learning rate 2×10−4 for all train-
ing step. To increase the training speed, we leverage mixed-
precision training of Pytorch. All models are trained with batch
size 256 using 2 Nvidia RTX3090 GPUs.

4.4. Evaluation metrics

The Perceptual Evaluation of Speech Quality (PESQ) [25] and
Short-Time Objective Intelligibility (STOI) [26] metrics were
used to evaluate the proposed method. The PESQ scores, which
range from −0.5 (bad) to 4.5 (excellent), measure speech qual-
ity by comparing the enhanced speech signal to the clean refer-
ence speech signal. The STOI metric is highly correlated to per-
ceptual speech intelligibility. The STOI scores range between
0.0 (lowest intelligibility) and 1.0 (highest intelligibility). For
both metrics, a higher score indicates a better result.

4.5. Results on Voice Bank dataset

From the results reported in Table 1, the proposed method out-
performed the many baselines and produced comparative results
against other strong baselines, notably the state-of-art Deep
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Figure 5: Predicted variance of speech power spectrogram and
noise power spectrogram from proposed method.

Complex Convolution Recurrent Network (DCCRN) method
from the 2020 Deep Noise Suppression Challenge (DNS2020)
and its improved DCCRN+ method from Interspeech 2021 [23].

4.6. Ablation study

To clarify the contribution of the phase-correction network, we
evaluated the performance of the proposed method with and
without phase correction at different SNRs using the test set
of the Voice Bank+DEMAND dataset. As shown in Table 2,
our method with the phase-correction network obtained higher
PESQ and STOI scores. This result indicates the advantage of
using the phase-correction network for speech enhancement.

To verify the accuracy of the predicted speech variance and
noise variance, we visualized the output of the speech-variance-
estimator and noise-variance-estimator networks. We mixed
an unseen clean speech utterance from the Librispeech dataset
[27] with an unseen non-stationary periodic noise sample (siren
noise) from the MUSAN dataset [28] at an SNR 10 dB to create
the noisy speech. As we can see in Fig. 5, the spectrograms
of the predicted speech variance and noise variance resemble
the harmonic structure of the original speech and noise, respec-
tively. This result indicates that the speech and noise compo-
nents can be correctly separated with the proposed method.

5. Conclusion
We proposed a phase-aware speech-enhancement method
through estimating a complex Wiener filter using a noise-robust
VQ-VAE and phase-correction convolution recurrent network.
The results of an ablation study indicate that phase correc-
tion is crucial for speech enhancement. Moreover, the ob-
jective results indicate that the proposed method outperforms
the state-of-art method from DNS2020, which proves the ef-
fectiveness of the proposed method in enhancing speech qual-
ity. Sound samples of the proposed method are available at
https://tuanvu92.github.io/IS2022-CVQ.
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