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Abstract—This study proposes an automatic naturalness recog-
nition from an acted dialogue. The problem can be stated that:
given speech utterances with their naturalness labels, is it possible
to recognize these labels automatically? By what methods? And
how to evaluate these methods? We evaluated two supervised
classifiers to investigate the possibility of recognizing naturalness
automatically in acted speech: long short-term memory and
multilayer perceptron neural networks. These classifiers accept
inputs in the form of acoustic features from a speech dataset.
Two kinds of acoustic features were evaluated: low-level and
high-level features. This initial study on automatic naturalness
recognition of speech resulted in a moderate performance of the
assessed systems. We measured the performance in concordance
correlation coefficients, Pearson correlation coefficients, and root
mean square errors. This study opens a potential application
of speech processing techniques for measuring naturalness in
acted dialogue, which benefits for drama- or movie-making in
the future.

Index Terms—speech naturalness recognition, acted dialogue,
paralinguistic information, speech processing, speech analysis

I. INTRODUCTION

The measure of success of a movie or drama is usually
taken after the production or after the movie is being premiered
(post-production). A common measure for a movie’s success
is the performance on the box office sales (e.g., in [1]). If
the measure is taken after the post-production, as reported in
that paper, no further improvements can be made except on
the next release. A method should be proposed to evaluate the
performance of actors while in the production stage; this paper
proposes a method to evaluate the naturalness of acted speech
via machine learning methods.

In speech processing, it is common to study the effects
of particular acoustic features on the related phenomena. For
instance, the study conducted by Mairano et al. [2] has found
the correlation between acoustics features and sentiment anal-
ysis: pitch parameters show a modest correlation to valence,
while rhythmic and spectral parameters showed a correlation
to arousal. In more general emotion recognition, Blanton [3]
stated that “the effect of emotions upon the voice is recognized
by all people.” Following this idea, there should be a similarity
in naturalness recognition: the effect of naturalness in speech
is recognized by all people.

Speech naturalness, according to [4], is “perception of the
degree to which speech meets the typical patterns in terms
of intonation, voice quality, rate, rhythm, and intensity, with

respect to the syntactic structure of the utterance.” In acted
dialogue, like in a drama or a movie making, the naturalness
of speech influences the quality of actors’ performance. For
instance, in an angry scene, the actors should be able to speak
as naturally as possible as the real angry people. The failure
to perform natural angry speech will make the quality of the
movie degraded since the act is not natural. The source of
unnatural speech is the ambiguity of the attention of the actors,
focusing on both acting and the naturalness of acting. As in
emotional speech, the perception of naturalness in speech can
be estimated by such acoustic and prosodic features.

Instead of investigating acoustic and prosodic features that
correlate with naturalness in speech, this pilot study fed and
evaluated sets of acoustic features in supervised manners.
pyAudioAnalysis, developed by Giannokopoulos [5], were uti-
lized as acoustic features either by feeding low-level or high-
level features to the classifiers. The models are then trained
to match these acoustic features to the given labels. This
training process involved training and development partitions
of the dataset is conducted in the training phase. In the test
phase, the models predict the labels given merely the acoustic
features. Comparing the predicted labels from the model with
the ground-truth labels from the dataset by such metrics can
be used to measure the performance of the speech naturalness
recognition system.

Naturalness in speech can be applied in many areas. In
[6], the authors evaluated speech naturalness in different
genders, including transmasculine and transfeminine speakers.
The finding showed that transgenders were rated less natural
than cisgenders. In [7], the authors developed a 9-point scale
to evaluate speech naturalness for stutterers. The authors
found significant differences between the speech naturalness
of stutterers and non-stutters. In contrast to the research in psy-
chophysics by subjective test, this study aims at recognizing
naturalness of speech automatically from an acted dialogue, an
artificial dialogue that is intended to be as natural as possible.

The contribution of this paper is the first study of automatic
naturalness recognition of speech in acted dialogue. One of
the potential applications in the future is to evaluate the
naturalness performance of actors. Most studies of speech
naturalness recognition have been carried out in either eval-
uating quality of speech synthesis or perceptual evaluation
by human annotation. To the best of our knowledge, no
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study has been found on evaluating speech naturalness on
acted dialogue. Given the benefits of such future applications
resulted from this study, e.g., actors evaluation, it is worth
investigating the effectiveness of supervised machine learning
methods to build the automatic speech naturalness recognition
by machine. The rest of this paper describes the problems,
the dataset, the acoustic features, the classifiers, metrics to
measure the performances, the experiment results and their
discussions, and, finally, the conclusions.

II. PROBLEM STATEMENT

The problem on this study can be stated as follows:
1) Given speech utterances (provided in .wav files) from

acted dialogues with naturalness recognition labels mea-
sured at 5-point scales, is it possible to recognize these
labels automatically using neural networks?

2) How to perform automatic naturalness recognition and
evaluate the methods?

III. METHODS

A. Dataset

This research employed MSP-IMPROV dataset [8]. The
dataset is a corpus of acted dialogue to study emotion per-
ception via multimodal information (audio and visual modal-
ities). There are 8438 utterances divided into four scenarios:
Target-improvised, Other-improvised, Target-read, and Natural
interaction. The number of speakers is 12 in six sessions, with
two speakers for each session. For splitting into training and
test partitions, the first five sessions were allocated for training
(6816 utterances), while the rest of the sixth session was for
the test (1622 utterances).

The MSP-IMPROV dataset aims to promote naturalness in
affective speech corpus. Hence, this dataset is suitable for
testing a method for recognizing the naturalness of speech in
acted dialogue. The average number of annotators in the MSP-
IMPROV dataset was five raters for scenarios except Target -
improvised. In this scenario, the average number of annotators
was 28. Given this high number of annotators, the naturalness
labels are more reliable than the smaller number of annotators.
The naturalness labels were rated on a 5-point Likert-like scale
from 1 (most acted) to 5 (most natural). These labels were
converted into a floating-point scale [-1, 1] when we fed them
into the model.

Table I shows an excerpt of utterances in the MSP-IMPROV
dataset along with their naturalness ratings (labels). This
naturalness information in speech is close to the category of
paralinguistic information defined in [9]. The speakers attempt
to perform natural speech (cf. acted speech). The degree of
naturalness rating is an average value of at least five annota-
tors. Although the reliability of the annotation in the dataset is
not high (Cronbach’s α = 0.44) [10], this is the only publicly
available speech dataset that includes a naturalness rating in
the annotations. This low reliability of the naturalness rating
(cf. dimensional emotion labels) also highlights the difficulty
of the perceptual speech emotion recognition task. Similar
results may apply to automatic recognition by computers.

TABLE I
SAMPLE OF UTTERANCES AND THEIR CORRESPONDING NATURALNESS

RATINGS FROM MSP-IMPROV DATASET

Utterance Rating
How can I not? 3.2
I’m so tired, I’m not looking for 4.5
the class this morning
I can skip class. What do you talking about? 4.2
No, it is a really big deal 3.4
Yeah. 2.2
I’m quite sure that we will find 1.6
some way or another

B. Acoustic Features

pyAudioAnalysis [5] is an open-source acoustic feature
extraction tool for a wide range of audio analysis applications.
Based on the previous research on automatic speech emotion
recognition, it has been found that acoustic features extracted
by this tool are effective to predict dimensional and categorical
emotions [11], [12]. The extracted acoustic features by this
tool even obtained better results than a specially-designed
acoustic feature extractor [11].

We used both low-level descriptors (LLDs, extracted per
frame) and high-level statistical functions (HSFs, extracted
per utterance) to evaluate speech naturalness recognition. LLD
represents frame information, while HSF generalizes informa-
tion from all frames within an utterance. Either LLD or HSF
may be informative for recognizing naturalness. Table II shows
both types of features, which were used in this study.

TABLE II
LIST OF ACOUSTIC FEATURES USED FOR INPUT; LLD: LOW-LEVEL

DESCRIPTOR; HSF: HIGH-LEVEL STATISTICAL FUNCTION

LLD Zero crossing rate (ZCR), energy, entropy
of energy, spectral centroid, spectral spread,
spectral entropy, spectral flux, spectral roll-
off, 13 MFCCs, 12 chroma vectors, chroma
deviation

HSF Mean, Std

C. Classifiers

Two classifiers were evaluated in this study, LSTM and
MLP. The architectures of these classifiers are briefly ex-
plained below. The choices of these classifiers are based on
the previous findings in the speech emotion recognition task
[13], [14].

An LSTM model consists of four layers with units of (512,
256, 128, 64), shown in Fig. 1. The number of layers and their
unit was optimized via brute-force experiments. The choice
and discussion about this number of layers are given in the
next section. A batch normalization layer is added before four
LSTM layers to speed up the computation process. All four
LSTM layers return their all final output sequence; hence, a
flatten layer is needed after the last LSTM layer. The last layer
is a one-unit dense layer to predict the output of the naturalness
score, ranging from -1 (very unnatural) to 1 (very natural).
This classifier is implemented in the TensorFlow toolkit with
Keras framework.
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InputLayer
input:

output:
(None, 1, 136)
(None, 1, 136)

BatchNormalization
input:

output:
(None, 1, 136)
(None, 1, 136)

LSTM
input:

output:
(None, 1, 136)
(None, 1, 512)

LSTM
input:

output:
(None, 1, 512)
(None, 1, 256)

LSTM
input:

output:
(None, 1, 256)
(None, 1, 128)

LSTM
input:

output:
(None, 1, 128)
(None, 1, 64)

Flatten
input:

output:
(None, 1, 64)
(None, 64)

Dense
input:

output:
(None, 64)
(None, 1)

Fig. 1. Architecture of LSTM model

An alternative classifier is a classical MLP, which con-
sists of three layers with units of (64, 32, 16). This small
network showed better results than larger networks in some
experiments. The comparison and discussion related to this
evaluation are given in the “Results and Discussion.” This
network is adopted from [14], which performed well on the
dimensional emotion recognition task. The network uses a
logistic activation function, Adam optimization, ten patiences
of stopping criteria, and an initial learning rate of 0.001. This
classifier is implemented in scikit-learn toolkit [15].

D. Evaluation Metrics

We adopted metrics from speech emotion recognition for
this dimensional speech naturalness recognition task. The
motivation of this choice is the similarity of the annotation
method, by a five-point scale, among both tasks. Three met-
rics are measured between predictions (x) and gold-standard
labels (y), following the work in dimensional speech emotion
recognition [16]. These metrics are CCC (concordance corre-
lation coefficient), PCC (Pearson correlation coefficient), and
RMSE (Root Mean Square Error). As in dimensional emotion
recognition, CCC is chosen as the primary metric because of
its robustness over PCC and RMSE.

The first metric CCC is formulated as follows:

CCC =
2ρσxσy

σ2
x + σ2

y + (µx − µy)2
, (1)

where σ is the standard deviation, σ2 is the variance, and µ
is a mean value. ρ is the Person correlation coefficient (PCC)
between two variables formulated as follows,

PCC =

∑n
i=1(xi − µx)(yi − µy)√∑n

i=1(xi − µx)2
√∑n

i=1(yi − µy)2
. (2)

As the third metric is RMSE which measure the discrepancy
between two continuous errors and is formulated as follows,

RMSE =

√√√√ 1

N

n∑
i=1

((xi − µx)2 + (yi − µy)2). (3)

Finally, a public repository was made to reproduce
the research reported in this study. The repository in-
cludes all codes and HSF input features and excludes

the original speech dataset. The repository is available at
https://github.com/bagustris/snr.

IV. RESULTS AND DISCUSSION

We present results of the speech naturalness recognition
study in four tables and discuss these results in three topics.
We evaluate both LLD and HSF features on both MLP and
LSTM classifiers on this speech naturalness recognition study.
For each condition, we varied the number of layers and units
in classifiers with 11 variations. Hence, there are 44 conditions
in total (2 feature types × 2 classifiers × 11 variations). Tables
III – VI show the results from MLP with LLD, LSTM with
LLD, MLP with HSF, and LSTM with HSF, respectively.

As a baseline system, we chose MLP with LLD since this
architecture combines a common approach of both classifier
and features used in speech processing techniques. The results
show poor CCC results (interpreted based on Altman [17]). In
11 variations, the best CCC score is 0.16 from 2 layers MLP
with 512 and 256 units (Table III).

TABLE III
PERFORMANCE OF NATURALNESS RECOGNITION USING MLP

CLASSIFIERS WITH LLD FEATURES IN DIFFERENT LAYERS AND UNITS

# layers # units CCC PCC RMSE
1 16 - 0.005 -0.008 0.334
2 32, 16 - 0.003 -0.025 0.313
3 64, 32, 16 0.106 0.197 0.307
4 128, 64, 32, 16 0.147 0.247 0.305
5 256, 128, 64, 32, 16 0.124 0.184 0.314
6 512, 256, 128, 64, 32, 16 0.115 0.237 0.304
5 512, 256, 128, 64, 32 0.112 0.268 0.301
4 512, 256, 128, 64 0.124 0.200 0.309
3 512, 256, 128 0.139 0.234 0.308
2 512, 256 0.160 0.250 0.304
1 512 0.126 0.200 0.310

On the LSTM networks, the highest CCC score improved
to 0.269 using three layers of LSTM with 512, 256, and 128
units (Table IV). This result shows the benefit of utilizing deep
neural networks (DNN) over a neural network (NN) approach.
On the same input features, the performance improved from
poor to moderate.

TABLE IV
PERFORMANCE OF NATURALNESS RECOGNITION USING LSTM

CLASSIFIERS WITH LLD FEATURES IN DIFFERENT LAYERS AND UNITS

# layers # units CCC PCC RMSE
1 16 0.127 0.149 0.438
2 32, 16 0.138 0.169 0.476
3 64, 32, 16 0.211 0.224 0.374
4 128, 64, 32, 16 0.225 0.241 0.356
5 256, 128, 64, 32, 16 0.255 0.260 0.357
6 512, 256, 128, 64, 32, 16 0.115 0.237 0.304
5 512, 256, 128, 64, 32 0.230 0.260 0.367
4 512, 256, 128, 64 0.242 0.247 0.360
3 512, 256, 128 0.269 0.274 0.357
2 512, 256 0.143 0.134 0.431
1 512 0.131 0.161 0.343

On the third and four conditions, we adopted global feature
sets based on [18] and on the basis of [19]. Similar to
the dimensional speech emotion recognition task, we observe
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significant improvements in HSF application over LLD. On
the MLP approach, the improvement of the CCC score is from
0.16 to 0.228. This moderate result was obtained using a three-
layer network with 64, 32, and 16 units or nodes (Table V).

TABLE V
PERFORMANCE OF NATURALNESS RECOGNITION USING MLP

CLASSIFIERS WITH HSF FEATURES IN DIFFERENT LAYERS AND UNITS

# layers # units CCC PCC RMSE
1 16 0.215 0.302 0.299
2 32, 16 0.220 0.294 0.302
3 64, 32, 16 0.228 0.311 0.299
4 128, 64, 32, 16 0.210 0.286 0.302
5 256, 128, 64, 32, 16 0.203 0.287 0.302
6 512, 256, 128, 64, 32, 16 0.219 0.294 0.302
5 512, 256, 128, 64, 32 0.214 0.293 0.301
4 512, 256, 128, 64 0.213 0.305 0.298
3 512, 256, 128 0.196 0.279 0.302
2 512, 256 0.199 0.284 0.302
1 512 0.197 0.288 0.300

Next is the last condition, LSTM layers with HSF fea-
tures. This architecture, the proposed method in this research,
achieves the highest CCC scores among other conditions.
A number of 68 statistics (34 means and 34 stds) are fed
into LSTM network per utterance. Although LSTM usually
performed on different time steps, we use a single time step
since it proved to be useful on the previous SER research [11].
In this case, the network will perform three forward passes
instead of a single pass. Using a more extensive network –
4 LSTM layers with 512, 256, 128, 64 units – obtained a
CCC score of 0.302 (Table VI). The trends obtained by CCC
scores are similar to those of PCC and RMSE, meaning that
if CCC improved, PCC also improved while RMSE decreased
(the smaller error, the better). Among these three metrics, we
choose CCC as the primary metric due to its superiority among
others [20].

TABLE VI
PERFORMANCE OF NATURALNESS RECOGNITION USING LSTM

CLASSIFIERS WITH HSF FEATURES IN DIFFERENT LAYERS AND UNITS

# layers # units CCC PCC RMSE
1 16 0.258 0.273 0.363
2 32, 16 0.245 0.259 0.363
3 64, 32,16 0.268 0.290 0.347
4 128, 64,32,16 0.245 0.272 0.346
5 256, 128, 64, 32, 16 0.280 0.299 0.360
6 512, 256, 128, 64, 32, 16 0.300 0.314 0.357
5 512, 256, 128, 64, 32 0.284 0.313 0.330
4 512, 256, 128, 64 0.302 0.327 0.339
3 512, 256, 128 0.267 0.286 0.355
2 512, 256 0.273 0.299 0.345
1 512 0.274 0.280 0.353

In addition of those results, the following discusses an
interpretation of the general results, some important issues re-
garding the different input features and classifiers, the different
number of layers and its nodes, and naturalness cf. dimensional
emotion recognition.

A. Interpretation of Automatic Naturalness Recognition Re-
sults

This research investigates the feasibility of building an auto-
matic naturalness recognition system from an acted dialogue.
We show that it is feasible to build a speech naturalness recog-
nition system using a common speech processing technique:
acoustic feature extraction and classification. The results show
poor to moderate CCC score performances, ranging from
0.160 to 0.302 for the best of each pair of a feature set
and a classifier. This interpretation is based on [17] where
CCC less than 0.2 is categorized as poor, higher than 0.8 is
categorized as excellent, and in between these scores (0.2 –
0.8) is categorized as moderate.

It will be beneficial to compare the results obtained here by
automatic recognition with human annotation to gain insight
into the current performance of naturalness recognition by
machines vs. by humans. For comparison, in [21], the au-
thors reported that the performance of their automatic speech
emotion recognition system is close to human performance.
However, since the labels in this naturalness recognition study
are from human annotation, that comparison can’t be made.
The only metric showing the performance of human annotation
is Cronbach’s alpha, which measures the internal consistency
among annotators. In this case, the naturalness score is 0.44,
which is categorized as bad according to [22]. Note that
in Table 9 in the reference [8], the reported scores are the
classification performance of automatic emotion recognition
among different naturalness scores, not the performance of
naturalness recognition.

B. Comparing Input Features and Classifiers

This paper aims to study the possibility of recognizing
naturalness in a speech via a neural network and deep neural
networks as classifiers. The input to the classifiers is acoustic
features. We evaluated two different input features and two
different classifiers. The evaluation is carried out mainly by
measuring the CCC scores.

On comparing the different input features on the same
classifier, we observe that HSF performed better than LLD.
It means that Std+Mean are also better at representing in-
formation related to the naturalness of speech than LLD (in
addition to the speech emotion recognition task). Aside from
the small feature size compared to LLD, the processing time
needed by HSF features are also small. HSF takes seconds
to minutes to finish, while LLD takes minutes to hours.
Mean+Std is intended to capture both commonalities of all
features within an utterance and their dynamics as in the
speech emotion recognition task. The result shows that this
HSF representation is more informative than LLD to capture
naturalness information in speech.

On comparing two classifiers on the same input features,
we found that LSTM performed better than MLP. This result,
in contrast, is different from [14], in which MLP performed
better than LSTM in various experiments for the SER task.
The LSTM network could model the input-output connection
between HSF features and the naturalness labels. The past
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information used in the unimodal LSTM may contribute to the
naturalness recognition performance. Since we did not explore
other classifiers, the obtained moderate results show a need to
go beyond these standard classifiers, aside from the acoustic
features that highly correlate with naturalness in speech.

Between acoustic feature and classifier, the contribution of
the latter is higher than the first. Changing MLP to LSTM
improves CCC from 0.16 to 0.269 on LLD features and from
0.228 to 0.302 on HSF features. Nevertheless, both research
directions – acoustic features and classifiers – are suggested to
be explored to continue this initial study on automatic speech
naturalness recognition.

C. Varying the number of layers and units

A deep neural network (DNN) is an evolution of the
conventional neural network (NN) by applying deeper layers
to learn representation at the input and map them to the labels.
We compared MLP to LSTM with various numbers of layer
and unit (node). The number of layers is evaluated from one
to six, with 11 variations as shown in Table III – VI.

A baseline for all pairs of a feature set and a classifier is
one MLP or LSTM layer with 16 nodes. The choice of the
single layer and small nodes is to investigate whether speech
naturalness recognition can be modeled in the simplest form.
As shown in Table III with negative scores, this single layer
NN cannot model the speech naturalness recognition with LLD
features and MLP classifiers. The obtained results show poor
to moderate CCC scores in the other three pairs of features
and classifiers, meaning that we can build the model within
the system with a single layer NN with a proper combination
of feature and classifier.

Using DNN – NN with more than a layer – improves the
recognition rate by CCC score. We increased the number of
layers by doubling the number of nodes in the previous layer.
For instance, if the first single layer is 16 nodes, then in the
next variation with two layers are 32 and 16 nodes, and so
on. After six layers, we reduced the last layer one by one.
For instance, (512, 256, 128, 64, 32) is reduced to (512, 256,
128, 64) in the next variation. The last variation will only
have a single layer with 512 nodes/units. We found that the
optimum performance for each pair of a feature and a classifier
is within the boundary of one layer to six layers. It means that
the search boundary is sufficient for the number of layers and
nodes evaluated in this study. The optimum number of layers is
different in each pair of input features and classifier, showing
a dependency of this variable to the input features and the
classifier.

Among four best results for each pair of a classifier and an
acoustic feature set, the highest is achieved with the deepest
and widest network, i.e., HSF with LSTM on four layers with
(512, 256, 128, 64) units. However, it is of interest to discover
that thinner network with (64, 32, 16) units performed the best
result on a pair of MLP and HSF. While the authors cannot
explain this phenomenon except that dependency between
the features and the classifiers occurs, this topic could be
investigated for future research. Aside from this topic, data

augmentation and regularization are also to worth study in
this new application of speech processing techniques.

D. Naturalness and dimensional emotion recognition

Although we did not perform dimensional recognition in
this study, one can make a direct connection between results
obtained in this naturalness recognition study and the previous
dimensional emotion recognition study [14]. This topic aims to
find the difficulties of recognizing naturalness and emotion in a
speech by automatic recognition systems. We treated the same
speaker-independent scenario and the same CCC scores to
judge the performance as previous emotion recognition study.
The highest CCC score obtained on this research for natural-
ness recognition is higher than valence recognition (0.290)
but lower than arousal and dominance recognition (0.556
and 0.402). These results, in contrast, are different from the
agreement of the evaluators of the dataset reported in [10]. In
the Cronbach’s alpha (α) statistics, the order of the agreement
is valence, arousal (activation), dominance, and naturalness
(0.89, 0.73, 0.54, and 0.44). Our combined studies (this natu-
ralness study and previous emotion recognition study) reveal
the order of difficulty from the hardest to the easiest is arousal,
dominance, naturalness, and valence. Note that the annotators
voted the emotion and naturalness labels through audio and
visual information (video), while our naturalness recognition
system only processed audio information. The multimodal
process may contribute to the different order of difficulty levels
to recognize naturalness and emotion. Our results suggest that
for automatic recognition, recognizing naturalness in speech is
easier than recognizing valence but is harder than recognizing
arousal and dominance.

V. CONCLUSIONS

This pilot study demonstrated an automatic naturalness
recognition from speech through neural network and deep
neural network techniques as classifiers. The first is composed
of a single-layer network, while the latter is composed of
multiple layers. We addressed two issues, the possibility to
recognize naturalness in a speech by such methods and metrics
to evaluate these methods. The answer to the first issue is that
it is possible to recognize naturalness in speech automatically
by adopting the classical building blocks in speech processing.
The main building blocks are dataset, feature extraction,
and classification. The acoustic features are extracted from
the speech dataset on both frame and utterance bases. The
classifiers, MLP and LSTM, acquire acoustic features and
map them to the correspondence labels. Three metrics were
evaluated to investigate the second issue on measuring the
performance of speech naturalness recognition methods: CCC,
PCC, and RMSE. The CCC was chosen as the primary metric
since it is more challenging (lower score) and is used in
speech emotion recognition tasks. The combination of high-
level acoustic features with the LSTM classifier achieves the
highest performance in this study.

We plan to study the acoustic features that correlate with the
naturalness of speech and concurrent naturalness and emotion
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recognition in speech for future studies. The appropriateness
of features can vary from unnatural speech to natural speech,
as revealed in other domains [23]. Combining naturalness and
emotion recognition in speech is an integrated way to build
an intelligent system for several tasks, concurrently.
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