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Efficient Textual and Visual Question-Answering Systems for Scientific
Documents

2110205 LE, Khang Nguyen

Visual-Question-Answering (VQA) requires a VQA system to answer
questions corresponding to visual information. VQA in mathematics ab-
stract diagrams containing abstract objects instead of natural images re-
quires diverse cognitive reasoning skills, posing many challenges to current
VQA methods. Language-vision models whose vision features come from im-
age patch tokens or object proposals may not efficiently capture and present
the information about the type and number of objects, which is essential
for answering the mathematical question. Object detection techniques are
important for obtaining object proposals. However, existing object detec-
tion models are trained on natural images, and no dataset is available for
fine-tuning object detection on abstract objects. This study proposes meth-
ods for detecting abstract objects and generating valuable descriptions that
can be used to augment the training and inference process of abstract dia-
gram VQA models. The experiments show that existing VQA models bene-
fit greatly from the augmented descriptions. Moreover, Transformer models
trained using only the descriptions without any visual information achieve
state-of-the-art results in IconQA sub-tasks. Furthermore, the proposed ab-
stract object detection method enables future research in abstract diagram
VQA models that use features from object proposals.
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