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Incorporating syntactical information to improve Neural Machine
Translation

1910446 Trieu Hoang An

Recently, researches about machine translation have reached impressive re-
sults and can be applied in practical, thank to the development of deep learn-
ing model, especially the Transformer model. The Transformer model allows
us to build an end-to-end translation system straight from the datasets. How-
ever, there are some issues that still exist even with the participation of the
Transformer. Those issues are the lack of dataset in minor language and the
loss of information while translating long sentences. There is one approach
to face with this issue which is incorporating syntactical information into
the Transformer model to enrich information from the small dataset in mi-
nor language and also help the model to get more information in translation
step.
In this research, we proposed the methods to inject the syntactical informa-
tion such as TF-IDF score for pair of words and Part of speech tags into
the Transformer model. With each type of information, we have designed
different type of attention mechanism to incorporate those information into
Transformer effectively. Our target is to highlight the relationship between
the tokens inside the input sequence, since then, enhance the quality of trans-
lation process.
To evaluate the methods, we did experiments on two benchmark dataset
which are IWSLT 2015 English-Vietnamese and IWSLT 2014 English-Germany
and the results is quite positive.
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