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Abstract

Developing dialog systems capable of dynamically adapting to a user’s sentiment
state in real time is a challenging task. Existing multimodal models have demon-
strated impressive performance in estimating third-party labeled sentiment levels
by incorporating features from linguistic, visual, and speech modalities. On the
other hand, physiological signals play a crucial role in estimating self-reported
sentiment as they exhibit involuntary changes associated with emotions. Previous
studies have shown the effectiveness of fusing physiological and linguistic features
for self-reported sentiment estimation.

However, these studies often neglect the contextual interaction between ex-
changes, where each exchange consists of a pair of system and user utterances. To
address this gap, we propose an efficient approach that incorporates interplay of
physiological features between exchanges in dialogue, which consists of a system
utterance followed by a user utterance. Specifically, we introduce a framework
that combines linguistic and physiological signals across exchanges. Our approach
employs attention mechanisms to capture contextual information and long-term
dependencies within the dialog, enabling a comprehensive understanding of senti-
ment evolution. Additionally, we leverage convolutional neural networks (CNNs)
to learn robust representations from physiological signals, enhancing the interpre-
tation of the user’s emotional changes.

Through extensive experiments, our approach surpasses existing multimodal
models in sentiment estimation. Our findings highlight the importance of inter-
exchange learning for effective sentiment adaptation in dialog systems. By con-
sidering time-series changes in linguistic and physiological features across multiple
exchanges, our approach captures the dynamical changes of sentiment level, lead-
ing to more accurate and adaptive dialog interactions.


