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Abstract: In recent years, medical image segmentation using deep learning methods has become more and more popular
and developed with the aim of both reducing human-related errors and the time required for manual segmentation. One
of the pioneers in deep learning-based biological image segmentation networks, U-Net was proposed back in 2015. Since
then, several models have been proposed to extend U-Net. However, the trade-off between computational complexity and
accuracy remains a major challenge. To address this trade-off, we use a new Involution kernel for spatial information and
propose a model lightweight medical image segmentation network, Residual Involution U-Net (RDIU-Net). Involution,
Residual, and Dense structures are incorporated into the U-Net model to extract both channel and spatial features. Eval-
uations have been carried out on three different datasets of ultrasound, X-ray, and dermoscopic images. The proposed
model RDIU-Net showed superior results in accuracy, processing speed, training stability, and convergence compared to
U-Net.
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1. INTRODUCTION

Deep learning methods are now commonly used in
medical image analysis and Computer-Aided Diagnosis
(CAD) systems. Expected benefits include a reduction in
the risk of human errors, a reduction in examination time,
and an improvement in the accuracy of image reading. A
wide variety of images in the medical domain have been
studied, including MR images, CT images, ultrasound
images, and X-ray images, among which organ segmen-
tation and lesion detection and classification using deep
learning have appeared in many studies [1]. A fully con-
volutional network (FCN) was proposed in [2] as a deep
network for image segmentation used in image analy-
sis, which maintains the spatial information in the source
image and performs end-to-end processing between pix-
els. U-Net, the most popular medical image segmen-
tation network, was proposed in [3] as an extension of
FCN, combining encoders and decoders with skip con-
nections to enable highly accurate segmentation without
using large amounts of data. In addition, many models
extend U-Net, but convolution redundancy and increased
computational complexity are still issues for these net-
works. The architecture of U-Net is shown in Fig. 1.

This paper proposes a faster and more accurate med-
ical image segmentation network (RDIU-Net: Residual
Dense Involution U-Net ). In particular, RDIU-Net prop-
agates channel and spatial information by focusing on the
Involution and Residual structure and the Involution and
Dense structure, respectively. Within the Residual struc-
ture, 1 × 1 Involution and 1 × 1 Convolution reduce the
spatial and channel dimensions. By separating and ex-
changing spatial and channel information, both features
can be efficiently extracted, and a variety of feature maps
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Fig. 1. U-Net Structure

can be learned. Moreover, by processing Involution and
Convolution as a Dense structure, it is possible to prop-
agate both channel and spatial information while main-
taining their feature values. We present experimental and
comparative results with RDIU-Net and U-Net using ul-
trasound nerve segmentation images [4], chest X-ray lung
region segmentation images [5], and skin lesion segmen-
tation images [6]. RDIU-Net reduced model weight sig-
nificantly and showed drastic advantages in model stabil-
ity and convergence.

2. RELATED WORK

2.1 Fully Convolutional Network (FCN)
FCN is an end-to-end, pixel-to-pixel learning method

used in semantic segmentation tasks. The initial fully
connected layer is eliminated and replaced by a new con-
volution layer, and all layers use the convolution layer to
support the segmentation task. To restore the original im-
age size in the Decoder, the feature map obtained in the
last Convolution layer is restored to the original resolu-



tion by Up Sampling, and prediction is performed.

2.2 Involution
Convolution has the property of being independent of

spatial information and specific to channel information,
and CNN-based models have so far achieved remarkable
improvements in the field of image recognition. How-
ever, its ability to adapt to several features at different
spatial locations is limited. Convolution has difficulty in
capturing long-range interactions of spatial information
and has problems with the size of the receptive field. And
the more complex the model, the greater the redundancy
between channels and the greater the computational com-
plexity/parameters. To overcome these drawbacks, Li et
al. [7] proposed Involution, an inversion of the concept
of Convolution, which is a kernel (filtering) process to
reduce the redundancy and computational complexity of
CNN-based problems. Unlike Convolution, which ran-
domly generates kernels, the Involution kernel refers to
the channel of each pixel and obtains the channel infor-
mation when the kernel generates it. In other words, the
Convolution kernel shares the same kernel weights for
each pixel, while the Involution kernel differs in that the
kernel weights for each pixel are different for each pixel.
This allows the Involution kernel to have a larger recep-
tive field than the Convolution kernel and to capture dif-
ferent spatial information in the image. The output fea-
ture map of Involution is the output Yi,j,k of a multiply-
add operation on the input using the Involution kernel.

Yi,j,k =
∑

(u,v)∈∆K

Hi,j,u+[K2 ],v+[
K
2 ],[

kG
C ]Xi+u,j+v,k

(1)
The channel is divided into G, and the kernel is shared
between the divided channels. Convolution is based on
the same kernel shared by all pixels, with all weights
determined randomly. Therefore, the receptive field de-
pends on the kernel size. Conversely, with Involution, the
weights are determined for each pixel from in the equa-
tion, so each pixel has a different kernel weight and is
independent of the channel. This makes it possible to
capture different spatial information without limiting the
receptive field. Fig. 2 depicts a graphical description of
the Involution.

Fig. 2. A Graphical illustration of Involution

2.3 Residual Structure
Residual Structure is a model originally proposed

in [8] to solve the gradient explosion/disappearance prob-

lem in deep networks in the field of image recognition.
Until now, as the number of layers deepened, there has
been a degradation problem where the accuracy drops at
a certain point. However, ResNet succeeded in improving
accuracy by enabling learning in deep networks with as
many as 152 layers. ResNet’s relatively simple structure
and parallelized learning of residuals prevent the gradi-
ent problem from occurring and enable learning at deeper
levels. The input x is processed in parallel by the iden-
tity map x and the residual map F(x). The residuals are
added. The output is H(x), where H(x) = F(x) + x as
denoted in Fig. 3.

Fig. 3. Residual Structure

2.4 Dense Structure

A dense structure concept was proposed in [9] to solve
the gradient explosion/loss problem in deep networks and
to reuse feature maps. The model contributes to accu-
racy by solving the gradient problem, reducing parame-
ters, and propagating complex feature maps by combin-
ing the previous feature map, the next feature map, and
the 2nd next feature map by skip connections, respec-
tively (see Fig. 4). The output of the l layer is xl, and the
Dense structure is calculated by Hl([x0,x1, · · · ,xl−1])
and Hl is composed of batch normalization, ReLU, and
3× 3 Convolution operations.

Fig. 4. Dense Structure



3. PROPOSED MODEL:RDIU-NET

Our proposed model, Residual Dense Involution U-
Net (RDIU-Net) is based on the U-Net structure and
makes use of Involution Kernel to become a lightweight,
Dense Structure for maintaining spatial information, and
Residual Structure for gradient problems and consistent
learning stability. Its graphical representation is given in
Fig. 5. The first layer of the encoder is a Convolutional
(3x3) and Residual Involution Block (RIB), each layer in-
corporating a nonlinear activation function (ReLU) and
batch normalization. Fig. 6 shows the RIB structure.
The RIB performs residual learning of the input and fea-
ture maps propagated by Involution (1×1)/Convolution
(1×1)/Dropout. The RIB has a relatively simple struc-
ture, connecting spatial and channel features in the Invo-
lution and Convolution kernels with residual connections
in the Residual structure. The spatial and channel dimen-
sions are reduced by the Involution (1×1) and Convolu-
tion (1×1) in the RIB, and the spatial and channel infor-
mation are separated and exchanged to efficiently extract
both features and learn various feature maps. This makes
it possible to learn a wide variety of feature maps. At
the bottom of the Encoder, Convolution, and RIBs are
propagated as a Dense structure (Residual Dense Involu-
tion Block). This process sets the output propagated by
the 3 × 3 Convolution and RIB as a single Dense Block,
prepares multiple such blocks, and propagates them as a
Dense structure between the blocks. This allows propa-
gation while maintaining the feature values of both chan-
nel and spatial information. Let Yn be the output of
nth dense block (Convolution and RIB). The input of nth

(n ∈ 1, 2, · · · , N ) dense blocks are concatenated with the
feature map of the previous block and propagated. The
output feature map is the same for Convolution and Invo-
lution. The input and output of the RIB can be expressed
via the following equations 2 and 3

[Y1,Y2, · · · ,Yn−1] ∈ Ri−1×H×W×K×K×C (2)

Yn ∈ RH×W×K×K×C (3)

The proposed model combines the Involution, Resid-
ual, and Dense structures to significantly reduce the
weight of the model compared to existing models. In par-
ticular, the use of Involution, which has a large receptive
field, improves accuracy due to the fact that different fea-
tures can be extracted.

4. EXPERIMENTAL RESULTS

We perform semantic segmentation on medical imag-
ing datasets using the original U-Net and the proposed
model RDIU-Net. We present experimental results on
accuracy and processing speed, and model stability and
convergence. Three datasets were used: ultrasound nerve
segmentation images, chest X-ray lung region segmenta-
tion images, and skin lesion segmentation images. The
data sets and input image sizes are 2,326 (128×128×1),

247 (256×256×1), and 2,594 (128×128×1) images, re-
spectively. For the evaluation, the Dice coefficient and
IoU are used, which are calculated with the use of a con-
fusion matrix. Also, we calculate the processing speed
per image (ms/per image). We applied some low-level
image processing methods as pre-processing (e.g., nor-
malization). For all datasets, we used Adam Optimization
with the learning rate of 1e−4, and the loss function used
was the binary cross-entropy loss. Models were trained
on a GPU A100-SXM-40GB. Experimental values for
accuracy and processing speed are given in Table 1. It
can be seen that the proposed model not only improved
the accuracy but also reduced the computational cost sig-
nificantly over all tested datasets. In particular, the accu-
racy of both the Dice coefficient and IoU were improved
more notably in the chest X-ray lung region segmenta-
tion image and skin lesion segmentation datasets. As for
processing speed, a 20% to 30% speedup was achieved.
The total number of parameters was also reduced by 62%,
from 15.6M for U-Net to 5.9M for RDIU-Net. In Table 2,
we report the stability and convergence. We define stabil-
ity as the number of times the dice coefficient decreased
by 0.05 from the previous epoch while convergence is
the number of the first epoch when a dice score reaches
over a certain threshold (denoted as t in the column head-
ers accordingly). Figs. 7 and 8 show the predicted la-
bel images and Dice coefficient graphs for the chest x-
ray lung region segmentation dataset. Table 2 and Fig. 8
show that RDIU-Net has better model stability and con-
vergence than U-Net.

5. CONCLUSIONS AND FUTURE WORK

In this research, we proposed Residual Involution
Dense U-Net for medical image segmentation tasks. We
used three datasets and found that RDIU-Net is more
robust to medical images than the existing model, U-
Net, with improved accuracy, lighter model weight, sig-
nificantly improved training stability, and convergence
speed. This is achieved thanks to the contributions
made by Involution, Residual, and Dense structures. The
Residual Involution Block, which is designed within
Residua for Involution and Convolution, decouples the
interaction of both spatial and channel information, al-
lowing for efficient processing while maintaining accu-
racy. Specifically, this study makes use of 1 × 1 Invo-
lution and 1 × 1 Convolution to exchange and separate
spatial and channel information. This allows for generat-
ing feature maps with both spatial and channel features.
In addition, by incorporating the Dense structure in the
bottom row, complex feature maps can be propagated to
maintain accuracy. In future work, We plan to make more
comparative evaluations with BCDU-Net [10] and RU-
Net [11].



Fig. 5. A schematic representation of the proposed RDIU-Net model

Fig. 6. Residual Involution Block (RIB)
Table 1. Experimental Results: Dice, IoU, and Processing Speed

Dataset Ultrasound Nerve Segmentation Chest X-ray Lung Segmentation Skin Lesion Segmentation Total Number of

Model
Value Dice IoU Processing Speed Dice IoU Processing Speed Dice IoU Processing Speed Parameters (in M)(ms/per image) (ms/per image) (ms/per image)

U-Net 0.702 0.571 32.8 0.958 0.929 106.8 0.777 0.675 31.0 15.6
RDIU-Net 0.712 0.574 22.8 0.972 0.935 83.2 0.801 0.694 22.8 5.9

Table 2. Experimental results on model stability and convergence

Dataset Ultrasound Nerve Segmentation Chest X-ray Lung Segmentation Skin Lesion Segmentation

Model
Value Stability Convergence (t=0.7) Stability Convergence (t=0.95) Stability Convergence (t=0.75)

U-Net 5 36 3 153 15 36
RDIU-Net 0 17 0 34 4 18
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